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#### Abstract

Solid rocket boosters are commonly used for launching sounding rockets due to their simplicity and power-ness. The shape and geometry of the propellant grain determine the thrust-time profile which has a significant effect on rocket performance. In practical application, the thrust profile has three typical curves; regressive, neutral, and progressive. A great deal of studies has been focused on optimizing the trajectory based on various state variables in which the profile of the thrust-time curve was not among those variables. In this research, design variables were the thrust profile, the object function was maximizing the altitude subjected to constraints of a fixed amount of fuel. The trajectory was found by solving the equations of motion. For comparison purposes, the trajectory was also found using JSBSim, an open-source flight dynamic simulator. In the results of the optimization process, the input thrust-time curve was evolved into an unusual shape, the letter "V" shaped. In this type of profile, the thrust curve starts regressively until reaches zero value at the middle of the burning time and then continues progressively until the end. This behavior can be satisfied only by two-stage boosters. Thus, these results show that two-stage boosters perform better than single-stage. The improvement is obtained by consuming the solid propellant more efficiently allowing fewer energy losses. This reason is added to the fact that two-stage boosters allow reducing the total masses due to the cassette separation.
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## 1. Introduction

The main purpose of a sounding rocket is to deliver the weather monitoring instruments to a certain altitude and then return them to the ground, which is normally launched by a solid rocket booster (SRB). The SRB mainly consists of a grain, or a charge, and a nozzle. The grain part is burned to convert the chemical energy of the fuel into thermal one by producing gasses at high pressure and temperature that flow through the nozzle. The nozzle converts the potential thermal energy of the gasses into kinetic energy, which produces the necessary thrust based on action and reaction principles.

The shape and the geometry of the grain affect the burning surface and hence the rate of gases production versus time, which in turn defines the value of the internal pressure. The pressure determines the level of the generated thrust and its variation over time.

Therefore, the resulting Thrust-Time Curve (TTC) depends on the shape and the geometry of the grain. In general, there are three typical TTCs; progressive, neutral, and regressive as shown in Fig. 1 [1].


Fig. 1. Typical thrust-time curves [1].

Although the thrust in the three curves starts from zero and requires some time to reach a considerable value, It behave differently in the remaining time. The thrust in the regressive curve reduces gradually after reaching a maximum value. Conversely, the progressive thrust continues to increase until the burn-out. In contrast, the neutral maintains the thrust value almost close to the mean value. in the progressive and the regressive thrust, it is possible to obtain high thrust which is good for gaining high acceleration. on the other side, high thrusts cause structural stresses higher than average compared to the neutral thrust [1].

Also, the total mass during the burning stage varies accordingly. Since the acceleration of the rocket depends on the acting thrust and total mass, including the mass of the grain, the profile of the TTC has a significant impact on the motion of the rocket, in terms of velocity and altitude. However, understanding this impact becomes more complex when considering drag forces that resist the motion of the rocket and depend on the resulting velocity and air density, which depends on the resulting altitude.

Therefore, it is still unclear what the optimum shape of the TTC is to produce the highest altitude for a given amount of fuel. Obviously, an optimization problem needs to be first formulated and then solved.

In the literature, there is a great deal of research solving the optimization problem for the rocket performance based on certain parameters, such as the outer diameter of the chamber, thickness of grain, expansion ratio, controller, material, geometry, and center of mass. For example, exit design Mach, the nozzle throat area, and the burning angle of the grain were optimized by Navarrete et. Al. [2]; Rocket and the grain geometries were the design variable for three stages thrust hybrid rocket motor by Xiao [3]; the overall geometries of a hybrid rocket were also optimized in addition to others factors in [4]. Maximizing the mass of the payload and minimizing the initial mass in [5]. Sang-Hyeon optimized the Mach number of the nozzle to achieve the maximum altitude [6]. Most research above only considered the thrust as a design variable. However, the profile of the TTC is not among those parameters. Therefore, this project aims to propose a methodology to find the profile of the TTC to achieve the optimum rocket performance, in terms of the highest apex that the rocket can reach using the same amount of fuel.

Therefore, at the first stage, the modeling process must be carried out either with a three degree of freedom (DOF) or 6DOF model. The 6DOF model is necessary only when problems like stability, flexibility, and control need to be investigated. In addition, the 6DOF model needs high computational resources. While a simplified model using 3DOF is more efficient for performance evaluation like trajectories. This type of
modeling assumes the rocket is a point-mass object moving in a plain. This model was implemented by several studies such as [3, 5], and [7-9]. To use this model, the Equation of Motion (EOM) was derived and then coded using MATLAB.

In the second stage, the modeling verification, then formulating and solving the optimization problem were carried out. For validation purposes, the numerical results of the MATLAB code were compared with the results of the JSBSim, which is a high fidelity, Flight Dynamics Model (FDM), open-source package. Literature review shows several studies relied on JSBSim for simulation of air vehicles. JSBSim has been commonly in use for a variety of configurations, which has been in development voluntarily by a number of developers since 1997 [10-13], it is capable of modeling 6DOF air-vehicle of various types, controlled or uncontrolled systems. The JSBSim was used in the NACA report to verify several check cases of 6DOF flight Vehicle Simulation [14]. Examples of aircraft trim algorithm using JSBSim was also reported by [15], modeling of a mini-UAV by [16], a reinforcement learning environment by [17], evaluating flying UAV by [18], validating MATLAB/Simulink AeroSim Blockset by [19], experimenting flight quality by [20], and much other application such as [19-21].

## 2. Theoretical background

Since the aim of this project is to improve the performance of sounding rocket without increasing the amount of fuel, by solving an optimization problem, the value of apex, the highest reached altitude, is set as an objective function constrained by maintaining the same amount of fuel. While the profile of the thrust curve is set as a state variable. The maximum value of the internal pressure of the SRB was restricted by limiting the peaks value of the thrust-time curve too. Therefore, to solve the optimization problem, the time's functions of thrust and fuel mass need to be identified; and light model of the rocket motion had to be established, and the optimization problem had to be formulated. As will be described in the consequence sections.

### 2.1 Modelling Thrust

The thrust curve is normally identified using tabulated data of large number of records. Using this format as design variables it requires high computational resource. However, the number of variables can be reduced by performing a curve-fitting process. Fourier Series, due to its high flexibility in accommodating any curve shape, was selected for the curve fitting process. Therefore, the thrust, $F(t)$, at time, $t$, is be approximated using Fourier series as follows [23]:

$$
\begin{align*}
F(t)= & a_{o}+\sum_{i=1}^{n} a_{i} \cos (i . \alpha . t)+  \tag{2.1}\\
& \sum_{1}^{n} b_{i} \sin (i . \alpha . t),
\end{align*}
$$

where, n is number of terms which is greatly affects the accuracy. $a_{i}, b_{i}$, and $\alpha$ are fourier coefficients which are normally defined using the curve fitting process. To calculate the mass of the rocket at any instant of time, $t$, the fuel mass flow is firstly determined as follows:

$$
\begin{equation*}
\dot{m}(t)=\frac{F(t)}{g \cdot I_{s p}}, \tag{2.2}
\end{equation*}
$$

where, $I_{s p}$ is the spcific impluse in [sec], and $g$ is gravity acceleration [m/sec].
By integrating mass flow rate, the fuel mass function at time, t is calculated as follows:

$$
\begin{equation*}
m(t)=m_{o}-\int_{0}^{t} \dot{m}(t) d t \tag{2.3}
\end{equation*}
$$

where, $m_{o}$ is the initial mass of fuel.

### 2.2 Modelling the Rocket Motion

In general, the rocket motion is very complex and is affected by many parameters. For simplification purposes, several assumptions are considered in the derivation process of the EOM) as follows: 1- The earth is flat rather than curved, this leads to neglect of centrifugal forces due to moving on a curved path. 2The earth is non-rotating objects rather than rotating, which means ignoring the effects of Coriolis's forces, 3The earth's gravity has a constant and approximate value of $9.81 \mathrm{~m} / \mathrm{s}^{2}$. 4 -The total mass of the rocket is assumed to be constant, and a point mass is located at the gravity center. These assumptions allow deriving the EOM by using Newton's second law in the longitudinal plane and by inspecting the free body diagram as shown in Fig. 2.


Fig. 2. Free body diagram of a rocket in a plane.
In the velocity-parallel direction, Newton's second law gives [8]:

$$
\begin{equation*}
m \cdot \frac{d V}{d t}=T \cdot \cos \left(\alpha_{T}\right)-D-m \cdot g \cdot \sin (\gamma) \tag{2.4}
\end{equation*}
$$

while in the velocity-perpendicular direction, it gives,

$$
\begin{equation*}
m \cdot V \cdot \frac{d \gamma}{d t}=T \cdot \sin \left(\alpha_{T}\right)+L-m \cdot g \cdot \cos (\gamma) \tag{2.5}
\end{equation*}
$$

where, $D=q \cdot S_{r e f} . C D$, is the aerodynamic drag, $L=$ $q S_{\text {ref }}$. $C L$, is the aerodynamic lift, $S_{\text {ref }}$ is the reference area, $C D$ and $C L$, is the drag and lift coefficients, respectively, $q$ is the dynamic pressure, which is propertional to the air density. The air density in this project was calculated using the International Standard Atmosphere (ISA) Model. In addition to kinematic equations, the rate of climb is given by

$$
\begin{equation*}
\dot{H}=V \cdot \sin (\gamma) \tag{2.6}
\end{equation*}
$$

And the horizontal velocity component,

$$
\begin{equation*}
\dot{R}=V \cdot \cos (\gamma) \tag{2.7}
\end{equation*}
$$

Skin-friction drag components are approximated based on Reynolds number which determining the flow nature. For laminar flow the friction drag coefficient is approximated using Blasius Solution [24] given as follow

$$
\begin{equation*}
C_{f}=\frac{0.664}{\sqrt{\operatorname{Re}}} \tag{2.8}
\end{equation*}
$$

while For turbulent flow, it is approximated using the Prandtl's One-Seventh-Power Law [24] as follow

$$
\begin{gather*}
C_{f}=\frac{0.027}{R e^{\frac{1}{7}}}  \tag{2.9}\\
D_{\text {skin }}=C_{f} \cdot 0.5 \cdot \rho \cdot V^{2} \cdot S_{w e t} \tag{2.10}
\end{gather*}
$$

where, $S_{\text {wet }}$, is the wet area of the body.
These equations, (2.4), (2.5), (2.6), and (2.7) are describing an approximate motion of the rocket in the longitudinal plane being a point-mass object, which can be rewritten using vector format as follows,

$$
\dot{X}=\left[\begin{array}{c}
\dot{V} \\
\dot{\gamma} \\
\dot{h} \\
\dot{r}
\end{array}\right]=\left[\begin{array}{c}
\frac{T}{m} \cdot \cos \left(a_{T}\right)-C_{D} q \frac{s_{r e f}}{m}-g \sin \gamma \\
\left(C_{L} q \frac{s_{r e f}}{m}-g \cos \gamma+\frac{T}{m} \cdot \sin \left(a_{T}\right)\right) / /_{V} \\
V \sin \gamma \\
V \cos \gamma
\end{array}\right]
$$

This equation was coded using MATLAB as shown in

Fig. 3. The state vector contains four state variables: velocity, path angle, altitude, and horizontal position. The state format allows easily to implement ode45, the MATLAB built-in function, which is dedicated to solving partial differential equations. By using this function, it is possible to obtain an approximate rocket's trajectory at low computational resources.


Fig. 3. MATLAB code defining the EOM

### 2.2.1 Optimization Problem Formulation

The optimization problem can be formulated as follow: The objective function is maximizing the rocket apogee, the highest altitude of the path, the apex point of the trajectory. Since, the MATLAB-built-in-function, fmincon, was used, the objective function is converted to minimizing the inverse of the apogee altitude as follows

$$
\begin{equation*}
\text { Minimize }\left(\frac{1}{h_{\max }}\right) \text {, } \tag{2.12}
\end{equation*}
$$

where, $h_{\max }$ is the highest value of the path (apogee altitude).
The objective function is subject to a set of nonlinear inequality constraints on the thrust function, $\mathrm{F}(\mathrm{t})$, using Eq. (2.1), this is necessary to avoid peaks in the internal pressure of the chamber as follows:

$$
\begin{equation*}
F(t)>0 ; \quad 0 \leq t \leq t_{b} \tag{2.13}
\end{equation*}
$$

where, $t$ is the time variable, $t_{b}$ is the burning time, and it is subject to nonlinear equality constraint, Eq. (2.14), which keep the total amount of fuel is unchanged, as follows:

$$
\begin{equation*}
\int_{0}^{t_{b}} \dot{m}(t) d t=M_{\text {fuel }}, \tag{2.14}
\end{equation*}
$$

where, $M_{\text {fuel }}$ is the fuel mass,
The Fourier series coefficients, that used in calculating thrust, $\mathrm{F}(\mathrm{t})$, are also constrained by upper and lower limits as follows: The lower limits were
$a_{i}=-1 E 5 ; \quad b_{i}=-1 E 5 ; i=0 . .6$; while the upper limits were $a_{i}=+1 E 5$; $b_{i}=+1 E 5$; where $i=0 . .6$.

### 2.3 Case Study

All necessary input data of the a sounding rocket was found at textbooks of $[23,25]$ as it is summarized as shown Table 1.

Table 1. Numerical data of a case study of a sounding rocket $[23,25]$.

| Total mass | $34.68[\mathrm{Kg}]$ |
| :--- | :--- |
| Fuel Mass | $10.84[\mathrm{Kg}]$ |
| Isp, spcific impulse | $196.50[\mathrm{sec}]$ |
| Burning time <br> Body diameter | $6.16[\mathrm{sec}]$ |
| Total length | $131.0[\mathrm{~mm}]$ |
| Aerodynamic Drag <br> Coefficient, CD <br> Aerodynamic Lift <br> Coefficient, CL | $3000.0[\mathrm{~mm}]$ |
| The thrust curve | 0.24059 |

The analysis was started, firstly, by finding the thrust curve, then calculating the trajectory by two methods the in-house code using MATLAB and using the opensource package, JSBSim, then results-verification was carried out by comparing the two results. Finally, the optimization scheme on the trajectory using the first method was performed as it will be explained in the next sub sections.

### 2.3.1 Thrust-Time Curve

The curve fitting process of the thrust-time was carried out by MATLAB using Fourier series, Eq. (2.1), and using Nonlinear Least Squares (NLS), the procedure was followed in [25]. To show the accuracy of the process, the resulting curve along with the original discrete data are plotted as shown in Fig. 5 which shows an adequate agreement. Thus, using this technique, the discrete thrust function was determined using continuous function with far fewer number of variables, 15 terms rather than 63 discrete points.

### 2.3.2 Rocket Trajectory and Verification

The EOM, Eq. (2.11), were coded using MATLAB function, as shown in
Fig. 3, involving, ode45, Runk Kutta method, to march the solutions in the time domain using a time step of $\mathrm{dt}=0.001$ [sec] for given initial conditions. To avoid singularity, the initial velocity was given a very low value, the pitch attitude was given at 89.99 [deg]. For results verification, an open-source package, JSBSim which is available on the GitHub platform, was used to solve the same problem too. All necessary input data, as listed in Table 1, were also figured out again using separate XML (eXtensible Markup Language) formatted files suitable for JSBSim. Four XML files were prepared, as follows:

The first XML file, as shown Fig. 4, included geometries, inertia characteristics, aerodynamics drag defined by the value of CD only, mass fuel flux, and the location and the orientation of the power system.

```
<?xml version="1.0" ?>
\emptyset<fdm_config name="Rocket" release=
"ALPHA" version="2.0" xmlns:xsi=
"http://www.w3.org/2001/xMLSChema-instan
ce" xsi:noNamespaceSchemaLocation=
"http://isbsim.sourceforqe.net/JSBSim.xs
d">
    <fileheader/>
    <!--
    Primary Metrics (Ovearall size of
    vehicle)
    -->
    <metrics>
        <wingarea unit="M2">0.01348
        </wingarea>
        <wingspan unit="M">0.0814</wingspan>
        <chord unit="M">0.0</chord>
        <htailarea unit="M2">0.0</htailarea>
        <htailarm unit="M">0.0</htailarm>
        <vtailarea unit="M2">0.0</vtailarea>
        <vtailarm unit="M">0.0</vtailarm>
        <location name="AERORP" unit="M">
            <x>1.5508</x>
            <y>0.0</Y>
            <z>0.0</z>
        </location>
    </metrics>
    <!--
```

Fig. 4. XML code defining major main parameters.
The second file included the specific impulse and the thrust curve using tabulated data of the thrust curve which consists of two columns, the first column is the burned fuel while the second column is the thrust. The third file presented the nozzle features. For sake of simplicity, the nozzle exit area was set to zero in order to neglect the altitude dependency of the thrust. The fourth file includes the initial conditions which were set to zeros, only the pitch angle was set to 89.99 [deg] in order to obtain a vertical takeoff.


Fig. 5. Thrust curve using discrete data and using FS.


Fig. 6. Comparing the MATLAB result with JSBSim open source

Thus, having the input files ready, it was possible to use a batch file to run the simulator and obtain a CSV file of the results which included time series of the resulting trajectory at a predefined frequency which is plotted along with the MATLAB code results, as shown in

Fig. 6. It is worth mentioning that the skin friction drag is not included in the MATLAB code since it is not determined by JSBSim too. Clearly, the comparison of the results shows an excellent agreement between the two methodologies giving verification of the adopted methodology of calculation of the rocket trajectory and can be used for the optimizer as explained in the next section.

### 2.4 Optimization Results

The input data is taken from the same case study in the verification section, Table 1. The MATLAB built-in functions, 'fmincon' involving Sequential quadratic programming (SQP) algorithm. It is worth mentioning that the apex trajectory was inverted so that the minimum value was sought rather than the maximum. The optimization code was executed in two stages. The original TTC, the first resulted TTC, and the final resulted TTC were plotted on the same chart as shown in Fig. 7. In the first stage, the thrust-time curve was evolved into a horizontal line, which means a neutral thrust profile. In the second stage, the curve evolved into unusual behavior which shows two segments. The first segment starts from the beginning of ignition and ends at the instant of 3.2 [sec] of time (middle of the burning time; the total burning time is 6.16 sec ); the second segment starts from the middle and ends with ending the burning process. While in the first segment, the thrust is decreasing to zero (regressive), in the second segment, the thrust is increasing from zero, (progressive).

Although the three curves require the same amount of solid propellant, $10.8[\mathrm{~kg}]$, the performance is not the same. To show the differences, the three corresponding trajectories were plotted on the same set of axes as shown in Fig. 8. The figure shows that the apex point is $9256[\mathrm{~m}]$ in the original TTC. While it is increased to 9351 [m] in the second TTC; and increased further to 9588 [m] in the final TTC.


Fig. 7. Comparing resulted thrust curve with the initial thrust curve.


Fig. 8. Comparing trajectories of three cases of thrust curves.

## 3. Discussion

By inspecting the resulting trajectories from the optimization process, they show that the optimization process has improved the value of the apex point by an increment of $2.5 \%$. It was noticed that in spite of neutral TTCs were selected many times as an input. The resulted curves have a shape of the letter "V". Factually, the resulted curves are split into two segments. in
another word, the total propellant is equally divided into two and burned respectively.
The interpretation for that division of the propellant results can be understood from the fact that the losses of the rocket kinetic energy are due to the action of drag forces which, in turn, become less as the air-vehicle gains higher altitude (less air density). The energy losses become less when flying at a lower speed since the lost energy is proportional to speed multiplied by drag force which, in turn, is proportional to speed squared. Thereby, the energy losses are proportional to the speed cubed. As a result, the energy losses are strongly dominated by speed and altitude.

Thus, the optimum rocket requires to fly at low speed, but it requires to reaches high altitude as fast as possible. Therefore, the optimum consumption of the propellant is to be burned on two durations, in the first, the altitude is gained with minimum possible losses, while saving the rest of the charges to fly more efficiently at higher altitudes.

Therefore, dividing the charges into two parts is a good strategy, in the first part, the rocket gains the highest possible altitude, where the air density is less, and maintains low speeds by regressive thrust, while the rockets use the rest part of the charge to fly more efficiently (less drag, less loses) using progressive thrust in which increases as the rocket rises to higher altitude reducing the air density and alleviating the effect of accelerating on the energy losses. In practical application the progressive thrust can be satisfied by igniting the internal surface of a cylindrical grain; the outer surface of it gives the regressive one. Dropping the TTCs to zero in the middle of burning time can be achieved only if the burning process is fully stopped. In Fact, unlike liquid propellants or bi-propellants, solid propellants cannot be stopped and restarted, after ignition. Therefore, single-stage boosters cannot perform the resulting TTC. Alternatively, two stages booster allows two segments of thrust-curve and can be separated by zero values for any duration of time. This result leads to conclude that a single-stage booster is not the best choice, while the two-stage boosters result in a higher altitude of the apex at least for the tested cases in this project.

Accordingly, multi-stage boosters are commonly used in practical applications because they enable the total masses of the rockets to be reduced by releasing the cassettes which are reflected directly in a noticeable improvement in apogee altitudes. However, the results of this project give additional justification for the feasibility of using multi-stage boosters. Additionally, the promising results give to the importance of relying on optimization techniques to tune all design parameters for every single design case.

Additionally, the resulting TTC shows smoothness. This means that it is possible to produce in practical application by adjusting the geometry of the grain. This smoothness of the resulted curves was possible due to using Fourier Series to model the thrust curves.

Comparing with similar optimization in literature, Navarrete-Martin used Hopsan software for modelling and used the case thickness as a design variable. The highest apex was found at optimum thickness [2].
While Okninski optimized single-stage thrust curve to reduce the total mass [26]. In his example the mass reduced from 515 kg to 360 kg .

## 4. Conclusions

In this project, the simulation of the sounding rocket, powered by a solid propellant, was modeled using the mass-point assumption. The simulation process was carried out twice, using MATLAB code and using JSBSim, the open-source package. The results showed good agreements. The full details of files necessary for JSBSim are attached in the appendix for tutorial purposes.

In the next stage, to find the best thrust-time curve yielding the highest possible apex for a vertical lunching, an optimization problem was formulated and solved. The objective function was the height value of the apex subjected to nonlinear constraints and some bounds allowing practical limits to be respected. The constraints on the thrust curve were imposed so that the amount of fuel, the burning time, and the total impulse are maintained; while the upper bounds were real positive numbers limiting the peaks of the thrust, and the lower bounds were zero values. The state variables were set to be a function determining the TTC.

In order to reduce the number of state variables, the TTC function was modeled using Fourier's series. The optimization process was carried out using a MATLAB built-in function, fmincon. The code was able to evolve the input of an arbitrary thrust curve into the letter Vshaped TTC. The optimum TTC has regression, zero, and progression behavior; the corresponding value of the apex has improved by $2.5 \%$. The thrust according to the resulted profile requires the burning process of the propellants to be fully stopped and then restarted after the first ignition. This is only possible if the booster is made in two stages. However, in practical application, multi-stage boosters are common for a different reason which is due to reducing the mass of the booster's cassette, because of the separation. Furthermore, the result of this study adds a new justification of the effectiveness of using two-stage boosters in obtaining higher apogee. Additionally, this study emphasizes the possibility of using optimization algorithms to tune any design parameter for optimum performance.
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