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Abstract
Technological advancements have created notable turning points throughout the history of humanity. Influential 
transformations in the administrative structures are the result of modern technological discoveries. The artificial 
intelligence (AI) ecosystems and algorithms now affect daily lives, communities, and government structures more than 
ever. Governments are the main coordinators of technological transition and supervisors of the activities of modern 
public administration systems. Hence, public administration and policies have crucial responsibilities in integrating, 
governing, and regulating AI technology. Integrating AI into public administration and the policy-making process allows 
numerous opportunities. However, AI technology also contains many threats and risks in economic, social, and even 
political structures in the long term.  This article concentrates on the big questions of AI in the public administration and 
policy literature. The big questions discussion started in 1995 by Robert Behn drawing attention to the big questions as 
the primary driving force of a public administration research agenda. The fundamental motivation of the big questions 
approach is shaped by the fact that “questions are as important as answers.” This article aims to identify big questions 
and discuss potential answers and solutions from an AI governance research agenda perspective.
Keywords
Big Questions, AI, Public Administration, Public Policy, AI Governance, AI Policy

Öz
Teknolojik gelişmeler, insanlık tarihi boyunca dönüm noktaları yaratmıştır. İdari yapıdaki dönüşümler teknolojik 
keşiflerin sonucudur. Yapay zekâ (YZ) ekosistemi ve algoritmalar günlük yaşantıları, toplulukları ve hükümet yapılarını 
her geçen gün daha fazla etkilemektedir. Devletler teknolojik geçişin koordinatörleri ve modern kamu yönetimi 
faaliyetlerinin temel denetçileridir. Bu nedenle, kamu yönetimi ve politikalarına yapay zekâ teknolojisini entegre etme, 
yönetme ve düzenleme konusunda çeşitli sorumlulukları vardır. Yapay zekayı kamu yönetimine ve politika oluşturma 
sürecine entegre etmek çok sayıda fırsata olanak tanımaktadır. Öte yandan, yapay zekâ teknoloji ekosistemi uzun 
vadede ekonomik, sosyal ve hatta siyasi yapılarda birçok tehdit ve risk potansiyeli barındırmaktadır.  Bu makale, 
kamu yönetimi ve kamu politikası literatüründe yapay zekanın “büyük sorularına” odaklanmaktadır. Robert Behn 
tarafından 1995 yılında başlatılan büyük sorular tartışması bir kamu yönetimi araştırma gündeminin birincil itici gücü 
olarak büyük sorulara dikkat çekmektedir. Büyük sorular yaklaşımının temel motivasyonu, “sorular cevaplar kadar 
önemlidir” yaklaşımıyla şekillenmektedir. Bu araştırma yapay zekâ literatüründeki büyük soruları çerçevelendirmek ve 
AI yönetişimi araştırma gündemi perspektifinden olası yanıtları ve çözümleri tartışmayı amaçlamaktadır.
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Introduction
The digital age has undergone tremendous transformations in various areas, including 

public administration research. Today, information and communication technologies 
(ICT) affect organizations’ structure, functioning, performance, and shift. With digital 
adaptations being realized in the public sector, public services have started to be provided 
with innovative strategies. The digitization steps, launched with the e-government 
approach in the 1990s, became more widespread in the 2000s, thanks to ICT and mobile 
applications. Especially after the 2000s, internet technology has become widespread 
worldwide with the developments in ICT, such as the operating system capacity of 
computers. Therefore, governments’ need to strengthen and develop their technological 
infrastructures has become more urgent in transforming society. The concepts of data 
processing and data mining have entered the agenda of governments. Different approaches 
to understanding e-Government have emerged both in academia and in practice.

The ICTs covered by e-Government 1.0 focused on organizational infrastructures; 
e-Government 2.0 includes social media, Web 2.0 tools, and open data, whereas 
e-Government 3.0 focuses on new developments such as data analytics-modelling, 
simulation, AI, and Internet of Things (IoT). The Fourth Industrial Revolution, defined 
as Industry 4.0, consists of “AI and big data.” Industry 4.0 refers to integrated intelligent 
systems which work with AI algorithms (Ing et al., 2019; Kolberg & Zühlke, 2015). AI 
technologies are foreseen to form a shift that will affect not only the future of the industry 
or the marketplace but also the future of humankind. Karnofsky (2016) indicates that 
“potential future AI precipitates a transition comparable to the agricultural or Industrial 
Revolution.” The underlying reason is that the process brings about a fundamental 
transformation for human beings and machines. Artificial Intelligence (AI) technology 
is one of the essential components of the industry 4.0 approach, which has a structure 
consisting of many sub-components and techniques, such as machine learning, deep 
learning, expert systems, and robotics. 

The term AI emerged as a sub-branch of computer science, which was first used in the 
modern sense in the 1950s. Arf (1959) predicted that machines cannot be aesthetically 
pleasing like human beings, that human beings act on their initiative, and that devices 
can act on their initiative even if it takes a long time. However, AI today constitutes one 
of the fields of study of cognitive science, philosophy, psychology, economics, and even 
law, beyond computer science. Moreover, AI is evolving into an interdisciplinary field of 
research that has recently gained special attention from society, politics, and the public 
sector, offering various unique opportunities and posing cataphoric risks. (Önder, 2020; 
Boyd & Wilson, 2017; Wirtz & Weyerer, 2019). In this context, the public administration 
discipline has started to bear on studies related to AI since the 2010s. Especially with 
the COVID-19 outbreak, there has been a proliferation of studies on AI in public 
administration and policy (Önder & Uzun, 2021).

In line with the rising trends in the field, this article aims to reveal the various AI 
dimensions by focusing on unearthing the big questions of AI in public administration 
and policy by reviewing the literature. AI has enormous potential in different government 
sectors, including infrastructure, finance, health, and the legal and justice systems. 
Therefore, AI-driven public administration applications are critical for governments to 
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enhance citizens’ quality of life and governance capacity (Cath,2018; Dwivedi et al., 
2019a; Sharma et al., 2020).

This article reviews the literature on AI to define and discuss the big questions of AI 
from the public administration and policy perspective. Behn (1995) emphasized that any 
field of science is figured out by the big questions it poses. Behn’s (1995) approach to 
big questions draws attention to the fact that an area of research is not driven by data or 
method but by research questions. Since the mid-1990s, public administration academics 
have focused on showing the big questions in public administration. One of the main aims 
of this article is to emphasize how the big questions literature stands for a position in the 
projection of the public administration in the “AI” context. Not only big questions but also 
the answers to these questions are valuable. Recently, there has been growing research 
interest in AI in the public administration literature; however, the current studies are 
related to primarily specific countries’ national AI strategies and policies. Nevertheless, 
there are some gaps in the literature about AI in the public policy-making process, AI 
governance, and AI regulations. 

To show and examine the pieces of literature relevant for proposing big questions 
of AI research, electronic academic databases in social sciences were searched for 
several focus keywords and concepts, such as “Artificial Intelligence,” “AI,” “public 
policy,” and “public administration,” “algorithmic government,” “AI governance,” “AI 
regulation,” “AI policy,” “AI principle.” Accordingly, the literature review presents 
academic research dealing with AI in the public sector, especially those focusing on “AI 
governance.” Overall, this article aims to contribute to the government’s AI research 
agenda by presenting some “big questions” for outlining a future research agenda on AI 
technology and application context.

Big Questions Approach in Public Administration Discipline
Public administration is a core component of humankind’s plans to develop a better 

future for humanity (Kirlin, 2001). The big questions address the macro perspective on 
the theory and practice of the public administration discipline (Zavattaro, 2018, p. 91). 
Therefore, big questions that connect organizational and institutional output answer 
contemporary research and practice issues (Callahan, 2001, p. 495). Defining moments in 
academic disciplines happen when their fundamental unanswered questions are specified 
(Brooks, 2002). The big questions approach is not classified in a particular hierarchy of 
priority or importance. The essential vision is to encourage discussion about the study of 
public administration. Therefore, the big questions are critical to advance the study field 
and reveal the primary debates in the public administration discipline (Cooper, 2004, p. 
396). Finding the big questions in a research area will lead to discussion in the research 
area; however, it also includes the risks of misidentification and error (Yildiz, 2013). 
Big questions in the public administration discussion not only involve and motivate 
practitioners and scholars but also have significance for many citizens (Kirlin, 2001). The 
big questions methodology is essential for framing the set of questions on the research 
agenda and for drawing strengths and limitations of current research (Callahan, 2001). 
Since the mid-1990s, public administration scholars have focused on identifying the 
big questions in public administration. All research community members do not need 
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to accept these questions and their alternative answers. However, they are critical to the 
advancement of the discipline (Yildiz,2013).

The big questions debate in the public administration literature began with Robert 
Behn’s famous article written in the Public Administration Review, entitled “The Big 
Questions of Public Management” (Behn, 1995). For Behn (1995), as public-management 
scholars strive to transform their profession into scientific research, they also need to 
focus on ‘big questions’ like physics science. Behn (1995) emphasized that any field of 
science is defined by the big questions it poses. Big questions draw attention to the fact 
that an area of research is not driven by data or method but by research questions. In 
this context, Behn (1995) outlined the three big research questions (micro-management, 
motivation, and measurement) with the opportunity to involve public administration as 
more beneficial to the public administration research area. Behn (1995) explained that 
the basis of the locus of big questions is to describe the role of public administration 
in shaping society historically, and its use to develop the community in the future. 
Behn’s questions, trying to ask how public administrators can handle each of the three 
big questions, place the public manager at the center point of the public administration 
(Kirlin, 1996, p. 417). Behn’s approach concentrated on fundamental managerial and 
organizational issues addressed within every governance framework (Mingus & Jing, 
2017). In addition, the three questions framed by Behn are essential in leading the debate 
on the ‘big question literature.’ Other public administration scholars who participated in 
the big question discussion followed Behn’s pathway and used Behn’s question patterns.

However, Behn’s questions have been criticized in the literature for being too narrow, 
instrumental, and focused primarily on the organizational level (Kirlin, 1996; Neuman, 
1996). Therefore, big questions literature in public administration can be directed in two 
approaches. One group of scholars (Neuman,1996; Kirlin, 2001; Callahan, 2001) deal 
with the broad discussions by addressing the big questions from a macro perspective 
on public administration. In contrast, other political science and public administration 
scholars focus on the micro perception of big questions, including specific subthemes 
in public administration, such as education (Denhardt, 2001), democracy (Kirlin, 1996), 
administrative ethics (Cooper, 2004), public value (Bozeman, 2009), performance 
management (Moynihan & Pandey, 2010), intergovernmental relations (Kincaid & 
Stenberg, 2011), and e-Government (Yildiz, 2013). After becoming a global pandemic, 
COVID-19 has also been added to the subthemes (O’Flynn, 2021). From a macro 
perspective, Neuman (1996) concentrated on what will be the central research questions 
that public administration must answer to reach a level of science. Neuman’s (1996) 
big questions approach emphasizes that the primary character, origins, and philosophy 
of the discipline of public administration should be related to these big questions. 
Based on this approach, Neuman’s big questions concentrate on big questions about 
the fundamental characteristic and origin of public administration. However, Kirlin 
(2001) mentioned that big questions should not focus on instrumental issues but on 
the implications and importance for the the larger society where public administration 
is incorporated. Additionally, Kirlin’s big questions focus on understanding the role of 
public administration in traditionally affecting social structure and awareness of its use 
for shaping society in the future. Callahan (2001) emphasized the necessity of framing 
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the big questions methodology based on the strengths of earlier studies. Examining and 
answering the big questions is a circular process in which further studies to address the 
original set of big questions lead to another series of questions. Therefore, the big questions 
approach has created different focal points or micro strategies in the public administration 
literature (Yildiz, 2013). In this context, the big questions are addressed from several 
micro-approach perspectives through time. It is more ‘popular’ to consider big questions 
from a micro perspective than a macro perspective. Public administration scholars cannot 
reach a consensus on big questions because it is challenging to build macro questions 
(French et al., 2005; O’Flynn, 2021). In addition, the big questions are US-oriented and 
affect the progress of the literature on the axis of micro questions. The micro approaches 
discussed in the big question literature are handled from various perspectives. Firstly, 
Kirlin’s (1996) article titled “The Big Question of Public Administration in a Democracy 
approach” is crucial to obtaining the discipline beyond the boundaries of the big question. 
Kirlin’s primary focus is on essential public administration issues from a democratic 
perspective. Denhardt (2001) developed big questions on the “theoretical and practical 
education dilemma” in the public administration discipline and criticized the generalizing 
perception of the big questions approach to the public administration discipline. McGuire 
and Agranoff (2001) focus on seven essential operational questions based on network 
management. Similarly, Brooks (2002) and Lohmann (2007) focused big questions on the 
non-profit organization aspects of public administration. 

Over the years, the literature on big questions has been evaluated with a narrower focus 
and new trends under the discipline of public administration. For example, Yildiz (2013) 
centered on a new reform area in the public administration literature and emphasized 
that e-government is a “dynamic field of study.” Since 2010, the big questions literature 
has produced examples of articles about public administration in China (Mingus & Jing, 
2017) and South Africa (Van der Waldt, 2012) beyond the US public administration 
discussions. 

The big questions approach has been interpreted differently since Behn’s framework. 
Likewise, it should be underlined that each scholar contributes significantly to the 
progress of the literature. Although the big questions approach has lost popularity in 
the early 2000s, it is still an excellent opportunity for public administration to answer 
wicked questions. The central emphasis from which big questions develop should be how 
public administration impacts people. The focus must be on highlighting the importance 
of public administration in traditionally affecting the organization and recognizing its 
value for shaping society (Kirlin, 2001, p. 140). Beyond the traditional effects of public 
administration, theory and practice play a leading role in the governance, regulation, 
and adaptation of emerging technologies to government. Indeed, public administration 
has significantly shaped AI-driven application adoption by the government or outlined 
national AI strategy priorities and motivations.

The fourth industrial revolution, characterized by technological innovations in multiple 
domains, such as biological, physical, and digital had incredible impacts on public 
administration. Since the first industrial revolution, each transformation has built on the 
previous, constructing opportunities with risks and dangers. New forms of automation 
and advanced robotic systems have radically transformed the means of production and 
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our society. AI experts and futurists believe that AI technologies will be one of the main 
drivers of the fourth industrial revolution and have the potential to transform not only the 
technology industry but also the way we live our lives. Dobbs et al. (2015) estimated that 
AI’s destructive effects could be seen 100 times faster, and the scale will be 300 times 
higher than the first industrial revolution. Nevertheless, it also raises many big questions 
about the field in the future. Neumann (1996) argued that the big questions of a field 
of research should consider the fundamental characteristics and origins of crucial point 
matters. Therefore, the big questions about AI in public administration are necessary 
to deal with fundamental debates such as the possible transformation of AI in a public 
organization, policy-making process, and governance models.

Thus, AI governance and regulations are big questions that are likely to be questioned 
in the future of public administration. Overall, based on a study of the AI and public 
administration academic literature, the following section lists questions about the use and 
application of AI in public administration, AI governance, and AI regulation. It should be 
noted that there is no ‘absolute truth’ or ‘one right answer’ for ‘big questions’ (Denhardt, 
2001, p. 531).

AI research Agenda in Public Administration
AI is transforming not only technological or engineering innovation but also the 

sociological, political, and administrative environment. Public administration plays a 
crucial role in developing and adopting AI (Misuraca & Van Noordt, 2020), which is 
already adapting to various areas of the public sector (Androutsopoulou et al., 2019; Ojo et 
al., 2019; Sun & Medaglia, 2019). Although this integration process differs from country 
to country, AI applications are becoming increasingly common in several government 
functions (Sousa et al., 2019; Uzun, 2020).

Early studies with the reflections of AI on public administration have considered AI 
technology as a new level of a computing system. Since the end of the 1980s, studies 
on AI and public administration have begun in the academic literature. The first studies 
in the literature were shaped around expert systems and a new level of computing 
systems. In this framework, Hadden (1989) pointed out that expert systems will improve 
decision-making and increase public administration productivity. Similarly, Shangraw 
(1987) argued that expert systems are an opportunity to operationalize the public policy-
making strategy. Duffy and Tucker (1995) examined the use of AI from a political science 
perspective and argued that traditions and meanings could be challenging in modelling 
AI for political problems. However, scholars emphasized that machine learning systems, 
election simulations, and expert systems can often be used in future policy modelling. 
Barth and Arnold (1999), having one of the first studies in the context of AI and public 
administration, addressed the implications of AI on the government and several dilemmas 
in the field, such as the use of “administrative discretion, responsiveness, judgment and 
accountability” innovations in governments. In both articles, attention was drawn to the 
need for trained experts on AI and computer systems in the public sector. 

In the last decade, AI has evolved in various forms, such as internet crowd intelligence, 
human-machine hybrid-augmented intelligence, and autonomous-intelligent systems.  
Therefore, after the 2010s, scholars studied AI as a “hot topic” in public administration 
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and public policies research agenda. Research on various subjects such as the adaptation 
of AI to public administration, the use of AI applications in public service provision, 
and the inclusion of AI tools in government-citizen interaction, risk, and concerns about 
the pace of the AI ecosystem rapidly and national AI policies have come to the agenda 
of the government. One group of scholars argued that AI would make predictions that 
can advance the performance of the public sector and provide assistance and improve 
government functions (Kankanhalli et al., 2019; Margetts & Dorobantu, 2019; Sousa et 
al., 2019; Wirtz & Müller, 2019) On the other hand, another group of scholars focused on 
specific AI applications are also on the research agenda such as chatbots (Androutsopoulou 
et al., 2019; Aoki, 2020)government agencies have also started adopting various Artificial 
Intelligence (AI, automated decision-making robotics, self-service technology (Chen et 
al., 2020) and machine learning systems (Ackermann et al., 2018; Anastasopoulos & 
Whitford, 2019). The main effort in adapting AI to the public sector is the existence of 
strategy documents. While determining the AI strategy of the countries, defining their 
priorities and focus is a vital element of AI strategies (Allen, 2019).  Chen et al. (2020) 
argued about integrating AI into the public sector in four stages: (a) relieving human 
resources, (b) assisting in supplying services, (c) enhancing the capacity of decision 
making, and (d) transforming public organizations.

AI research has received attention for its remarkable progress and increased policy 
interest in recent years (Wirtz & Müller, 2019). Two factors can be mentioned as the 
reason for the enhanced interest. First, ICT technology policies and public administration 
data studies have evolved into AI studies. Secondly, with the global COVID-19 health 
crisis, AI integration in the public sector has mushroomed. Governments began using 
AI opportunities and facilities to combat the outbreak and improve healthcare capacity 
(Önder & Uzun, 2021). While governments enhance their investments and technological 
infrastructure in AI, they neglect the black box of AI. Since “pacing problems” and 
“information-skill asymmetries” are rising in the technical scope of AI, there are legal 
and administrative regulations gaps. Discussions on AI regulation revolve around issues 
of authority and legitimacy of distinct types of bodies or groups for regulation. Within 
this framework, multiple regulatory debates emerge, such as licensing, codes, standards, 
regional incompatibility of national governments and transnational operators, and ethical 
and legal perceptions (e.g., Black & Murray, 2019; Reed, 2018; Petit, 2017). In addition, 
the establishment of a specific regulatory agency or ministry for AI is also discussed in 
the literature (Scherer, 2015).

Thus, the integration and use of AI in the public sector also raise some big questions. 
Examining the main questions based on the discussions on the research agenda is 
significant in finding the position of AI technologies. Exploring the central questions 
based on the discussions on the research agenda is essential for future debate and research 
agendas for the AI technology set. Neumann (1996) argued that the big questions are 
not fully answered because of the multifaceted nature of numerous research topics and 
paradigm shifts in the sciences. Thus, public administration scholars have different 
answers to big questions about AI. Based on this approach, the big questions based on the 
review of the AI literature in public administration are listed as follows:
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Question 1. How do AI-Driven Ecosystems Transform the Art of the Public  
Policymaking Process?

AI technology also has the potential to bring transformations in public policy analysis 
and the public policy cycle. Evidence-based policymaking, primarily data-driven public 
policymaking, will share an additional expansion with the combination of AI technology 
which can also obtain transformations in the public policy cycle. 

In recent years, “public policy and technology studies” have become even more 
critical at the intersection of public policy analyses and e-government studies. Analyzing 
public policy and the increasing use of ICT in raising and solving general problems are 
linked, and synergy has occurred between these two areas (Ferro et al., 2013; Misuraca 
& Viscusi, 2015; Yıldız, 2020). With expanded internet access and the widespread use 
of social media applications, a new era has started in public policymaking. This new era 
began being studied as “policymaking 2.0” (Ferro et al., 2013; Misuraca et al., 2014) in 
literature.

Public policy is a concept that appears in meeting citizens’ demands in the execution 
of services, ensuring public order, and improving all functions of services and order. Due 
to the dynamic nature of the public policy process, and the multiple varying connections 
and factors affecting it, scientists could not set clear and precise boundaries regarding the 
scope of the public policy process in the historical development of the field (Gordon et 
al., 1993). It can be argued that there is a desire to solve social problems and respond to 
people’s requests in the background of public policies. On the other hand, public policies 
vary significantly since social needs are related to different policy fields. Therefore, public 
policy deals with various areas such as defense, energy, environment, foreign affairs, 
education, welfare, security, highways, taxes, housing, social security, health, economic 
opportunities, and urban development (Dye, 1984). 

The criteria for effective and efficient governance with New Public Management’s 
(NPM) trends have fostered outcomes. These trends have provided the potential for an 
applicable social science which includes program evaluation, quality of implementation, 
and emerging methods to solve complex issues using new policy systems and techniques 
that serve the core concept of evidence-based policymaking (Head, 2008). Evidence-
based policy analysis stands for a contemporary and analytical approach to public 
policymaking. Governments can develop reforms and restructuring solutions in line with 
public policies with an evidence-based practice that initially motivates policymaking 
(Howlett, 2009). Evidence-based policymaking” techniques in policy processes increased 
thanks to the ICTs developed after the 1970s (Busch & Henriksen, 2018). 

In the 21st century, technological developments have affected and changed both the 
public policy data relationship and the policymaking process. Understanding evidence-
based public policy has turned into data-driven policymaking with the spread of the 
internet worldwide since the early 2000s. Big data has evolved into a tool that can be used 
effectively in policymaking processes. With the integration of machine learning, rational 
public policy decisions not limited to the human mind have been paved (Munne, 2016; 
Provost & Fawcett, 2013). In this process, the priority is to obtain data on the practices 
and operations carried out at the stages of public policy.
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People generate more than 2.5 million bytes of data daily (Margetts & Dorobantu, 
2019). Digital platforms allow customers and citizens to easily express and share their 
opinions while making it easier to proclaim their everyday demands and take part in 
management quickly. As a result of technological transformation, decision-making and 
policymaking processes in traditional centralized power and management structures 
change from top to bottom. Furthermore, participatory mechanisms are formed (Linkov 
et al., 2018; Sousa et al., 2019a). Public officials and policymakers should analyze and 
respond to their citizens’ demands with exact speed and detail (Thierer et al., 2017). 
Otherwise, the problems cannot be solved quickly, and crises arise. Indeed, the public 
sector and governments concentrate their abilities and capabilities to analyze and respond 
to requests transmitted in large volumes of data sets. The multiplication and processing 
of data sets necessitate a developing governance mechanism and setting up a data-driven 
decision-making system (Provost & Fawcett, 2013). Similarly, using big data in the public 
policy cycle has several benefits. Pencheva et al. (2018) mentioned that big data enhances 
policy analysis, offers better decision-making, and boosts productivity.

Various approaches have been put forward toward policymaking 2.0. Misuraca et 
al. (2014, p.173) emphasized this phenomenon as “policymaking 2.0” by identifying it 
as a collection of policymaking technology methods and technical solutions. This term 
shows the interaction between various technologies and ICT-based modeling used to 
achieve the participatory, evidence-based government and the associated organizational 
and social structures. The understanding of policymaking 2.0 has been developed around 
social media and the feedback from citizens (Ferro et al., 2013). AI can improve various 
aspects of administration, including operations, citizen engagement, delivery of services, 
decision-making, implementation, and evaluation of public policy AI-based policymaking 
involves (Sun & Medaglia, 2019b; Valle-Cruz et al., 2020): obtaining various kinds and 
volumes of data, improving the frequency of feedback and participation mechanism, and 
enhancing the ability to reflect publicly informed policy knowledge.

This framework may need change and innovation in the traditional policy cycle in 
figure 1. Janssen and Helbig (2018) illustrated the traditional public policy cycle shift 
with ICT and AI technology. The new public policy cycle includes new levels such as 
conceptualism, data collection, and experimenting.

 

Figure 1. New modelling of public policy definition source.
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Similarly, Valle-Cruz et al. (2020) have proposed a new approach to the public policy 
cycle called the “Dynamic Public Policy Cycle (DPPC).” This approach refers to ongoing 
changes at different stages of the AI-based policymaking process. The methodology 
of the public policy cycle covers multiple phases when AI applications may change 
the operations of government organizations. The use of AI in the public policy cycle 
encompasses interrelated phases of agenda-setting, policy formulation and decision-
making, policy implementation, and policy assessment (Pencheva et al., 2018; Valle-Cruz 
et al., 2019). 

The active use of AI in the public policy cycle can supply a suitable opportunity to 
understand the complexity of public decision-making processes and the actors involved. 
Furthermore, AI can exert a data-driven empirical impact on the public policy cycle 
(Thierer et al., 2017). In addition, using AI can drive e-government instruments to be 
more practical and functional. 

 Data-driven policymaking contributes to citizen participation in decision-making 
processes while increasing public values. The motivation based on new opportunities 
presented by AI in the public sector stems from the data-oriented nature of AI, which 
supports the policymaking process. Today’s governments have big datasets of their 
citizens thanks to their e-government systems. Integrating AI into the public policy process 
will promote an “automatic” and “dynamic” approach and the potential to adapt “policy-
making 3.0”. However, integrating AI into the public policy process is linked to multiple 
issues, such as safety, mass surveillance, and privacy. Therefore, before integrating AI 
into the policymaking process, the government considers the AI governance and AI 
regulation context.

Question 2. How should AI Governance and Regulations be Formed?
Technology and digital governance concepts have been discussed in literature since 

the 1990s (Zimmerman, 1995). Technology governance is a dynamic area of research that 
focuses on science and technology studies, policymaking, innovation studies, economics, 
and political science principles and ideas. Recognition of the mutual shaping and co-
creation of technology and society is one of the main aspects of technology governance 
(Ulnicane et al., 2020).

The understanding of digital governance defines citizens’ direct access to information 
and services through technological means. According to the understanding of Digital 
Era Governance, it prioritizes considering citizens as partners in government affairs 
rather than serving them as customers (Dunleavy et al., 2006). Furthermore, digital 
governance is a “network governance” that enables inter-network communication. With 
a horizontal coordination structure, digital governance encourages all interested parties 
to participate in public administration within network-type organizations and uses local 
information networks (Linkov et al., 2018; Ojo et al., 2019). Floridi (2018) described 
digital governance as “establishing and implementing policies, procedures, and standards 
for the proper development, use, and management of the infosphere.”

AI governance comes to the fore as a multi-disciplinary discussion, including science 
and technology studies, public policy, computer engineering, philosophy, security studies, 
sociology, law, and international relations. However, AI technology has also expanded 
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the meaning of the governance concept. Debate continues about the best strategies for 
the governance of AI. Therefore, AI governance refers to the actions of governments 
and transnational/global governance, including norms and regulations from AI tech 
companies, investors, NGOs, and other relevant actors (Bostrom et al., 2019). In early 
studies, AI governance research focused on national and subnational aspects. However, 
recent research focuses on AI governance from a global level perspective.

Dwivedi et al. (2019) emphasized that AI governance means providing the “right 
value” to AI systems. Similarly, Dafoe (2018) discussed that AI governance is often 
paired with “AI safety,” and both focus on helping humanity to develop “a beneficial 
AI.” However, AI governance focuses on institutions and contexts in “how AI is built and 
used.” Butcher & Beridze (2019) argued that AI governance can be defined as a “range of 
instruments, solutions, and levers that influence the development and applications of AI.” 
AI governance is also defined as “tackling the challenges and risk posed by AI” (Wirtz 
et al., 2020). On the other hand, some scholars express the concept of AI governance 
as AI regulation (Almeida et al., 2020; Gasser & Almeida, 2017; Thierer et al., 2017; 
Wang & Siau, 2018). For example, Gasser and Almeida (2017, p. 59) pointed out, “When 
considering future governance models for AI, it might be helpful and necessary to move 
beyond such lists and consider some of the larger structural challenges associated with the 
‘regulation’ of AI-based technologies.” 

AI governance includes long-term processes and focuses on goals rather than rules. 
Indeed, Almeida et al. (2020) also remarked that showing regulations, standards, and 
soft law principles are essential for AI governance. To be prepared for AI governance, 
standards, regulations, and solutions require a multi-dimensional analysis. In addition, 
global collaborations and interdisciplinary discussions are also a part of AI governance 
(Cihon, 2019).  

AI governance has been studied in various layers and dimensions in the research 
agenda. These layers deal with the multiple dimensions of governance separately. 
Gasser & Almeida (2017) discussed AI governance’s heterogeneity, complexity, and 
degree of technological autonomy. According to Gasser and Almeida’s model (2017), 
implementing governance structures for AI and algorithmic decision-making systems 
can occur in multiple layers and include mixed approaches. In this context, “social and 
legal,” “ethics,” and “technical structure” is proposed as a three-layered model (Gasser 
& Almeida, 2017, p. 4). Dafoe (2018) specified the AI governance framework with 
three different research layers: “the technical landscape,” “AI politics,” and “AI ideal 
governance.” Similarly, Perry & Uuk (2019) considered the policymaking process as a 
layer of AI governance and emphasized the significance of “AI risk policies.” In this 
context, “reducing AI risks” is also within the theme of AI governance. Furthermore, 
Wirtz et al. (2020, p. 6) examined AI governance from a five-layer perspective. These 
layers are the “AI technology, services, and applications layer,” “AI challenges layer,” 
“AI regulation process layer,” “AI policy layer,” and “collaborative AI governance layer.” 

Regulatory AI governance is often discussed in the literature around AI governance 
(Almeida et al., 2020; Buiten, 2019; Smuha, 2019; Yeung, 2020). However, there is 
no consensus on how AI regulation should be or what is the right regulatory policy, 
instrument, or tools for AI. Clarke (2019) emphasizes that co-regulatory perception is the 
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most proper approach to the regulatory problem related to AI. Furthermore, studies are 
highlighting the discussion of AI regulations on a global scale with “transnational legal 
ordering” or an “international AI regulatory agency” (Erdelyi & Goldsmith, 2018). On 
the other hand, there is a repeated emphasis on “accountability,” “ethical framework,” 
and “human rights perspective” in the leading studies on AI regulations (Winfield & 
Jirotka, 2018; Future Life Institution, 2019; IEEE, 2019). 

Several organizations have already developed declarations of the principles or values 
that should drive the development and implementation of AI in government (Floridi et 
al., 2018). For example, the EU, UK, and US governments made breakthroughs in AI 
regulations. 

AI governance has shared common themes with digital and technology governance. 
However, AI governance leads to more complex discussions. Hence, it is necessary to 
deal with more than one dimension of AI governance, which is a concept discussed on a 
national scale and comes to the fore on an international scale. Thus, it is not possible to 
make a single definition of AI nor a single definition of AI governance. Kuziemski and 
Misuraca (2020) emphasized that “AI governance is a multi-level game characterized 
by the systemic resistance to steering, due to the sheer volume of actors, the velocity 
of change, and the perceived inevitability of the very technology at stake.”  Overall, 
AI governance and regulations are necessary to develop the AI ecosystem and prevent 
technology’s potential harms and risks. Therefore, AI governance will be one of the 
priority areas on the agenda of policymakers soon because of the government’s current 
governance effort regarding AI, the principles, standards, and regulatory frameworks 
vital for future generations.

Questions 3. What are the Potential Opportunities and Threats of AI in the Public 
Sector?

AI research reveals many findings of the dark side of AI beyond futuristic fiction 
(Feijóo et al., 2020; Wirtz et al., 2020). While governments improve their investments 
and technological infrastructure in AI, they neglect the black box of AI. It is too late 
for us to put AI and ML back into a box (Black & Murray, 2019). AI has massive 
potential, including education, physical infrastructure, logistics, telecommunications, 
data monitoring, compliance, financial, sanitary, R&D policies, and lawmaking (Sharma 
et al., 2020; Sousa et al., 2019b; Valle-Cruz et al., 2019). In addition, AI has promoted 
productivity in public sector organizations. Automation capabilities assist government 
agencies in simplifying complex tasks, eliminating redundancies, and improving 
productivity for increased output. This quality of AI can unlock a range of advantages, 
such as supply chain management, better decision-making, and waste reduction, resulting 
in a substantial improvement in total production and economic activity. Mehr (2017) 
divided AI case studies on citizen services into five categories: “answering questions, 
filling out and searching information, routing requests, translation, and paper drafting.” 
These cases primarily focus on governments’ digital information, such as big data sets 
about citizens, chatbots, and data analytics. With the increased availability of massive 
datasets and computation power in recent decades, new AI approaches based on data rather 
than algorithms have been developed (Sousa et al., 2019a). Table 1 below summarizes the 
use of AI in the public sector and the various dimensions of AI policies in the literature.
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Smart cities have seen a tremendous increase in data produced, including real-time 
and Big Data, with the increased use of digital technology, sensors, and the Internet of 
Things (IoT).  In smart cities, many data such as water, energy consumption, natural 
disasters, weather and climate, real estate, transportation, and public transportation are 
essential forms of smart city applications (Perc et al., 2019). Smart cities provide a more 
effective and efficient use of urban resources, urban planning, urban infrastructure, and 
traffic (Chang et al., 2019). Furthermore, smart city applications also have substantial 
advantages in the effective and efficient use of public resources (Janssen & Kuk, 2016). 

However, it is frequently discussed in the literature that if AI technology continues to 
develop at this growth rate, it will cause significant problems in “income distribution” 
and “unemployment” (Frey & Osborne, 2017). Although governments have initiated AI 
applications and strategies initiatives, AI still poses several threats, especially to the public 
sector. While some research has been carried out on AI threats in the public sector, there has 
been little empirical and systematic research on the AI-driven ecosystem’s negative impact 
on public administration (Agarwal, 2018; Sun & Medaglia, 2019a;). According to Wirtz 
et al. (2018), these threats are “threats to be caused by AI applications,” “uncertainties in 
AI laws and regulations,” “threats related to AI ethics,” and “social problems.” Similarly, 
Agarwal (2018) argued that AI could cause threats related to employment (job losses), 
revenue shortfall, privacy, and safety. AI undoubtedly has an impact on the workforce 
(Brynjolfsson & Mitchell, 2014; Makridakis, 2017; McClure, 2018). The AI revolution 
will bring about noteworthy shifts in the workplace and the business ecosystem in the 
next decade (Makridakis, 2017; Su, 2018). Hawksworth & Berriman’s (2018) report 
estimated that AI technologies can contribute up to 14% to the global GDP by 2030, 
equivalent to about 15 trillion dollars in today’s values (Hawksworth & Berriman, 
2018). However, in the Future of Jobs 2020 Report, the World Economic Forum (2020) 
estimates that AI will create 97 million new jobs, and 85 million jobs will be displaced 
by 2025.  Economic scholars have discussed how governments will find solutions to 
technological unemployment since the beginning of the 20th century (Keynes, 1930). 
Universal Basic Income (UBI) is key to preventing an AI-based job apocalypse, which 
controls the adverse effects of welfare and unemployment crises caused by automation 
and robots. (Furman & Robert, 2018; Goolsbee, 2018).

AI-powered biometrics is one of many data analysis technologies under the overarching 
umbrella of AI. Despite AI-powered biometrics verification and identification benefits, 
the government’s use of biometric technology without citizens’ consent triggers civil 
rights and privacy concerns as “algorithmic bias” or “mass surveillance.” China has 
already adopted the Social Credit System’s AI-powered system, which judges and ranks 
citizens’ behavior and trustworthiness (Dai, 2018).

AI is conveying a consequential development in the public sector with its opportunities 
and threats. Nevertheless, research on the public administration agenda still contains 
hypothetical assumptions about the future of AI improvement. However, more 
experimental and application-oriented studies are needed to recognize the opportunities 
and threats of AI.
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Table 1
AI Using in Public Services
AI Policy Areas AI Mechanism Objective References

Digital channels 
of communication 
between citizens 
and government

Chatbots
Biometric Analytics

Text Mining

· Improvement of communica-
tion between government and 

citizens.
· Answering questions

· Enhancement of citizen 
knowledge.

(Androutsopoulou et al., 
2019; Capgemini Consulting, 

2017; Mehr, 2017)

Predictive 
analytics and data 
visualization

Deep Learning
Computer Vision

· Control and performance 
monitoring in public areas.

· Determine risk or emergency 
issues.

(Engin & Treleaven, 2019; 
Jiang et al., 2020; Maciejew-
ski, 2017; Steuer, 2018; Wirtz 

& Weyerer, 2019)

Enhancing 
decision-makers’ 
capabilities

Artificial Neural 
Network (ANN)
Deep Learning

· AI improves the quality of 
decisions by enabling govern-

ments to make fast and accurate 
decisions.

· Data using AI to reach quick 
and reliable decisions.

(Allam & Dhunny, 2019; Ojo 
et al., 2019)

Improving service 
delivery

Cognitive Robot-
ics Autonomous 

systems

· AI in government systems 
and internal functions have the 
capacity to boost policy deci-

sions and provision of services 
to citizens. 

(Chen et al., 2020; Van 
Noordt, 2020; Veale & Brass, 

2019)

Health & Safety Machine Learning
· Understand and help prevent 

workplace injuries and illnesses.
· Early diagnostics system

(Barth & Arnold, 1999; Berk 
et al., 2016; Kankanhalli et 

al., 2019; Uzun,2020)

Conclusion
Technological progress has been the cornerstone of humanity since ancient times. AI 

has the potential to transform the economy, science, and security at a scale comparable 
to the industrial or agricultural revolutions. AI experts and futurists emphasize that 
AI will bring about a remarkable economic, social, and even political transformation. 
However, this transformation also generates some risks and opportunities. With the AI 
revolution, various big questions emerge: “Could AI help solve complicated, even wicked 
global problems, such as global warming, poverty, and cancer?” or “Could AI lead to 
the end of humankind?”. These questions are varied for each discipline and contain 
many uncertainties. Nevertheless, AI has transformed the future and posed various 
social, economic, and political threats. With the rapid progress of AI, the “technological 
singularity,” “transhumanism,” and “humanity 2.0” approaches have started to be 
discussed frequently in the literature.

The lack of consensus on the essential issues of public administration is why 
paradigmatic progress in the discipline has been halted in our domain. The field of public 
administration needs to clearly define some of the “big questions” and then begin to answer 
them (French, 2009). The big questions approach emerged with this motivation as a great 
debate in the public administration community in the 1990s. Behn (1995) emphasized 
that if public administration is accepted as a discipline, it must consider its big questions. 
Neumann (1995) argued that big questions must address the fundamental nature of a field. 
The big questions have been handled from the micro and macro perspective on the axis 
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of public administration. While the first scholars gave direction to big questions focused 
on macro questions, in the following years, researchers focused on big questions in micro 
fields (democracy, e-Government, education, public values) in public administration. 
Indeed, big questions effectively build a research community and set a research agenda. 
In this context, one of the most prominent issues on the agenda of future governments 
is undoubtedly AI which, by its nature, contains many questions. This article presents 
underlying questions that many public administration researchers try to answer, as shown 
above. The big questions determined by examining the AI literature are as follows:

1. How do AI-driven technologies transform the public policy-making process?
2. How should AI governance and regulations be formed?
3. What are the opportunities and threats of AI in the public sector?
These questions are the focus in the literature on emerging technology that can become 

more complex and diversified over time in parallel with AI development. Nevertheless, 
AI research in the public administration literature, which is still in its infancy, will 
concentrate on more specific and application-oriented questions over the next decade. 
The questions addressed in this article are around the dimensions of AI adoption, AI-
driven policymaking, and AI governance aspects. The dynamic use of AI in the public 
policy cycle contributes to decision-making processes. The “Public Policy Making 
2.0” approach, which is emphasized as creating public policymaking integrated with 
ICT, evolved into the “Public Policy Making 3.0” approach that uses machine learning 
in the public policymaking process. AI governance provides solutions and instruments 
for governments to promote AI advancement and regulation. Indeed, AI governance is 
conscious of designing, developing, and making beneficial use of AI, including a legal 
framework, regulations, reasonable, transparent, explainable, human-centered principles, 
and ethical standards, which determine the boundaries or limits of AI. 

The “age of artificial intelligence” has just begun, but it already contained numerous 
unknowns and concerns. AI has the potential to transform the economy, science, and 
security at a scale comparable to the industrial or agricultural revolutions. There are likely 
to be enormous benefits for society, but there are also likely to be catastrophic safety, 
and privacy risks as Hawking argued that “AI will be ‘either the best or worst thing’ 
for humanity” (Hern, 2016). AI could be the most vital breakthrough in human history 
because this discovery can take man beyond the galaxies and destroy humankind. The 
policymaker and public administrator must be aware of AI risks and promote an AI-
driven governance and reform movement. Coping with the challenges and risks posed 
by AI necessitates a trans-disciplinary and multi-dimensional strategy. This article 
shows that the public administration discipline is also essential in the discussions on 
the AI revolution and progress. This research highlights that AI research is a growing 
interdisciplinary research domain that includes not only computer and engineering 
science but also political science, public administration, legal and ethical studies which 
are essential for the performance of a supervisory role in regulating and governing AI. 
Further research is required to explore specific application-oriented AI research, such 
as deep neural networks, autonomous vehicles, deep fakes, or chatbots. There are many 
unanswered questions about AI on the public administration agenda; however, the key to 
adapting and surviving in the AI age remains in asking questions.
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