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ABSTRACT 
During emergency remote teaching (ERT) process, factors affecting the achievement of students have 
changed. The purposes of this study are to determine the variables that affect the classification of students 
according to their course achievements in ERT during the pandemic process and to examine the classification 
performance of machine learning techniques. For these purposes, the logs from the learning management 
system were used. In the study, analyzes were carried out with various machine learning techniques and their 
performances were compared. As a result of the study, it was observed that Fisher’s Linear Discriminant 
Analysis was the best technique in classification according to F measure performance criteria. As another 
result, the most effective variable, in classifying students, is the average number of days logged into the 
system per month and week. It has been observed that total activity duration (min), total number of weeks 
and total number of page views during the semester are less influential factors. Accordingly, it could be 
suggested to check the monthly and weekly follow-up of the lectures instead of the total follow-ups per 
semester. In addition, students’ interaction patterns can be monitored with course tracking systems.

Keywords:	 Emergency remote teaching, linear discriminant analysis, machine learning, measurement and 
assessment, pandemic process, COVID-19.

INTRODUCTION
Covid-19 pandemic process caused to troubles at higher education institutions from various aspects as 
in numerous fields of life owing to restrictions. Face-to-face education systems were laid over and 
emergency remote teaching (ERT) activities were conducted at Turkiye along with other all countries. At 
this unpredictable process, with the intent of being able to continue learning activities, not disrupting 
instruction programs, typical face-to-face education elements like contents, teaching approaches, strategies 
and methods were presented to students via online platforms. Whereas distance education is required to 
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different instructional design processes from face-to-face teaching. Because of instructor could not reach 
these design opportunities in current conditions, conducted activities were named as ERT (Hodges, Moore, 
Lockee, Trust and Bond, 2020).
Although National Ministry of Education in Turkiye have decided different strategies primary, secondary 
and high school stages occasionally, all universities have chosen ERT for theoretical courses even some 
of them made it for applied courses as well. Universities planned these processes with their own means 
and opportunities. Some of ways of ERT at universities are learning management systems (LMSs), video 
conferencing tools, Google tools, Web 2.0 tools. Even though each ERT ways of universities differ from 
others, at essential points of them have similarities such as accessing course materials, course presentations, 
participation to synchronous courses, online exams. These similarities give an opportunity to comparisons 
of activities and common assessments. There are several studies on literature which students and instructors’ 
views on ERT activities, suggestions on the frame of course and field, achievement comparisons (Aboyinga 
and Nyaaba, 2020; Piilikangas and Lindfors, 2021; Yazawa; 2021). These studies are result-oriented and 
depend on self-reported data by a majority. In spite of several scientific findings are able to ascertained on 
the basis of self-reported data, these data are limited for predictions, creating generalizable findings (Brutus, 
Aguinis and Wassmer, 2013; Lauritsen, 1999). 
Data about student-system interactions are recorded on LMSs and Web 2.0 tools. These data can be 
exemplified as participation frequency to discussions, the days which students logged into course page, how 
much time s/he passed time etc. The findings, revealed by worked of system logs which is one of the most 
important data sources for comprehensive analysis and synthesis and are able to give lots of information about 
process, are become popular and widespread on literature. These data, seen as independent and relevant of 
each other, is named as big data and give opportunities for revealing important findings via patterns which 
were gained from analysis. 
The patterns, created by analyzing gathered complex data, are named as learning analytics. Learning analytics 
consist of three processes as preoperational process, post operation analysis and actions (Bahceci, 2015). 
Accordingly, learning analytics cover whole processes of gathering analyzing data, giving feedbacks to 
respective people, using these for development and updating. Briefly, learning analytics is an ever-developing 
field, which uses students online activities for rising learning and achievement (Saqr, Fors and Tedre, 2017). 
It was highlighted that students interactions can be monitored and made provisions against probability od 
failure (Karaoglan-Yilmaz, 2020). In this sense, learning analytics give opportunities for following student 
activities, examining instructional contexts and gaining important feedbacks.
When reviewing literature, both studies on describing learning analytics (Dietz-Uhler and Hurn, 2013; Elias, 
2011) and predicting student achievement by using these analytics (Aydin and Ozkul, 2015; Fernandez-
Delgado, Mucientes, Vazquez-Barreiros and Lama, 2014; Saqr, et al., 2017) were observed. The studies 
on educational data mining, published at between 2006 and 2016 were examined and it was reported by 
Tekin and Oztekin (2018) that most of them focused on academic achievement and conducted by literature 
review. Besides this, it was seen that there are studies, investigated effects of online learning environments on 
the basis of a course (Bulca and Demirhan, 2020). Moreover, it can be observed in an obvious way, learning 
analytics studies can be conducted on the basis of a course or on national level (Dietz-Uhler and Hurn, 
2013). 
When creating learning analytics, several data mining techniques were set on. These can be exemplified as 
text mining, social media analytics, machine learning techniques. Also, it was known that a transition process 
to semantic systems in education and pandemic conditions were speeded up (Devedzic, 2004). In general, 
it can be said that operations and progressions are realized via patterns, which specified by instructors, 
individualized learning environments at these days and future. In other words, instructors assign to students 
preconditions and context modules in a nonlinear progression. For example, the students, finished module 
A, can continue with modules B or C, the students, finished modules A and B, can access to module D 
or E, module F can be accessed without finishing module D. These descriptions and specifications are 
identified by instructors. But this access is identified via general algorithm specifications, student’s content 
achievement and interactions in semantic learning environments (Ohler, 2008). At this point, algorithms can 
be created in the frame of patterns, gathered by machine learning techniques, and system achievement can 
be raised. These algorithms are set on patterns, gathered by analyzing big data consist of human-computer 
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interactions, for developing systems, can think nearly human intelligence (El Naqa and Murphy, 2015). 
By this way, guardiancies are provided based on interaction data and content achievement, individualized 
effective learning environments are designed (Kivinen, Warmuth and Hassibi, 2006). 
Machine learning is a computer science field, aim to ensure computer “learning” without direct programming 
(Samuel, 1959). It has developed from 1950s, based on artificial intelligence and deep learning initiative, 
till today and especially is formed within the frame of implemented targets particularly prediction and 
optimization (Bi, Goodman, Kaminsky and Leesler, 2019; van Ginneken, 2017). Computer learning in 
machine learning is developed via interactions and experiences within the context of a task (Mitchell, 
1997:15). These interactions and experiences are based on data in implementation. Above mentioned data 
are named as big data and can be gathered from learning tools such as LMSs, video context, screens, social 
media platforms, interactive videos. Patterns are tried to create by analyzing big data via machine learning 
techniques. For this reason, there is no certain differentiations between machine learning and algorithmic 
statistic techniques such as least absolute shrinkage and selection operator (LASSO), stepwise regression 
(Bi, et al., 2019). It can be said in conclusion that machine learning is successful algorithms and patterns by 
analyzing big data, gathered from logs, via various statistical techniques. 
The success of machine learning technique is important for creating patterns. The machine learning 
techniques can be exemplified as logistic regression, decision trees and Naive Bayes classifiers etc. in a general 
point of view (Mackenzie, 2015). These techniques have advantages and disadvantages from the point of 
findings. Besides each has different preconditions, they create predictions by using different formulizations. 
For these reasons, experimenting these techniques on the same data and comparing them by this way are 
important for reaching valid and reliable findings, would be used when designing instructional systems 
and context. The current study has one another originality about comparing different machine learning 
techniques on the data, gathered from students, had no alternatives apart from ERT. 

Importance of the Study
In literature, there are studies implementations on distance education and ERT by using analytic sources 
besides face-to-face teaching (Karaoglan-Yilmaz, 2020; Saqr et al., 2017). Data of this study consist of 
students-system interaction logs, who are at university and take courses via ERT. From the point of this view, 
it can be said that analyzed data have a holistic characteristic contextually. On the other hand, this study has 
an originality in terms of that the most appropriate technique was chosen by conducting frequently used 
machine learning techniques along and thuswise incorrect and subjective findings could be eliminated. It 
was seen that the other studies, used these techniques, had an approach in a similar way (e.g., Kotsiantis, 
Pierrakeas and Pintelas, 2003; Osmanbegovic and Suljic, 2012; Romero, Espejo, Zafra, Romero and 
Ventura,2013). Moreover, within the context of measurement and evaluation course, students’ the time 
(min) passed into LMS and number of logging to LMS were investigated on the basis of semester, mount, 
week and day. It was thought that investigation of these variables would be contribute to examining student 
achievement, controlling and updating compulsory ERT activities. 

Purpose of the Study
According to previous explanations, the aim of this study was examining which variables could affect 
students’ achievement during teaching activities by ERT. With this aim, the logs, which were gained from 
LMSs, used for measurement and evaluation course presented by ERT, were analyzed. The instructor shared 
with students 14 course content presentation videos, 606 minutes in total, at 14 week-period time at whole 
semester. Each of instructional contents’ average duration was approximately 43 minutes, they were presented 
to students weekly. At the semester, two synchronous online courses that students must attend them and one 
synchronous online course for reviewing theoretical content and solving sample problems were performed. 
Besides these, the electronic document of relevant course content in pdf format was sent to students at each 
week. At the same time, each week, discussions page was created and students were encouraged to participate 
them. To achieve this aim, machine learning techniques were used and tried to answer the research questions 
listed below: 
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According to students’ average number of page views (daily, weekly, monthly, and in total) in the learning 
management system, average number of days (weekly and monthly) and total number of weeks logged into 
the system, and total time (min) spent in the system;

1.	 Which machine learning technique has the highest performance in classifying students as “passed” 
and “failed”?

2.	 What are the classification results of the machine learning technique with the highest classification 
performance?

3.	 What is the importance level of all these variables in classification?

METHOD
In this study, students’ average number of page views (daily, weekly, monthly, and in total) in the learning 
management system, average number of days (weekly and monthly) and total number of weeks logged into 
the system, total time (min) spent in the system were described, and hence it is a descriptive survey research. 
In such studies, it is aimed to describe the existing characteristics of students (Karasar, 2014). In addition, 
it is also a correlational research since it examines the relationship between the success-failure of students 
and their interactions in the learning management system. In correlational studies, it is aimed to explore the 
relationships between the variables (Buyukozturk, Kilic-Cakmak, Akgun, Karadeniz and Demirel, 2013).

Participants 
The participants of this study are 284 students studying at the education faculty of a state university in Turkiye. 
The participants were selected according to purposeful sampling method. This sampling method allows in-
depth examination of the cases that provide satisfying information about research problem (Buyukozturk et 
al., 2013). The distribution of the participants according to their departments and gender is given in Table 1.

Table 1. Number of students by department and gender

Department/Gender
Female Male Total

f % f % f %

Guidance and Psychological Counseling 56 62,2 34 37,8 90 31,7

Social Sciences 42 79,2 11 20,8 53 18,7

Science Teaching 17 85,0 3 15,0 20 7,0

Early Childhood 33 80,5 8 19,5 41 14,4

Religion and Culture 54 67,5 26 32,5 80 28,2

Total 202 71,1 82 28,9 284 100,0

As seen in Table 1, 202 (71.1%) of the participants were female and 82 (28.9%) were male. 90 (31.7%) 
of the participants attending to Guidance and Psychological Counseling Program, 53 (18.7%) to Social 
Sciences Education, 20 (7.0%) to Science Education, 41 (14.4%) to Early Childhood Education, and 80 
(28.2%) to Religion and Culture Education programs.

Data Collection and Analysis
Within the scope of the study, system log reports of the measurement and evaluation course in the faculty 
of education given in the form of ERT throughout the semester were examined. This course is given at all 
departments of education faculties and related departments of other faculties having pedagogical formation 
education. In order to obtain the data to be used in the present study, students’ average number of page views 
(daily, weekly, monthly, and in total) in the learning management system, average number of days (weekly 
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and monthly) and total number of weeks logged into the system, total time (min) spent in the system were 
evaluated. Descriptive statistics regarding these variables are presented in Table 4. Accordingly, the average 
number of page views was calculated as follows:

The average number of days logged into the system was calculated as follows:

In this study, machine learning techniques were used in order to examine how effective fail-pass decisions of 
the students are predicted by using the students’ log reports (interaction activities) in a learning management 
system. In order to prevent erroneous and biased results, many techniques are used together and the most 
appropriate one is chosen in machine learning applications (e.g. Kotsiantis, et al., 2003; Osmanbegovic and 
Suljic, 2012; Romero, et al., 2013). Accordingly, the performance of a wide variety of well-known techniques 
is often tested and compared. Therefore, in this study, out of the 34 analysis techniques, it was aimed to 
select the technique with the highest classification performance. In Table 2, it is given that these techniques 
are Bayes (Naïve Bayes Simple, Naïve Bayes, BayesNet, and Bayesian Logistic Regression), discriminant 
analysis (FLDA, QDA, and LDA), logistic regression (Kernel, Logistic, and Simple), neural networks (RBF 
Network, RBF Classifier, MLP Classifier, WiSARD, and Multilayer Perceptron), decision trees (J48, J48 
Consolidated, NB Tree, Random Tree, Decision Stump, Random Forest, Extra Tree, FT, REP Tree, BF Tree, 
LMT, and Simple CART) and instance-based [nearest neighborhood] (KStar, IBk, and RseslibKnn), and 
rule-based (Decision Table, PART, DTNB, and OneR). Detailed information on the working principles of 
these techniques is included in the related packages of WEKA (Hall et al., 2009) software. 

Table 2. Machine learning techniques used

Functions Bayes Trees Lazy Rules

FLDA Naïve Bayes Simple J48 KStar Decision Table

QDA Naïve Bayes J48 Consolidated IBk PART

RBF Network BayesNet NB Tree RseslibKnn DTNB

Kernel Logistic Regression Bayesian Logistic Regression Random Tree OneR

Logistic Decision Stump

LDA Random Forest

RBF Classifier Extra Tree

MLP Classifier FT

WiSARD REP Tree

Multilayer Perceptron BF Tree

Simple Logistic LMT

Simple CART

Note: FLDA: Fisher’s Linear Discriminant Analysis, QDA: Quadratic Discriminant Analysis, RBF: Radial Basis 
Functions, LDA: Linear Discriminant Analysis, MLP: Multilayer Perceptron, NB: Naïve Bayes, FT: Functional 
Trees, RP: Reduced-Error Pruning, BF: Best-First, LMT: Logistic Model Trees, CART: Classification and Regression 
Trees, PART: Partial Decision Trees, DTNB: Naive Bayes and Decision Tables, KNN: K-Nearest Neighborhood
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As the dependent variable of the study, the students’ end-of-term grade point averages from the assessment 
and evaluation course were used. These grades were calculated by summing 20% of the first and second 
midterm exam grades and 60% of the final exam grades. In order to pass a course at the state university 
where this study was conducted, the end-of-year passing grade must be at least 60 points. Therefore, the cut-
off score was taken as 60, and those whose end-of-term average was 60 and above were coded as “passed”, 
and those below 60 were coded as “failed”. In order to facilitate the analysis and increase the optimization 
of some techniques, all numerical variables were standardized as 0 in mean and 1 in variance before analysis. 
The whole steps that followed in the current study are given in Figure 1.

Figure 1. The Workflow of the Study

In evaluating the performance of machine learning techniques, threshold metrics (Accuracy, error rate, 
sensitivity, specificity, precision, recall, F measure, Kappa fit) and ranking metrics (Receiver operating 
characteristic [ROC] curve and precision-recall curve [PRC]) are mostly used. In determining which of 
these metrics to use, it is checked whether the number of observations in the dependent variable is balanced 
or not. In this study, there is an imbalanced dependent (class) variable (npassed = 215, n failed = 69). F measure is 
used as a model evaluation criterion in imbalanced distributions (Han, Pei and Kamber, 2011). In addition, 
since precision and recall values have equal importance for measurement and assessment course examined in 
the present study, F measure which was evaluated from equal weighting of these two measures will be one of 
the most appropriate evaluation metrics. Therefore, in this study, F values of the models were used as model 
evaluation criteria, and they were compared statistically with the dependent sample t test. In addition, the 
area under the ROC curve and accuracy values were also reported.
The techniques used to test the performance of models in machine learning are holdout, cross-validation 
and bootstrap methods. The holdout method, which is traditionally used in machine learning, is based on 
dividing the data into two parts, one part as train (usually 2/3 of data) and one part as test data (usually 1/3 
of data) for analysis. Bootstrap method allows to obtain large samples by resampling from the existing data 
set. On the other hand, cross-validation allows the classification performance average to be obtained as a 
result of dividing the data into 10 equal parts and using one of them as test and the others as learning data 
in each iteration (Han, et al., 2011). In this study, all analyzes were performed with 10-fold cross-validation 
technique by using WEKA (Hall et al., 2009) software.

FINDINGS
In this section, findings of the study are presented under separate sub-headings for each research problem.



24

Selection of the Technique with the Highest Classification Performance
In Table 3, F measure, area under ROC curve, and percent correct values of machine learning techniques 
are given together with their standard deviation values. In addition, graphical representation of performance 
comparison of techniques is given in Figure 2.

Table 3. Classification performances of machine learning techniques

Techniques F Sx ROC Sx PC Sx

Fisher’s Linear Discriminant Analysis 
(FLDA)

0.50 0.13 0.77 0.09 69.65 8.33

Naïve Bayes Simple (NBS) 0.49 0.14 0.74 0.10 70.32 9.16

Naïve Bayes (NB) 0.48 0.14 0.74 0.10 69.86 9.24

BayesNet (BayesN) 0.47 0.17 0.70 0.12 76.99 7.21

Quadratic Discriminant Analysis (QDA) 0.46 0.13 0.74 0.11 65.75 9.56

J48 0.46 0.19 0.66 0.13 77.06 7.47

J48Consolidated (J48_C) 0.46 0.14 0.67 0.13 65.75 10.00

Radial Basis Functions Network (RBFN) 0.42 0.19 0.73 0.11 78.12 5.99

KStar 0.41 0.15 0.66 0.11 72.45 7.28

Decision Table (DT) 0.41 0.19 0.66 0.12 77.83 6.58

Partial Decision Trees (PART) 0.41 0.21 0.68 0.11 75.91 7.03

Naive Bayes and Decision Tables (DTNB) 0.40 0.19 0.68 0.12 77.21 6.46

Naïve Bayes Tree (NBT) 0.40 0.20 0.64 0.12 76.50 7.01

IBk 0.39 0.15 0.60 0.10 70.32 7.58

Random Tree (RT) 0.39 0.16 0.60 0.10 70.70 7.80

Decision Stump (DS) 0.38 0.18 0.60 0.09 75.00 5.06

Bayesian Logistic Regression (BLR) 0.37 0.19 0.61 0.09 77.25 5.46

Kernel Logistic Regression (KLR) 0.37 0.19 0.76 0.10 76.97 5.60

Logistic 0.37 0.19 0.76 0.10 77.01 5.58

Linear Discriminant Analysis (LDA) 0.36 0.19 0.77 0.09 77.36 5.50

Random Forest (RF) 0.36 0.18 0.74 0.11 75.06 6.19

Radial Basis Functions Classifier (RBFC) 0.35 0.16 0.76 0.10 76.75 4.66

Multilayer Perceptron Classifier (MPC) 0.34 0.21 0.75 0.11 74.83 6.79

WiSARD 0.34 0.16 0.57 0.11 70.32 7.44

Extra Tree (ET) 0.34 0.17 0.57 0.11 67.71 8.00

Functional Trees (FT) 0.34 0.17 0.67 0.11 73.95 6.26

Reduced-Error Pruning Tree (REPt) 0.34 0.19 0.60 0.13 75.48 6.14

Multilayer Perceptron (MP) 0.33 0.20 0.74 0.11 74.61 6.64

Simple Logistic (SL) 0.33 0.18 0.75 0.10 76.52 5.05

Best-First Tree (BFt) 0.33 0.17 0.57 0.11 73.97 6.25

Logistic Model Trees (LMT) 0.33 0.19 0.75 0.10 76.28 5.37

Simple Classification and Regression 
Trees (CART)

0.31 0.17 0.55 0.09 74.57 4.50

Rseslib K-Nearest Neighborhood (KNN) 0.28 0.16 0.68 0.11 74.36 5.01

OneR 0.27 0.17 0.56 0.08 73.28 5.73

Note: ROC: Receiver Operating Characteristic, Sx: Standard deviation, PC: Percent Correct
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Table 3 and Figure 2 show that the highest F measure values were obtained by Fisher’s Linear Discriminant 
Analysis (FLDA). In order to examine whether this value differs statistically significantly from the F values 
of other techniques, a paired samples t test was performed. According to the t test results, FLDA technique 
has a significantly higher F value than all other techniques (p<0.05). Similarly, the area under the ROC curve 
of this technique (0.77) indicates also high classification performance. At the same time, this value is higher 
or equal to the values obtained from all other techniques. The percent correct classification obtained with 
the FLDA technique is 69.65%. However, although a correct classification close to 100% indicates that the 
method performs well, the interpretation of this value will lead to incorrect inferences, since the dependent 
variable used in this study is imbalanced. For this reason, the number of correctly classified and incorrectly 
classified students for each category and precision and recall values were given in Table 4.

Figure 2. Performance Comparison of Machine Learning Techniques

Classification Results
In Table 4, the classification results obtained with the FLDA technique, which is the technique with the 
highest classification performance, are given.

Table 4. Classification results for FLDA technique

Model Evaluation Criteria Predicted
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Average 0.701 0.322 0.762 0.701 0.719 0.751 0.797 199 70.07

Note. TP: True Positive, FP: False Positive, ROC: Receiver Operating Characteristic, PRC: Precision-Recall Curve
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In Table 4, it is seen that 199 out of 284 students were classified correctly according to the FLDA results. 
23 students were classified as “passed” although they actually “failed” the course. On the other hand, 62 
students were classified as “failed” although they actually “passed” the course. The ratio of students that 
were classified as “passed” although they actually “failed” is assumed to have equal importance with ratio of 
students that were classified as “failed” although they actually “passed” for the measurement and assessment 
course studied in the present study. Hence, F measure value were interpreted instead of precision and recall 
values. Accordingly, when F value (0.719) is interpreted together with the ROC value (0.751) and PRC 
value (0.797), it can be said that these values are close to 1 and the model has acceptable classification 
performance in general.

Variables in the Model
In Table 5, descriptive statistics and variable importance results regarding the independent variables used in 
the model are given.

Table 5. Variable importance results
Variables Weight* N Min Max Mean Sx

Average number of days logged into 
the system per month 0.624 284 2.60 21.20 8.25 3.24

Average number of days logged into 
the system per week -0.514 284 1.13 6.24 2.55 0.83

average number of page views per 
month -0.291 284 5.62 26.47 14.32 3.76

average number of page views per 
day 0.260 284 5.30 27.92 11.98 3.13

average number of page views per 
week 0.259 284 5.66 30.12 12.14 3.56

total time (min) spent in the system -0.236 284 21.02 1424.32 297.85 194.30

total number of weeks logged into 
the system -0.211 284 9.00 19.00 15.78 1.86

Total number of page views -0.165 284 159.00 2066.00 476.04 213.19

* Threshold: 0.128, Sx: Standard deviation

In FLDA model, the weight values of the variables represent the coefficients in the model. The weight for 
each variable is interpreted as the power of that variable to separate “failed” and “passed” students. The sign 
of weight is used to obtain the discriminant function and assign students to the classes. If the values obtained 
for the students are equal or greater than threshold value, the students are assigned to class one, otherwise 
they are assigned to the other class. When the discrimination power of the variables is examined, it is seen 
that the most discriminating variable is average number of days logged into the system per month (X̅ = 
8.25 ± 3.24). The least discriminating variable is total number of page views (X ̅ = 476.04 ± 213.19). The 
other variables are listed from largest to smallest according to their discrimination power as follows: Average 
number of days logged into the system per week (X ̅ = 2.55 ± 0.83), average number of page views per month 
(X̅ = 14.32 ± 3.76), average number of page views per day (X̅ = 11.98 ± 3.13), average number of page views 
per week (X ̅ = 12.14 ± 3.56), total time (min) spent in the system (X ̅ = 297,85 ± 194,30), and total number 
of weeks logged into the system (X̅ = 15.78 ± 1.86).

DISCUSSIONS AND CONCLUSION 
In this study, the classification performance of machine learning techniques in classifying students as 
“passed” or “failed” were examined by using their log reports in the learning management system. As a result 
of the study, it was found that Fisher’s Linear Discriminant Analysis (FLDA) have the highest classification 
performance according to F measure model performans criteria that used for imbalanced data. In addition, 



27

it has been observed that this technique makes more successful estimations according to area under ROC 
curve when compared to the other techniques. The FLDA technique is used in statistics, pattern recognition, 
and machine learning to find a linear combination of related variables to categorize events or objects into 
two or more categories (Li and Wang, 2014). This technique is also robust to violations of normality and 
homogeneity of variances assumptions when interactions between continuous independent variables do not 
affect the dependent variable (Knoke, 1982). Especially when the assumption of normality is provided in 
continuous data and the sample size is more than 50, the FLDA technique gives better results than many 
other used analyzes such as logistic regression (Pohar, Blas and Turk, 2004).
The discriminanting power of the variables used in the study is ranked from high to low as average number 
of logins (monthly and weekly), average number of page views (monthly, weekly and daily), total time (min) 
spent in the learning management system, the number of weeks logged into the system and total number 
of page views, respectively. Accordingly, it was observed that monthly, weekly and daily interactions in 
the learning management system are more powerful factors in discriminating successful and unsuccessful 
students when compared to average time spent per semester and average numbers of logins to the system in 
total. Koc (2017) found that students’ participation in discussion and live class in the learning management 
system was positively related to their project and final scores. Since these activities are planned daily, weekly 
or monthly, it can be said that regular follow-up of the learning management system increases the success 
of the students. In another study in which monthly activities of students were observed throughout the 
semester, it was seen that 66% of students in the risk group who do not use the system regularly could 
not complete the course (Cohen, 2017). Emphasizing that following the learning activities of students in 
distance education gives teachers important information about the development of their students, Zhang 
and Almeroth (2010) developed the Moodog system for this purpose. This system not only provides teachers 
with important information, but also gives education researchers the opportunity to evaluate the usefulness 
of distance education systems.

Suggestions and Limitations 

According to the study findings, since the most effective variable in the classification of students’ achievement 
is the monthly average number of logins to the learning management system, it can be examined whether 
the students login to the system monthly or not. Similarly, weekly or even daily follow-ups should be done 
if possible. At this point, students who log into the system less than the average may be warned about this 
issue or encouraged to spend more time and log in. In addition, instead of examining the semesterly course 
activities of the students, it can be followed whether they attend the course on a monthly and weekly basis. 
Monitoring the changes in students’ activities throughout the semester will contribute to identifying the 
students who are in the risk group in terms of dropping out, making the necessary interventions in the 
process, and monitoring the problem throughout the campus by the university authorities and initiating 
the necessary intervention programs (Cohen, 2017). In addition, students’ interaction patterns can be 
monitored with course tracking systems such as Moodog (Zhang and Almeroth, 2010).
In this study, since Fisher’s linear discriminant analysis (FLDA) was found to be the most effective technique 
in discriminating students according to the relevant variables, the FLDA technique may be preferred to the 
frequently used and known analyzes such as logistic regression, artificial neural networks, when working 
with continuous variables. According to Gao, et al. (2020) FLDA is a preferable technique for deep learning 
and machine learning systems. As known, deep learning is one of subfields of machine learning and blows 
up designing smart learning environments (Balyen and Peto, 2019). But deep learning methodology uses 
nonlinear transformations (Dargan, Kumar, Ayyagari and Kumar, 2020). From this point of view, it can 
be said that this study may be an inspiration for deep learning but it is not a pioneer, so these algorithmic 
techniques should be test for a deep learning environment.
It should be noted that this study is limited to the data of educational measurement and evaluation courses 
in faculty of education or faculties with pedagogical formation education. Instructional activities designed 
by the instructors in this course are another limitation of the study. Considering that the classified variable 
is performance in the course, the interaction of the students is directly related to the difficulty level of the 
course content and the content design of the instructor. For this reason, researchers can carry out similar 
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studies by using teaching activities and different student analytics that they use for other courses. In addition, 
the logs kept in the learning management system, which is the source of the study, constitute the big data of 
the research. In this learning management system, no data can be kept on students’ interactions with video 
content. Since the scope of big data will change in a course where student interactions can be recorded with 
video content presented from different learning management systems or Web 2.0 tools, different findings 
can be reached by comparison and relationship analysis.
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