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Comparison of the Performance of the Regression Models in GPS-

Total Electron Content Prediction 

Highlights 

 Comparison of the regression models 

 Prediction of Total Electron Content 

 Performance metrics of the regression models 

 Appling the machine learning methods to ionospheric signals 

 Observation of the distribution characteristic of TEC  

 

Graphical Abstract 

In this study, four regression models are compared with each other to predict GPS-TEC data and it is observed that 

the Exponential Gauss Process Regression model is a very successful and high-performance model for the 

prediction of the TEC 

 

Figure. Flowchart of the application of the regression models. 

To compare the regression models to predict the GPS-Total Electron Content and to introduce the most appropriate 

regression model. 

Design & Methodology 

Four regression models, namely Interactions Linear Regression (ILR), Fine Tree (FT), Medium Gaussian SVM 

(MGSVM) and Exponential Gauss Process Regression (EGPR) are applied to the data set and the four performance 

metrics are computed for the comparison. 

Originality 

Regression models are used for GPS-Total Electron Content prediction. 

Findings 

It is observed that the model that outputs the closest predictions with the best results among the applied regression 

models is the ILR and EGPR models. The models with the smallest errors and the R-Square value being almost 1 are 

the ILR and EGPR models. 

Conclusion 

According to the performance metrics, Interactions Linear Regression and Exponential Gauss Process Regression 

models are very successful and high performance models for the prediction of GPS-TEC. 
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  Comparison of the Performance of the Regression 

Models in GPS-Total Electron Content Prediction 
Araştırma Makalesi / Research Article 

Buse AKYUZ1*, Secil KARATAY1*, Faruk ERKEN1 
1Mühendislik ve Mimarlık Fakültesi, Elektrik Elektronik Mühendisliği Bölümü, Türkiye 

(Geliş/Received : 29.06.2022 ; Kabul/Accepted : 13.10.2022 ; Erken Görünüm/Early View : 27.11.2022) 

ABSTRACT 

The ionosphere is an important layer that provides radio communication in the upper atmosphere. The ionosphere is located 

between 50 km and 1000 km above the atmosphere. Electron density, which is the most important parameter of the ionosphere, 

changes depending on location, time, seasons, altitude, solar, geomagnetic and seismic activity. A significant measurable amount 

of electron density is Total Electron Content (TEC), which is used to probe the structure of the ionosphere and upper atmosphere. 

The Global Positioning System (GPS), which has a low cost and widespread receiver network is prominent used in TEC estimation. 

The IONOLAB-TEC data estimated from GPS is used in this study. Prediction of TEC is important phenomenon to operate and to 

plan the Earth-space and satellite-to-satellite communication systems, to generate the earthquake precursor signals using TEC and 

to detect of anomalies in the ionosphere. In this study, IONOLAB-TEC data obtained from GPS is estimated using regression 

models. Among the tested algorithms, it is observed that the Exponential Gaussian Process Regression and Interactions Linear 

Regression algorithms are very successful and high-performance models for TEC estimation. 

Keywords: Total electron content, machine learning, prediction, regression. 

GPS-Toplam Elektron İçeriği Tahmininde Regresyon 

Modellerinin Performansının Karşılaştırılması 

ÖZ 

İyonosfer, üst atmosferde radyo iletişiminin sağlandığı önemli bir katmandır. İyonosfer atmosferin 50 km ila 1000 km yüksekliği 

boyunca yer alır. İyonosferin en önemli parametresi olan elektron yoğunluğu, konuma, zamana, mevsimlere, yüksekliğe, güneş, 

jeomanyetik ve sismik aktiviteye bağlı olarak değişir. Elektron yoğunluğunun ölçülebilir önemli bir miktarı, iyonosferin ve üst 

atmosferin yapısını araştırmak için kullanılan Toplam Elektron İçeriği’dir (TEİ). TEİ kestiriminde, düşük maliyetli ve yaygın alıcı 

ağına sahip olan Yerküresel Konumlama Sistemi (YKS) yaygın olarak kullanılır. Bu çalışmada YKS’den kestirilen IONOLAB-

TEC verileri kullanılmıştır. TEİ'nin tahmini, Dünya-uzay ve uydudan uyduya iletişim sistemlerini çalıştırmak ve planlamak, TEİ 

kullanarak deprem haberci sinyallerini oluşturmak ve iyonosferdeki anomalileri tespit etmek için önemli bir olgudur. Bu çalışmada, 

YKS’den elde edilen IONOLAB-TEC verileri, regresyon modelleri kullanılarak tahmin edilmiştir. Test edilen algoritmalar 

arasında, Üstel Gauss Süreç Regresyon ve Etkileşimli Lineer Regresyon algoritmalarının, TEC tahmini için oldukça başarılı ve 

yüksek performanslı bir modeller olduğu gözlenmiştir.   

Anahtar Kelimeler: Toplam elektron içeriği, makine öğrenmesi, tahmin, regresyon. 
1. INTRODUCTION 

In the Earth-space and satellite-to-satellite 

communication systems, the ionosphere behaves as a 

structure that enables long-distance transmission. At the 

same time, the ionosphere has negative effects on this 

transmission. Due to the refractive, absorbing, 

polarizing, propagation time delay and Doppler 

frequency shift of the ionosphere, the ionosphere 

ionosphere can affect satellite signals in different ways. 

Some of these features of the ionosphere can cause 

range error, which is one of the most important 

parameters in determining the accuracy of the receiving 

system [1]. The range error occurs because of the time 

delay caused by the refraction of radio waves and 

variations in the signal velocity of the wave. Also, 

ionospheric anomalies and disturbances have influence 

upon the diffraction of the ionosphere and thus vary the 

electron density distribution of the medium, the range 

errors in the propagating signal in the ionosphere and 

the ripples in signal strength. Thus, the monitoring of 

the ionospheric electron density distribution 

characterizing the ionosphere plays an important role in 

correcting the range errors that incurs time delay in the 

signal propagating in the ionosphere. Because the 

ionosphere is inhomogeneous and dispersive medium, 

it results in time delays in the propagation of radio 

signals [2, 3]. 

The most important characteristic in the ionosphere is 

electron density. The electron density of the ionosphere 

changes at different scales depending on geographic 

location, seasons, time of day, and solar, geomagnetic, 

and seismic activity. Many parameters in the ionosphere 

are derived as a function of electron density. If the 

ionosphere is considered as a single cylinder over its 

entire height, Total Electron Content (TEC) can be 
*Sorumlu Yazar  (Corresponding Author)  

e-posta :  erogluebru@hotmail.com 



Buse AKYÜZ, Seçil KARATAY, Faruk ERKEN  / POLİTEKNİK  DERGİSİ, Politeknik Dergisi,2023;26(1): 321-328 

322 

defined as the total number of electrons in this cylinder 

with a cross section of 1 meter squared between a 

satellite and a receiver. It is counted along a tube of one 

meter squared cross section. TEC is equal to 1016 

electrons per square meter and its unit is TECU [4]. The 

Global Positioning System (GPS) is often used for 

estimating TEC. TEC can be estimated by using carrier 

phase delays of the radio signals transmitted from a 

GNSS (Global Navigation Satellite Systems) receiver 

as follows [5, 6]: 

𝑇𝐸𝐶 = ∫ 𝑁𝑒(𝑙)𝑑𝑙
𝑟

𝑡
              (1) 

where 𝑁𝑒is the electron density per cubic meter along 

the 𝑑𝑙 path between transmitter (𝑡) and receiver (𝑟). 

Similarly, TEC varies with geographic location, seasons, 

time of day, and solar, geomagnetic, and seismic activity. 

The empirical models of TEC are mathematical based on 

the ionospheric long-term variations. The models are 

based on the ionospheric maps or TEC data obtained 

from GNSS. In [7], the nonlinear least square estimation 

technique is used to allow the TEC modelling for a 

single-station. In the literature, several studies have 

focused on comprehension of storm-time behavior of the 

ionosphere to reduce the influence of ionospheric 

anomalies and irregularities on global positioning 

services and to advance the performance of the 

ionospheric models during the major geomagnetic storms 

[8, 9, 10, 11]. Also, disturbances and irregularities on 

TEC due to seismic activity, Solar Flares and solar 

activity cause the deviations on precise of the satellite 

navigation and the positioning systems [12, 13, 14]. 

Recently, the prediction of TEC during periods of 

geomagnetic and solar activity has been intensively 

studied for the improvement of the positioning and radio 

the communication systems. Two types of approaches 

as parametric and non-parametric are used for the 

construction in the prediction models. The ordinary 

kriging is one of the purposive method that is used to 

predict the unknown value on the observed TEC data 

[15, 16]. Recently, Deep Learning methods has been 

intensively used to predict the temporal TEC [17, 18]. 

In [19], Support Vector Machine (SVM), which is the 

one of the Machine Learning technique, has been 

applied on GPS-TEC data for the detection of 

earthquake precursors. In [20] and [21], the multiple 

regression models are used to investigate the regional 

and the global trend of TEC. In this study, the unstable 

responce of the ionosphere is consistently observed for 

11 days and the performance of the regression models, 

namely Gaussian Process Regression (GPR), 

Regression Trees (RT), Linear Regression (LR), and 

Support Vector Machines (SVM) are compared with 

each other with these data. The 11-days TEC data is 

analyzed with these regression methods and the most 

suitable and high-performing method is determined for 

the forecasting model. The parameters such R Square 

(𝑅2), Mean Square Error (MSE), Root Mean Square 

Error (RMSE) and Mean Absolute Error (MAE) are 

computed to compare the regression models. The data, 

the used regression models and the obtained results are 

given in sections 2 and 3, respectively. 

 

2. THE DATA AND THE REGRESSION MODELS 

In this study, GPS-TEC data is estimated using the 

Regularized Estimation (Reg-Est) algorithm. The Reg-

Est algorithm provides GPS-TEC on a single station in 

the direction of the local zenith angle [5, 22]. With the 

Reg-Est algorithm, TEC data is estimated as 

IONOLAB-TEC for the desired coordinates and the 

days with 2.5 minutes time resolution [23, 24]. 

Golcuk earthquake is chosen for the purpose of the 

study. The earthquake occurred on August 17, 1999 at 

00:01 UTC at the coordinates 40.74°N and 29.86°E. 

The magnitude and the depth of the earthquake are 𝑀𝑤 

7.4 and 17 km [25]. The 11-days IONOLAB-TEC 

estimates from 07 to 17 August 1999 are obtained for 

IGS (International GNSS Service) stations ankr 

(39.69N, 32.75E), tubi (40.59N, 29.45E) and sofi 

(42.55N, 23.39E) [26]. Exponential Gauss Process 

Regression (EGPR), Fine Tree (FT), Interactions Linear 

Regression (ILR) and Medium Gaussian SVM 

(MGSVM) methods are applied to the 11-days 

IONOLAB-TEC estimations, respectively. 

The IONOLAB-TEC vector for any 𝑢-station and 𝑑-day 

can be defined as follows: 

𝒙𝑢;𝑑 = [𝑥𝑢;𝑑(1) … 𝑥𝑢;𝑑(𝑛) … 𝑥𝑢;𝑑(𝑁)]
𝑇
            (2) 

Here, N is total number of samples, T is the transpose 

operator and 1 ≤ 𝑛 ≤ 𝑁. 

2.1. Linear Regression 

The Linear Regression (LR) technique is used to 

evaluate the relations between two or more 

distributions. Regression analysis is used in forecasting. 

Care is taken to ensure that the selected model is 

suitable for making predictions based on the data set and 

correcting an error in a system or process. [27]. Linear 

Regression is a method that estimates the dependent 

variable by using the coefficients of one or more 

independent variables. In Linear Regression, the linear 

relation between independent variables from 1 to 𝐹 

(𝑥𝑢;𝑑1(𝑛), 𝑥𝑢;𝑑2(𝑛), … 𝑥𝑢;𝑑𝐹(𝑛)) and dependent 

variable (𝒀𝑢;𝑑) is expressed as follows [28]:  

𝒀𝑢;𝑑 = 𝛽0 + 𝛽0𝑥𝑢;𝑑1(𝑛) + ⋯ + 𝛽𝑛𝑥𝑢;𝑑𝐹(𝑛) + 𝜀       (3) 

where 𝑥𝑢;𝑑1 and 𝑥𝑢;𝑑𝐹  represent the initial and the final 

day of the data set. The 𝛽𝑛 values in the equation are the 

coefficients in the model, and 𝛽0 indicates the point 

where it intersects the 𝒀𝑢;𝑑 axis. 𝑒 in the equation is 

defined as the error term [28]. 

2.2. Regression Trees 

The Regression Trees (RT) model uses the Decision 

Tree (DT) as a predictive model to make predictions 

about the target value represented in the leaves from a 

set of observations represented in the branches. The 

Decision Tree (DT) is used to describe, to categorize 

and to generalize a set of data [29]: 

(𝒙𝑢;𝑑, 𝒀𝑢;𝑑) = (𝑥𝑢;𝑑1(𝑛), … , 𝑥𝑢;𝑑𝐹(𝑛), 𝑌𝑢;𝑑(𝑛))          (4) 
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Here, 𝑌𝑢;𝑑 is the target variable that to be classified or 

generalized and The vector 𝒙𝑢;𝑑 is the vector used for 

classification or generalization and consists of features 

such as 𝑥𝑢;𝑑1(𝑛),  𝑥𝑢;𝑑2(𝑛), … , 𝑥𝑢;𝑑𝐹(𝑛). 

2.3. Support Vector Machines 

Performance of the Support Vector Machine (SVM) 

model depends on the analyzed data with the different 

accuracies [30]. In practical SVM applications, the 

kernel functions are generally used depending on the 

different data and different parameters The SVM uses 

these outputs from the hypothesis of kernels functions. 

The Gaussian SVM is defined in its most general form 

as follows [30]:  

𝐺(𝒙𝑢;𝑑1, 𝒙𝑢;𝑑𝐹) = 𝑒𝑥𝑝 (−𝑟‖𝑥𝑢;𝑑1(𝑛) − 𝑥𝑢;𝑑𝐹(𝑛))‖
2

)      (5) 

Here, r is the width of the Gaussian. The different 

classification accuracy is obtained with different 

Gaussian SVM. 𝑟𝑚𝐺 = √𝑝 for the medium Gaussian 

SVM, where 𝑝 is the number of features [30]. 

2.4. Gaussian Process Regression 

The Gaussian Process Regression (GPR) is used in 

various applications such as experimental design, 

multivariate regression, model approximation, and 

prediction. GPR operates under probabilistic regression 

framework, takes a training dataset as input. For input 

vector 𝒙𝑢;𝑑, GPR output can be defined as follows [31]:  

𝒀𝑢;𝑑 = 𝑓(𝒙𝑢;𝑑) + 𝜀𝑢;𝑑              (6) 

where 𝜀𝑢;𝑑 is the error. The limit is provided at the 

values correlating with each other in the Gaussian 

behavior [31]. 

2.5. The Errors 

The Root Mean Squared Error (RMSE) is a metric that 

measures the distance between the predictive output of 

a model and the true values of the distribution. It is 

defined as a measure of the size of the error of the 

Machine Learning model [32]: 

𝑅𝑀𝑆𝐸 = √
∑ 𝜀𝑢;𝑑

2𝑁
𝑛=1

𝑁
              (7) 

Mean Squared Error (MSE) describes how close the 

curve obtained with a regression model is to the 

distribution input into the model. [33]: 

𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑌𝑢;𝑑(𝑛) − 𝑥𝑢;𝑑(𝑛))

2𝑁
𝑛=1             (8) 

where 𝑌𝑢;𝑑(𝑛) and 𝑥𝑢;𝑑(𝑛) are predicted values and 

actual values, respectively.  

R-Square (𝑅2) is a statistical measure that gives the 

closeness of the samples in the distribution to the curve 

fitting the data. 𝑅2 is also defined as coefficient of 

determination for multiple regression or coefficient of 

multiple determination. [34].  

The Mean Absolute Error (MAE) is defined as a 

measure of the difference between two continuous 

distributions [35]:  

𝑀𝐴𝐸 =
1

𝑁
∑ |𝜀𝑢;𝑑|𝑁

𝑛=1               (9) 

The MAE is a linear metric that measures the mean size 

of error in a forecast without considering that all other 

errors are equally weighted over the mean. 

 

3. RESULTS AND DISCUSSION 

In this study, four regression models Interactions Linear 

Regression (ILR), Fine Tree (FT), Medium Gaussian 

SVM (MGSVM) and Exponential Gauss Process 

Regression (EGPR) are compared with each other using 

GPS-TEC data. The GPS TEC data is estimated as 

IONOLAB-TEC as mentioned in Section 2. 

IONOLAB-TEC is obtained for three IGS stations ankr, 

sofi and tubi for the 11-days period between 07 August 

1999 and 17 August 1999. The data set includes the total 

solar eclipse of 11 August 1999 and the Golcuk 

earthquake of 17 August 1999. 

First, cross-validation technique is used in all models. 

Cross-validation is to create sample observation 

segments defined as validation data from the training 

data. After placing a model on the data set, a better 

assessment is obtained of its performance, its 

benchmarks against each new validation set, and then 

how the model will perform when new observations are 

sought to be predicted. The regression model is 

determined and the model is trained in the second step. 

The eleventh day out of the ten days of each station is 

predicted for each of the four models. In Figures 1, 2 

and 3, the actual (blue line) and the predicted values 

(yellow line) of the IONOLAB-TEC on the 11th day on 

August 17, 1999 are demonstrated for the four 

regression models. In all three figures, a, b, c and d 

figures represent Interactions Linear Regression (ILR), 

Fine Tree (FT), Medium Gaussian SVM (MGSVM) and 

Exponential Gaussian Process Regression (EGPR), 

respectively. When four regression models are 

compared over these three figures, it is observed that the 

model with the most overlapping of actual and predicted 

values is ILR for all three stations. The proximate 

prediction is the ILR model for the IONOLAB-TEC. 

The difference between the actual and the predicted 

values is quite small in the IRL model. The predicted 

values for the tubi station, which is 38 km from the 

epicenter, are very close to the actual values. For the sofi 

station, which is 573 km from the earthquake center, the 

difference between the predicted and the actual values 

is slightly higher than the tubi station. After navigating 

a regression model, the response distribution displays 

the record number against the predicted response. Since 

the study used cross-validation, these predictions are 

predictions of retained (confirmation) observations. 

Each prediction is obtained using a trained model 

without the use of corresponding observations. For the 

11-days IONOLAB-TEC dataset, it is observed that the 

model with the best prediction accuracy among the 

applied regression models is ILR for three stations. The 

other model whose performance is very close to this 

model is the EGPR model. 

In the second step of the study, the performances of the 

models are compared by computing R Square (𝑅2), 
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Mean Square Error (MSE), Root Mean Square Error 

(RMSE) and Mean Absolute Error (MAE). The RMSE 

value can vary in the range from zero to infinity. 

Negatively trended values, ie estimators with smaller 

values, perform better. An RMSE value of zero means 

that the model has not made any errors. MSE quantifies 

the performance of a Machine Learning model's 

predictive output and has always positive values. 

Models with an MSE value close to zero perform better. 

𝑅2 is a statistical measure that gives the closeness of the 

samples in the distribution to the curve fitting the data. 

Also, MAE can vary in the range from zero to infinity. 

Similar to RMSE, negatively trended values, ie 

estimators with smaller values, perform better. In Table 

1, the performance metrics, RMSE, 𝑅2, MSE and MAE 

are given for the 11th day on August 17, 1999 for the 

four regression models and three stations. The metrics 

in the table are listed according to the distance of the 

stations to the epicenter. The distances between the 

coordinates of the stations and epicenter are 38 km, 272 

km and 573 km for tubi, ankr and sofi, respectively. 

When the RMSE for four models is compared, it is 

observed that the smallest RMSE value for three 

stations is in the EGPR model. The 𝑅2 value is almost 

1 for all models. This means that the predicted values 

are very close to the regression line. Similarly, the 

smallest MSE value is observed in the EGPR model. 

The MSE value obtained in the EGPR model for all 

three stations is at least ten times smaller than the MSE 

values of the other models. The smallest MAE value is 

also observed in the EGPR model. The MAE values in 

the EGPR model are ten times smaller than the MAE 

values obtained in the other three models. When the 

RMSE, MSE and MAE values of all stations in all 

models are compared with each other, it is observed that 

the error rates increase as the distance of the station to 

the epicenter increases. This means that the accuracy 

rate is reduce. 

 

 

 
Figure 1.  The predicted (yellow line) and the actual (blue line) values for tubi for four regression models: a) ILR, b) FT, c) 

MGSVM and d) EGPR. The errors are demonstrated with red lines. 
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Figure 2.  The predicted (yellow line) and the actual (blue line) values for ankr for four regression models: a) ILR, b) FT, c) 

MGSVM and d) EGPR. The errors are demonstrated with red lines. 

 

Figure 3. The predicted (yellow line) and the actual (blue line) values for sofi for four regression models: a) ILR, b) FT, c) MGSVM 

and d) EGPR. The errors are demonstrated with red line. 
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Table 1. The model performance metrics for tubi, ankr and sofi. 

MODEL PERFORMANCE tubi ankr sofi 

Interactions  

Linear 

Regression 

(ILR) 

RMSE 0.089 0.131 0.309 

𝑹𝟐 1.00 1.00 1.00 

MSE 0.0083 0.0173 0.095 

MAE 0.0685 0.105 0.216 

Fine  

Tree 

(FT) 

RMSE 0.286 0.285 0.496 

𝑹𝟐 1.00 1.00 1.00 

MSE 0.082 0.0813 0.246 

MAE 0.183 0.188 0.266 

Medium 

Gaussian  

SVM 

(MGSVM) 

RMSE 0.558 0.711 0.625 

𝑹𝟐 0.99 0.99 0.99 

MSE 0.311 0.506 0.391 

MAE 0.492 0.604 0.553 

Exponential 

Gauss 

Process 

Regression 

(EGPR) 

RMSE 0.022 0.032 0.140 

𝑹𝟐 1.00 1.00 1.00 

MSE 0.00052 0.0010 0.0196 

MAE 0.0156 0.0203 0.062 

In this study, different regression models are applied to 

IONOLAB-TEC data sets obtained from IGS stations 

tubi, ankr and sofi during the 11-days period between 

07 August 1999 and 17 August 1999. It is observed that 

among the ILR, FT, MGSVM and EGPR models, the 

models that outputs the closest predictions to the actual 

values with the best results are ILR and EGPR. As a 

result, considering the error rates, it is concluded that 

the EGPR model is a very successful and high-

performance model for the prediction of the TEC. 

 

4. CONCLUSION 

In this study, four regression models, namely 

Interactions Linear Regression (ILR), Fine Tree (FT), 

Medium Gaussian SVM (MGSVM) and Exponential 

Gauss Process Regression (EGPR) are compared with 

each other using GPS-TEC data. The GPS-TEC data is 

estimated as IONOLAB-TEC using the Regularized 

Estimation (Reg-Est) algorithm. The IONOLAB-TEC 

is estimated for three IGS stations ankr, sofi and tubi 

during 11-days period between August 07 and 17, 1999. 

Four regression models are applied to predict the 11th 

day IONOLAB-TEC data obtained from three stations. 

Four performance metrics, R Square (𝑅2), Mean Square 

Error (MSE), Root Mean Square Error (RMSE) and 

Mean Absolute Error (MAE), are computed to measure 

the margin of error between the actual and the predicted 

values of the IONOLAB-TEC. It is observed that the 

model that makes the closest predictions with the best 

results among the applied regression models is the ILR 

and EGPR models. The models with the smallest 

RMSE, MSE and MAE errors and the R2 value being 

almost 1 are the ILR and EGPR models. Consequently, 

it is observed that the ILR and EGPR models are very 

successful and high performance models for the 

prediction of GPS-TEC. 
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