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#### Abstract

The two-parameter exponential distribution is often used to model the lifetime of a product. The comparison of the mean lifetimes of several products is a main concern in reliability applications. In this study, the performance of the methods to compare the mean lifetimes of several products based on generalized p-value, parametric bootstrap, and fiducial approach are compared in the presence of outliers. The results of Monte-Carlo simulations clearly indicate that there is no uniformly powerful test. The parametric bootstrap test is superior to the others except in the case of the lower number of groups and the presence of outliers. An illustrative example of testing the equality lifetimes of a component is given to perform the proposed tests. The considered tests are implemented in an $R$ package doex.


## 1. Introduction

Testing equality of means of several normal populations under unequal variances is a very common Behrens-Fisher-type problem in social sciences, agriculture, biology, etc. The generalized p-value method is used to solve this problem [1]. The generalized F -test is proposed using the generalized p -value method, and its modifications for non-normality caused by outliers are improved by Cavus et al. 2], caused by skewness by Cavus et al. [3], and performed in a real data application by Cavus et al. 4. Moreover, there are few parametric methods for testing the equality of means of skewed populations. Tian and Wu [5] proposed a generalized p-value approach for log-normal populations, Tian 6], Ma and Tian (7] improved procedures for inverse Gaussian and Niu et al. [8 proposed a generalized p-value procedure for Birbaum-Saunders distributions.

[^0]The two-parameter exponential distribution is used in many real-life problems such as modeling extreme rainfalls, the lifetime of a component, the service time of an agent, and so on. Ghosh and Razmpour 9] indicated that two-parameter exponential distribution is used to model the guaranteed time with unknown and possibly unequal failure rates in reliability and life testing. There are some procedures improved for the two-parameter exponential distribution. Chen 10 proposed a range statistic for comparing location parameters of two-parameter exponential distributions. Singh 11 derived a likelihood ratio test for testing the equality of location parameters of two-parameter exponential distributions based on Type II censored samples under unknown scales. Kambo and Awad 12 proposed a test statistic based on doubly censored samples to test the equality of location parameters of k exponential distributions when the scale parameter is unknown. Hsieh 13 proposed an exact test for comparing location parameters simultaneously of several two-parameter exponential distributions under unequal scale parameters with unknown scale parameters. Vaughan and Tiku 14 extended the test developed by Tiku and Vaughan 15 for $k>2$ populations for testing equality of location parameters of two-parameter exponential populations from censored samples. Ananda and Weerahandi 16 proposed a testing procedure based on generalized p-values for testing the difference between two exponential means. Wu [17] proposed a onestage multiple comparison procedure for comparing $k-1$ treatment exponential mean lifetimes with the control based on doubly censored samples under unequal scales. Malekzadeh and Jafari 18 proposed some procedures based on generalized p-values, parametric bootstrap, and fiducial approaches by using Cochran type test statistics for testing the means of several two-parameter exponential distributions under progressively Type II censoring. The two-parameter exponential distribution has scale and location parameters. In the testing equality of means of two-parameter exponential distributions, the scale parameter is a nuisance parameter when it is unknown or unequal. Therefore, the considered problem turns into a Behrens-Fisher-type problem. There is no study on the testing equality of two-parameter exponentially distributed population means for complete data in the presence of outliers.

The article discusses the testing equality means of $k$ two-parameter exponentially distributed populations for complete data in the presence of outliers. In the next section, the procedures proposed by Malekzadeh and Jafari 18 are introduced. A Monte-Carlo simulation study is conducted for comparing the performances of these tests for complete data in the presence of outliers in Sec 3. To show the efficiency of the tests, illustrative examples are given in Sec 4. The results are discussed in the last section.

## 2. Methodology

In this section, methods proposed by Malekzadeh and Jafari 18] are introduced. The probability density function of the two-parameter exponential distribution is given in (1).

$$
\begin{equation*}
f(x ; a, b)=\frac{1}{a} \exp \left\{-\frac{x-b}{a}\right\}, x>b, a>0 \tag{1}
\end{equation*}
$$

where $a$ is the scale and $b$ is the location parameter. We are interested in the problem of testing the equality of means of $k$ exponentially distributed populations for complete data in (2).

$$
\begin{align*}
& H_{0}: \mu_{1}=\mu_{2}=\ldots=\mu_{k} \\
& H_{A}: \mu_{i} \neq \mu_{j} \text { for some } i \text { and } j \text { where } i \neq j \tag{2}
\end{align*}
$$

Rahman and Pearson [19] revisited the parameter estimations of two-parameter exponential distribution and conducted a simulation study to compare the performance of maximum likelihood, product spacing, and quantile estimation methods. The uniformly minimum variance unbiased estimators of the two-parameter exponential distribution parameters (Malekzadeh and Jafari, [18):

$$
\begin{gather*}
\hat{a}=S /(n-1)  \tag{3}\\
\hat{b}=X_{(1)} \tag{4}
\end{gather*}
$$

where $X_{(1)}=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$ and $S=\sum_{j=1}^{n}\left[X_{j}-X_{(1)}\right]$. Viveros and Balakrishnan 20 gave the distributions of the following random variables.

$$
\begin{equation*}
W=\frac{2(n-1) S}{a} \sim \chi_{(2 n-2)}^{2} \text { and } Y=\frac{2 n\left(X_{(1)}-b\right)}{a} \sim \chi_{(2)}^{2} \tag{5}
\end{equation*}
$$

where $W_{i}$ and $Y_{i}$ are independent random variables. Cochran 21 type test statistics are used for Behrens-Fisher problems. Here, it is modified for testing the equality of two-parameter exponential distributed means under unequal scale parameters.

$$
\begin{equation*}
T_{t}=\sum_{i=1}^{k} \frac{n_{i} \hat{\mu}_{i}^{2}}{S_{i}^{2}}-\frac{\left(\sum_{i=1}^{k} \frac{n_{i} \hat{\mu}_{i}^{2}}{S_{i}^{2}}\right)^{2}}{\sum_{i=1}^{k} \frac{n_{i}}{S_{i}^{2}}} \tag{6}
\end{equation*}
$$

where $\hat{\mu}$ is the mean estimate and $S$ is the scale estimate of the $i^{t h}$ population. The uniformly minimum variance unbiased estimator of $\mu=a+b$ and it can be shown as in (7).

$$
\begin{equation*}
\hat{\mu}_{i}=X_{i(1)}+\frac{n_{i}-1}{n_{i}} S_{i}=\frac{a_{i}}{2 n_{i}}\left(W_{i}+Y_{i}\right)+b_{i} \sim N\left(\mu_{i}, a_{i}^{2} / n_{i}\right) \tag{7}
\end{equation*}
$$

$T_{t}$ is used for the rejection rule as a critical value of the Generalized p-value, Parametric Bootstrap, and Fiducial Approach test in the following subsections.
2.1. Generalized p-value (GP) Based Test. The generalized p-value method is used to derive the test statistics in the presence of nuisance parameters. Weerahandi 22$]$ proposed the Generalized F-test for testing the equality of several populations' means under unequal variances instead of the Classical F-test. Also, many researchers used this method to derive test statistics for several distributions. In this method, firstly sufficient statistics of parameters of the related distribution are obtained. Using the sufficient statistics of the two-parameter exponential distribution, (i) $R_{i}$ can be obtained independently from the nuisance parameter, and, (ii) since the observed $\lambda_{i}$ values are independent of the nuisance parameter $\theta_{i}$, generalized pivot value can be estimated.

$$
\begin{equation*}
R_{i}=X_{i(1)}+\left(n_{i}-1\right) S_{i}\left(2 n_{i}-Y_{i} / n_{i} W_{i}\right) \tag{8}
\end{equation*}
$$

Expected values of $\left(X_{i(1)}, S_{i}\right)$ vector for $R_{i}$ generalized pivot value and the variance can be obtained as follows:

$$
\begin{gather*}
\mu_{R i}=X_{i(1)}+\frac{\left(n_{i}-1\right)^{2} S_{i}}{n_{i}^{2}-2 n_{i}}  \tag{9}\\
\sigma_{R i}^{2}=\frac{\left(n_{i}-1\right)^{4} S_{i}^{2}}{n_{i}^{2}\left(n_{i}-2\right)^{2}}\left(\frac{1}{n_{i}-3}\right) \tag{10}
\end{gather*}
$$

Cochran test statistic can be obtained as in using expected value of $R_{i}$ generalized pivot and the variance of it.

$$
\begin{equation*}
T_{G P}=\sum_{i=1}^{k} \frac{\left(R_{i}-\mu_{R i}\right)^{2}}{\sigma_{R i}^{2}}-\frac{\left(\sum_{i=1}^{k} \frac{R_{i}-\mu_{R i}}{\sigma_{R i}^{2}}\right)}{\sum_{i=1}^{k} \frac{1}{\sigma_{R i}^{2}}} \tag{11}
\end{equation*}
$$

The rejection rule is $H_{0}$ is in (2) rejected when $T_{G P}>T_{t}$. The p-value of the GP test is computed at least 10.000 Monte-Carlo runs as $p_{G P}=P\left(T_{G P} \geq T_{t}\right)$.
2.2. Parametric Bootstrap (PB) Based Test. Krishnamoorthy et al. 23 propose the parametric bootstrap method for testing the equality of normal population means under heteroscedasticity. Let $Y_{i} \sim \chi_{(2)}^{2}$ and $W_{i} \sim \chi_{\left(2 n_{i}-2\right)}^{2}$. The PB test statistic is in (12) obtained for complete data from Malekzadeh and Jafari 18 using the Cochran statistic.

$$
\begin{equation*}
T_{P B}=\sum_{i=1}^{k} \frac{n_{i} \mu_{B i}^{2}}{S_{B i}^{2}}-\frac{\left(\sum_{i=1}^{k} \frac{n_{i} \mu_{B i}^{2}}{S_{B i}^{2}}\right)^{2}}{\sum_{i=1}^{k} \frac{n_{i}}{S_{B i}^{2}}} \tag{12}
\end{equation*}
$$

where $\mu_{B i}=\left(S_{i} / 2 n_{i}\right)\left(W_{i}+Y_{i}\right)$ and $S_{B i}=S_{i} W_{i} /\left(2 n_{i}-2\right)$. The rejection rule is $H_{0}$ is in (2) rejected when $T_{P B}>T_{t}$. The p-value of the PB test is computed at least 10.000 Monte-Carlo runs as $p_{P B}=P\left(T_{P B} \geq T_{t}\right)$.
2.3. Fiducial Approach (FA) Based Test. Li et al. 24 used the fiducial approach for testing the equality of several populations' means under unequal variances. Let $Y_{i} \sim \chi_{(2)}^{2}$ and $W_{i} \sim \chi_{\left(2 n_{i}-2\right)}^{2}$, and $S_{i}$ functions can be rewritten as random samples:

$$
\begin{equation*}
S_{i}=\frac{a_{i} W_{i}}{2\left(n_{i}-1\right)}, \quad X_{i(1)}=\frac{a_{i} Y_{i}}{2 n_{i}}+b_{i} \tag{13}
\end{equation*}
$$

Parameter estimations are obtained as follows by using the observed values of $\left(X_{i(1)}, S_{i}\right)$

$$
\begin{equation*}
b_{i}=X_{i(1)}-\frac{\left(n_{i}-1\right) S_{i} Y_{i}}{n_{i} W_{i}}, \quad a_{i}=\frac{2\left(n_{i}-1\right) S_{i}}{W_{i}} \tag{14}
\end{equation*}
$$

Using Cochran test statistic, $T_{F A}$ can be written as in (15).

$$
\begin{equation*}
T_{F A}=\sum_{i=1}^{k} \frac{f_{i} n_{i}}{S_{i} n_{i}^{2} W_{i}^{2}}-\frac{\left(\sum_{i=1}^{k} \frac{f_{i}}{S_{i}^{2} n_{i} W_{i}}\right)^{2}}{\sum_{i=1}^{k} \frac{n_{i}}{S_{i}^{2}}} \tag{15}
\end{equation*}
$$

where $f_{i}=\left(n_{i}-1\right)\left(W_{i} Y_{i}-2 n_{i} W_{i}\right)$. The rejection rule is $H_{0}$ is in (2) rejected when $T_{P B}>T_{t}$. The p-value of the FA test is computed at least 10.000 Monte-Carlo runs as $p_{F A}=P\left(T_{F A} \geq T_{t}\right)$.

## 3. Monte-Carlo Simulation Study

In this section, we provide some of our comprehensive simulation study results. The GP, PB, and FA tests, as introduced in the previous subsections, are compared in terms of penalized power and Type I error probability when the nominal level
of the test is taken as $\alpha_{0}=0.05$ under different sample sizes and scale parameters. The configuration of the outliers is determined similarly to the illustrative examples in the next section. The first and third groups consist of outlier one each which is five and three times higher than the group median, respectively in $k=3$ groups design while the second, third, and fourth groups consist of an outlier one each which is one and a half times higher than the group median, respectively in $k=4$ groups design.

It is known that Monte-Carlo simulation studies are used to compare the performance of the tests in terms of power and Type I error probability. However, any comparison of the powers is invalid when Type I error probabilities are different. Cavus et al. 25 proposed the penalized power approach in (16) to compare the power of the tests when Type I error probabilities are different.

$$
\begin{equation*}
\gamma_{i}=\frac{1-\beta_{i}}{\sqrt{1+\left|1-\frac{\alpha_{i}}{\alpha_{0}}\right|}} \tag{16}
\end{equation*}
$$

where $\beta_{i}$ is Type II error rate, $\alpha_{i}$ is Type I error of the test and $\alpha_{0}$ is the nominal level. Penalized power adjusts the power function with the square root of the percentile deviation between Type I error probability and the nominal level. Thus, penalized power is used to compare the power of the tests in the simulation studies. The simulations are performed for balanced and unbalanced designs with doex package implemented by Cavus and Yazici [26] and Cavus and Yazici 27] in R, and the results are based on 10.000 Monte-Carlo runs. The results of the simulations are given in the following subsections.
3.1. Type I Error Probability Results. Table 1 shows the Type I error probabilities of the tests under scale parameters 2 and 5 for small, moderate, and large samples with and without outliers. The GP and FA test can not control Type I error probability in small samples for $\alpha_{0}=0.05$ while the PB test controls Type I error probability under unbalanced design $n_{i}=(5,10,15)$. The performance of the PB test to control the Type I error probability is not similar in the presence of outliers. It does not control the Type I error probability and shows a more conservative performance than the design without outliers. The FA and GP test generally has Type I errors close to each other and are more conservative than the PB test. In the presence of outliers, the performance of the GP and FA tests are affected negatively also and show more conservative performance. The PB test performs better than the others in moderate and large samples and controls the error. The performance of the GP and FA test is getting better in large and moderate samples. The performance of the test on controlling the Type I error probability is getting better when the number of groups $(k)$ is increased. Even if the presence of outliers negatively affects the performance of all tests to control the Type I error probability, the increase in sample size eliminates this negative effect for GP and PB tests.

TABLE 1. Type I error probabilities for $\alpha_{0}=0.05$

|  |  |  | without outliers |  |  | with outliers |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | $n_{i}$ | $a_{i}$ | $b_{i}$ | GP | PB | FA | GP | PB |
| 3 | $10,10,10$ | $2,2,2$ | $1,1,1$ | 0.0061 | 0.0087 | 0.0010 | 0.0130 | 0.0100 |

3.2. Penalized Power Results. Table 2 shows the results of penalized powers of the tests in the case of $k=3$ for several effect sizes and sample sizes. Recall from Table 1 that the GP and FA tests are very conservative in terms of Type I error probability, while the PB test successfully controls the Type I error probability.

The penalized power results show that the PB test is more powerful than the GP and FA test in most of the scenarios except the case of unbalanced small sample size designs. In higher effect sizes for large samples, penalized power of the tests are higher than 0.85 . Also, their performances are better in unbalanced designs than in balanced designs. The performance of the GP and PB tests is affected negatively when the scale parameter is increased while the performance of the FA test is positively affected without outliers. It is seen that the power of the tests decreases in the case of $\theta_{i}=5$. For example, the power of the PB test is 0.99 in the case of $\theta_{i}=3$ and 0.96 in $\theta_{i}=5$, it is the biggest difference between the tests. It is concluded that the effect of the higher scale parameter on the PB test is higher than the others. However, the penalized power of the PB test is the highest in most of the scenarios followed by the GP test and the FA test. When the power of the tests is evaluated according to whether there is an outlier or not, it is seen that the GP and FA tests are higher in the case of outliers than in the case of no outliers, and the contrary, the power of the PB test is lower. The result is that PB is the uniformly most powerful test in the non-presence of an outlier, and GP is the uniformly most powerful test in the case of an outlier.

Table 3 shows the results of penalized powers for $k=4$. Unlike the results in Table 2, the most powerful test is the PB, the second is GP and the last one is the FA test in the presence and non-presence of outliers. The increase in the number of groups affects the penalized power of the tests negatively in small samples in most of the scenarios. Only the performance of the PB test is better than the case of $k=3$ in large samples and it is obtained that the least affected test is the PB test.

When the results given in Tables 2 and 3 are examined, the effect of the design configurations such as the presence of outliers and the number of groups on the performance of the tests differs. Therefore, when using tests, the reliability of their results should be carefully examined.

## 4. Illustrative Examples

In this section, the GP, PB, and FA tests are applied to two real data examples to compare their results in hypothesis testing.

Example 1. Data consists of the lifetimes of a component are different brands in a refrigerator which is collected from a local factory in Turkey and it is available in doex package in $R$ as component data. It is known that the lifetime data generally follows the exponential distribution. However, to make sure of this, the Cramer-von Mises (CvM) goodness-of-fit test is used to test whether the data follows the twoparameter exponential distribution. As a result of the CvM test, the p-value 0.6786 shows there is not enough evidence to reject the null hypothesis indicating that the data follows a two-parameter exponential distribution at the 0.05 significance level. The sample size of the data is $n_{1}=15, n_{2}=49, n_{3}=54, n_{4}=12$. The estimates of the location parameters are $\hat{b}_{1}=8.38, \hat{b}_{2}=8.40, \hat{b}_{3}=8.41, \hat{b}_{4}=8.62$ and the

TABLE 2. Penalized power results for $k=3$

|  |  | without outliers |  |  |  | with outliers |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $n_{i}$ | $a_{i}$ | $b_{i}$ | GP | PB | FA | GP | PB |  |
| $10,10,10$ | $2,2,3$ | $1,1,1$ | 0.0101 | 0.0143 | 0.0021 | 0.0280 | 0.0193 |  |
|  | $2,2,4$ |  | 0.0254 | 0.0334 | 0.0055 | 0.0515 | 0.0432 |  |$) 0.0070$

Table 3. Penalized power results for $k=4$

| $n_{i}$ | $a_{i}$ |  | without outliers |  |  | with outliers |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $b_{i}$ | GP | PB | FA | GP | PB | FA |
| 10, 10, 10, 10 | 2, 2, 2, 3 | 1, 1, 1, 1 | 0.0086 | 0.0130 | 0.0016 | 0.0102 | 0.0134 | 0.0021 |
|  | 2, 2, 2, 4 |  | 0.0149 | 0.0262 | 0.0028 | 0.0146 | 0.0283 | 0.0049 |
|  | 2, 2, 2, 5 |  | 0.0227 | 0.0406 | 0.0050 | 0.0175 | 0.0402 | 0.0063 |
| 7, 9, 11, 13 | 2, 2, 2, 3 |  | 0.0196 | 0.0319 | 0.0037 | 0.0117 | 0.3182 | 0.0050 |
|  | 2, 2, 2, 4 |  | 0.0554 | 0.0687 | 0.0075 | 0.0263 | 0.0651 | 0.0100 |
|  | 2, 2, 2, 5 |  | 0.1074 | 0.1142 | 0.0112 | 0.0703 | 0.1086 | 0.0122 |
| $5,8,12,15$ | 2, 2, 2, 3 |  | 0.0417 | 0.0651 | 0.0090 | 0.0224 | 0.0707 | 0.0103 |
|  | 2, 2, 2, 4 |  | 0.1214 | 0.1242 | 0.0133 | 0.0783 | 0.1149 | 0.0154 |
|  | 2, 2, 2, 5 |  | 0.2425 | 0.1924 | 0.0177 | 0.1784 | 0.1829 | 0.0243 |
| 30, 30, 30, 30 | 2, 2, 2, 3 |  | 0.1254 | 0.2023 | 0.0893 | 0.1191 | 0.2011 | 0.0880 |
|  | 2, 2, 2, 4 |  | 0.4084 | 0.5593 | 0.3302 | 0.4063 | 0.5987 | 0.3226 |
|  | 2, 2, 2, 5 |  | 0.6623 | 0.8024 | 0.5852 | 0.6728 | 0.8552 | 0.6108 |
| 21, 27, 33, 39 | 2, 2, 2, 3 |  | 0.2598 | 0.3147 | 0.1527 | 0.2490 | 0.3175 | 0.1457 |
|  | 2, 2, 2, 4 |  | 0.6636 | 0.7661 | 0.4834 | 0.6385 | 0.7258 | 0.4931 |
|  | 2, 2, 2, 5 |  | 0.8200 | 0.9441 | 0.7182 | 0.7928 | 0.9075 | 0.7229 |
| 15, 24, 36, 45 | 2, 2, 2, 3 |  | 0.3263 | 0.3573 | 0.1700 | 0.3041 | 0.3584 | 0.1656 |
|  | 2, 2, 2, 4 |  | 0.7321 | 0.8051 | 0.5376 | 0.7052 | 0.8178 | 0.5628 |
|  | 2, 2, 2, 5 |  | 0.8416 | 0.9591 | 0.7532 | 0.8104 | 0.9693 | 0.7885 |
| 50, 50, 50, 50 | 2, 2, 2, 3 |  | 0.3099 | 0.4026 | 0.2720 | 0.3394 | 0.4455 | 0.2974 |
|  | 2, 2, 2, 4 |  | 0.7457 | 0.8605 | 0.7083 | 0.7919 | 0.9158 | 0.7428 |
|  | 2, 2, 2, 5 |  | 0.8467 | 0.9413 | 0.8191 | 0.8785 | 0.9861 | 0.8383 |
| 35, 45, 55, 65 | 2, 2, 2, 3 |  | 0.4899 | 0.5281 | 0.3750 | 0.4941 | 0.5520 | 0.3918 |
|  | 2, 2, 2, 4 |  | 0.8284 | 0.9155 | 0.7753 | 0.8396 | 0.9650 | 0.8094 |
|  | 2, 2, 2, 5 |  | 0.8508 | 0.9459 | 0.8213 | 0.8630 | 0.9990 | 0.8566 |
| 25, 40, 6075 | 2, 2, 2, 3 |  | 0.5669 | 0.5865 | 0.4151 | 0.5412 | 0.5725 | 0.4347 |
|  | 2, 2, 2, 4 |  | 0.8643 | 0.9664 | 0.8084 | 0.8299 | 0.9439 | 0.8309 |
|  | 2, 2, 2, 5 |  | 0.8770 | 0.9878 | 0.8415 | 0.8391 | 0.9622 | 0.8574 |
| 10, 10, 10, 10 | $5,5,5,6$ | 1, 1, 1, 1 | 0.0058 | 0.0077 | 0.0008 | 0.0051 | 0.0111 | $0.0007$ |
|  | $5,5,5,8$ |  | 0.0102 | 0.0154 | 0.0017 | 0.0123 | 0.0149 | $0.0028$ |
|  | 5, 5, 5, 10 |  | 0.0149 | 0.0262 | 0.0028 | 0.0145 | 0.0290 | 0.0049 |
| 7, 9, 11, 13 | 5, 5, 5, 6 |  | 0.0099 | 0.0196 | 0.0026 | 0.0080 | 0.0209 | 0.0028 |
|  | 5, 5, 5, 8 |  | 0.0254 | 0.0381 | 0.0045 | 0.0139 | 0.0388 | 0.0057 |
|  | 5, 5, 5, 10 |  | 0.0554 | 0.0686 | 0.0075 | 0.0293 | 0.0667 | 0.0100 |
| 5, 8, 12, 15 | 5, 5, 5, 6 |  | 0.0160 | 0.0406 | 0.0060 | 0.0094 | 0.0477 | 0.0081 |
|  | 5, 5, 5, 8 |  | 0.0539 | 0.0758 | 0.0098 | 0.0340 | 0.0786 | 0.0117 |
|  | 5, 5, 5, 10 |  | 0.1207 | 0.1244 | 0.0133 | 0.0834 | 0.1131 | 0.0154 |
| 30, 30, 30, 30 | 5, 5, 5, 6 |  | 0.0356 | 0.0649 | 0.0255 | 0.0408 | 0.0692 | 0.0326 |
|  | 5, 5, 5, 8 |  | 0.1697 | 0.2679 | 0.1265 | 0.1608 | 0.2780 | 0.1209 |
|  | 5, 5, 5, 10 |  | 0.4089 | 0.5607 | 0.3302 | 0.4100 | 0.6100 | 0.3222 |
| 21, 27, 33, 39 | 5, 5, 5, 6 |  | 0.0703 | 0.1044 | 0.0413 | 0.0691 | 0.0992 | 0.0440 |
|  | 5, 5, 5, 8 |  | 0.3486 | 0.4173 | 0.2074 | 0.3508 | 0.4204 | 0.2113 |
|  | 5, 5, 5, 10 |  | 0.6680 | 0.7676 | 0.4840 | 0.6558 | 0.7370 | 0.4963 |
| 15, 24, 36, 45 | 5, 5, 5, 6 |  | 0.0828 | 0.1161 | 0.0473 | 0.0723 | 0.1108 | 0.0532 |
|  | 5, 5, 5, 8 |  | 0.4269 | 0.4626 | 0.2380 | 0.4035 | 0.4696 | 0.2484 |
|  | 5, 5, 5, 10 |  | 0.7331 | 0.8067 | 0.5380 | 0.7069 | 0.8109 | 0.5654 |
| 50, 50, 50, 50 | 5, 5, 5, 6 |  | 0.0707 | 0.1042 | 0.0590 | 0.0830 | 0.1240 | 0.0728 |
|  | 5, 5, 5, 8 |  | 0.4171 | 0.5298 | 0.3764 | 0.4498 | 0.5810 | 0.3999 |
|  | 5, 5, 5, 10 |  | 0.7452 | 0.8605 | 0.7103 | 0.7910 | 0.9260 | 0.7554 |

estimates of the scale parameters are $\hat{a}_{1}=1.47, \hat{a}_{2}=1.60, \hat{a}_{3}=1.82, \hat{a}_{4}=1.80$, respectively. It is clearly seen that the scale parameters are different. The lifetimes of the brands are given in Figure 1. The boxplots show that the groups referenced as Brands 2-4 consist of outliers. These outliers are higher than one and a half times higher than the medians. Testing the mean lifetimes of the components under scale parameters, GP, PB, and FA tests are performed by using the doex.
The p-value of the GP, PB, and FA tests are $0.6807,0.7471$, and 0.7545 , respectively. Thus, there is no evidence to reject the null hypothesis at $\alpha_{0}=0.05$ and concluded that the mean lifetimes of the components produced by different brands are not different. It is seen that the PB test can control the Type I error probability very close to the nominal level, in the unbalanced moderate, low-scale parameter and outlier design in Table 1. Therefore, it can be said that the results obtained in this example are reliable.

Example 2. In this example, the equality of mean agricultural income of the geographical regions in Turkey is considered. Agricultural incomes of the Central Anatolia (CA), Eastern Anatolia (EA), and Southeastern Anatolia (SA) regions in 2017 are considered and the data is obtained from the Turkish Statistical Institute Database. The Cramer-von Mises (CvM) goodness-of-fit test is used to test whether the data follows the two-parameter exponential distribution. As a result of the CvM test, the p-value 0.4005 shows there is not enough evidence to reject the null hypothesis indicating that the data follows a two-parameter exponential distribution at the 0.05 significance level. The number of city in the geographical regions are $n_{C A}=13, n_{E A}=14$, and $n_{S A}=9$. The estimates of the location parameters are $\hat{b}_{C A}=0.7503, \hat{b}_{E A}=0.3649, \hat{b}_{S A}=0.5811$, and the estimates of the scale parameters are $\hat{a}_{C A}=2.2122, \hat{a}_{E A}=1.0558, \hat{a}_{S A}=1.7988$, respectively. The agricultural income of the geographical regions in Turkey is given in Figure 2. The boxplots show that the groups referenced as CA and SA consist of outliers. The outlier in the geographical region of CA is five times higher than the median while the outlier in the geographical region of SA is three times higher than its median. Testing the mean income of the geographical regions under unequal scale parameters, GP, PB, and FA tests are performed.
The p-value of the GP, PB, and FA tests are $0.0816,0.0881$, and 0.1489 , respectively. Thus, there is enough evidence to reject the null hypothesis at $\alpha_{0}=0.10$ and concluded that the mean incomes of the geographical regions are not different according to the results of the GP and PB test. In Table 2, the GP and PB tests are more powerful than the FA test, that's why it can be said that the results of these two tests are more reliable than the FA test in the presence of outliers.


Figure 1. Lifetime of the components in years


Figure 2. Agricultural income of the geographical regions in Turkey

## 5. Results and Conclusions

The generalized p-value, parametric bootstrap, and fiducial approach-based test proposed by Malekzadeh and Jafari 18 can be used for complete data. The performance of the tests was compared in terms of Type I error probability and penalized power for complete data and the most powerful test is determined. The results are obtained in balanced and unbalanced designs for small, moderate, and large samples in the presence of outliers. The simulation results clearly show that the PB test is superior to the others to control the Type I error probability and penalized power in most of the cases. Only in the presence of outliers, the GP test is more powerful than the PB test in $k=3$ group designs. There are also some interesting results obtained such as the negative effect of the balanced designs and higher scale parameters on the performance of the tests. Moreover, illustrative examples are given to perform the tests on a real data example. It is concluded that the lifetimes of the components are not statistically significant. In this study, the PB test is obtained as a powerful test for testing the equality of exponentially distributed populations' means under unequal scale parameters and it can be safely used in reliability analysis, modeling extreme events, sequential analysis, and income inequality.
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