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1. Introduction

Based on the concept of density of positive natural numbers, statistical convergence was independently
defined by Fast [1] and Steinhaus [2] in 1951. Moreover, Zygmund [3] studied the concept of statistical
convergence under the name of almost all convergence in 1939. Afterward, in 2003, Mursaleen and Edely

[4] investigated the concept of statistical convergence in double sequence space.

Phu [5] has defined the concept of rough convergence in finite dimensional normed spaces as a natural
generalization of ordinary convergence. He has also shown that the set LIMZ, the set of all the rough limit
points, is bounded, closed, and convex. Using the concept of natural density, Aytar [6] has defined the
concept of rough statistical convergence. Furthermore, Malik and Maity [7, 8] have studied the concepts of
rough convergence and rough statistical convergence of double sequences in normed linear spaces, respec-

tively. Besides, many studies on these concepts have been conducted [9-11].

The theory of fuzzy sets was introduced by Zadeh [12] in 1965. Then, the concept of fuzzy norms on a
linear space was proposed by Cheng and Mordeson [13], and some properties of the fuzzy norm have been
studied [14]. Atanassov [15, 16] has proposed the concept of intuitionistic fuzzy sets as a generalization of

fuzzy sets. Park [17] has suggested the concept of intuitionistic fuzzy metric space. After, Saadati and Park
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[18] defined the concept of intuitionistic fuzzy normed space (IFNS). Moreover, they have also introduced
the concepts of convergence and the Cauchy sequences in an IFNS. Afterward, Karakus et al. [19] proposed
and investigated the concept of statistical convergence in an IFNS. Savas and Giirdal [20] have suggested
a generalization of statistical convergence in an IFNS. Mursaleen [21] has defined the concept of statistical
convergence of double sequences in an IFNS. Moreover, Antal et al. [22] have proposed the concept of rough

statistical convergence in an IFNS.

The present paper can be summarized as follows: In the second part of the present study, some basic defi-
nitions and properties to be required for the next section are provided. Section 3 proposes the concepts of
rough convergence and rough statistical convergence of double sequences in an IFNS and studies some of
their basic properties. Moreover, it defines the concepts of rough statistical (r-st) limit points and r-st cluster
points of a double sequence in an IFNS and investigates some of their basic properties. The final section

discusses the need for further research.
2. Preliminary

This section presents some of the basic definitions to be required in the next sections.

Definition 2.1. [7] Let (x k) be a double sequence in a normed space (X, | - |) and r = 0. Then, the double
sequence (xj) is said to be rough convergent (r-convergent) to xo € X, if for all € > 0, there exists Ny € N
such that for all j, k = N,

||xjk—x0|| <r+e¢

It is denoted by x i L xg. The element xj is called an r-limit point of the double sequence (x ;).

Definition 2.2. [4] The double natural density of the set A <N x N is defined by

62(A)= lim H(j,k) € A:j=mand k < nj|

m,n—o0 mn

where |{(j, k) € A: j < m and k < n}| denotes the number of elements of A not exceeding m and n, respec-
tively. It can be observed that if the set A is finite, then d2(A) = 0.

Definition 2.3. [8] Let (x k) be a double sequence in a normed space (X, [|-]) and r = 0. Then, (x k) is referred

to as r-statistically convergent to x € X, if for all € > 0,

62 ({(j, k) ENxN: ijk—x()” >r+e})=0

r—Ssty

In this case we write x Xo. The element xj is called an r-statistical limit point of the double sequence

(xjk)-
Definition 2.4. [22] An intuitionistic fuzzy normed space (IFNS) is the triplet (X, u,v) with linear space X

and fuzzy sets u, v on X x R, if the following conditions for all x, y € X and s, u € R are valid:

. wx;u)=0and v(x;u) =1, for u¢ R*
ii. ux;u)=1landv(x;u)=0,forueR* < x=0
iii. plax;u)= ,u(x; ﬁ) and v(ax; u) = v(x; ﬁ), fora #0

iv. min{u(x;s), u(y; u)} < p(x+ y; s+ u) and max{v(x;s),v(y; ) = v(x+ y; s+ u)
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v. lim p(x;w) =1, lim pu(x;u) =0, lim v(x;u) =0, and lim v(x; u) =1
uU—00 u—0 u—o0 u—0

Moreover, the ordered pair (u, V) is called an intuitionistic fuzzy norm.

Example 2.5. [18] Let (X, | - ||) be a normed space and for all # >0 and x € X,

x|l
and v(x;u) =
+ [l x| u+|xl

ulx;u) =

Since the conditions in Definition 2.4 are valid, the triplet (X, y, v) is an IFNS.

Definition 2.6. [18] Let (X, u,v) be an IFNS, x € X, £ € (0,1), and u > 0. Then, the open ball with center x and

radius € is the set B(x,&,u) ={ye X:u(x—y;u) >1—-eand v(x— y; u) < e}.

Definition 2.7. [21] Let (X, i, v) be an IFNS. Then, a double sequence (x;x) in X is called convergent to xg € X

with respect to the intuitionistic fuzzy norm (g, v), if there exists N, € N for all # >0 and € € (0, 1),

ﬂ(xjk—xo;u) >1—£andv(xjk—xo;u) <g forall j, k= N,

. (V)
and denoted by (u,v) _jlklinooxjk = X OT Xj — Xp.

Definition 2.8. [21] Let (X, i, v) be an IFNS. Then, a double sequence (x j k) is said to be statistically conver-

gent to xo € X with respect to the intuitionistic fuzzy norm (y, v), for all u >0 and € € (0, 1), if

82 ({(, k) eNXN: p(xjr—x0;u) <1—eorv(xj—xo;u) = €}) =0

and denoted by sté“’v) - jlkim Xjk = Xo.
,k—o0

3. Rough Statistical Convergence

This section defines the concepts of rough convergence and rough statistical convergence of double se-
quences in an IFNS and examines some of their basic properties.

Definition 3.1. Let (X, y,v) be an IFNS and r = 0. Then, a double sequence (x jk) in X is said to be r-
convergent to xo € X, with respect to the norm (u,v), if there exists N, € N for all # > 0 and € € (0,1) such
that

p(xjx —xo; 7+ u) >1—¢€and v(xjr — xo; 7 + u) <¢, forall j, k= N;

T(uv . .. .
In this case, we write r(;,y) — .lkim Xjk = Xo OT Xjk 4, Xo, where x is called an r(,)—limit point of the
J,k—o0
double sequence (x k)

Note 3.2. For r = 0, the concept of rough convergence in IFNSs becomes the concept of ordinary conver-
gence in IFNSs.

The r(,,y)—limit point of a double sequence may not be unique. Therefore, the set of all the r(, ) -limit points

for a double sequence (x ) is as follows:

u roo._ X Ty
VLIijk = {xo eX:ixjp— xo}

If ﬁf LIM ;]_k # ¢, the double sequence (x k) 18 rough convergent.
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Definition 3.3. Let (X, y,v) be an IFNS and r = 0. Then, a double sequence (x jk) in Xis referred to as rough

statistically convergent to xy € X with respect to the norm (y,v), forall u > 0 and € € (0, 1), if

62({(j,k)eNxN:p(xjk—xo;r+u)sl—eorv(xjk—xo;r+ u)=e})=0

T—':/tstg

Iz : -
and denotedbyr—vstz—jllclglooxjk—xo Oor Xjj Xo-

Note 3.4. If r = 0, then rough statistical convergence coincide with statistical convergence in IFNSs

The rough statistical limit of a double sequence may not be unique. Hence, the set of rough statistical limit

points is denoted as follows:

r=bst
stg—‘vlLIM;jk = {xOEX:xjk v xo}

Let (x;x) be a unbounded sequence. Then, PLIM ;jk is empty set. However, this is not achived in the case of

rough statistical convergence. Hence, st, —,, LI M;},k may not be empty set.

Example 3.5. Let us consider a real normed space (X, || - ||) and, forall >0 and x € X,

Il

and v(x,u) =

(x,u) =
K Il u+ 1l

Then, the triplet (X, u,v) is an IFNS. For all j, k € N, define

{ (-1)J*k j and k are non-squares
Xik =
i

jk, otherwise

Then,
D, r<l1

_H roo_
Stz VLIMXjk_{ [l—r,r—l], r>1

and LIM;]_k =@, forallr=0.

Afterward, the concept of rough statistically bounded sequence in an IFNS is as follows:

Definition 3.6. Let (X, u, v) be an IFNS and r > 0. Then, a double sequence (x ) in X is said to be statistical
bounded with respect to the norm (u, v), if there exists a real number M > 0 for all # > 0 and € € (0,1) such
that

02({(j, k) ENXN:pu(xjp; M) <1—€orv(xj; M) =€) =0

Definition 3.7. [8] A double subsequence x’ = (x i kq) of a double sequence x = (x j k) is called a dense sub-

sequence, if 62 ({(jp, kq) ENxN:p,geN}) =1.
Example 3.8. Let us consider the IFNS in Example 3.5 and, for all j, k € N, define

jk, jand k are squares
X jk=

0, otherwise

Thus, st —’V‘ LI M)’Cjk = [-r,r]. Moreover, for the subsequence x' = (x k) of (xjx) such that j; and k; are
squares, st —ﬁ LIM;, = @. It can be seen that st» —‘VI LIM;jk §Z sty —ﬁf LIM;,. However, this inclusion for
the rough statistical convergent sequences and their dense subsequences in an IFNS is valid. The following

theorem explains this state.
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Theorem 3.9. Let (X, y,v) be an IFNS. If x’ = (xjpkq) is a dense subsequence of x = (xjk), then

stp— LIM}, < st, =\ LIM,

Proof.

The proofis obvious.

Theorem 3.10. Let (X, u, v) be an IFNS. A double sequence (x;i) in X is statistically bounded if and only if
sty —h LIM;, # @, forall r>0.

Proof.
Let (X, u,v) be an IFNS.

(=) : Leta double sequence (x ;i) be statistically bounded in the IFNS. Then, forall u >0, € € (0,1), and r > 0,

there exists a real number M > 0 such that
62({(J, k) ENXN: pu(xjp; M) <1 —€orv(xj; M) =€) =0

Let K={(j,k) e NxN: p(xjp; M) < 1—¢€orv(xj; M) = g} For ke K¢, plxjpM)>1-¢ and v(xjr; M) <e.
Moreover,

p(xjp T+ M) = min{p(0; 1), u(xjx; M)} = minf{l, p(xj; M)} > 1-¢€

and

V(Xjr; T+ M) = max{v(0;7),v(xji; M)} = max{0, v(xj; M)} <&

Hence, 0 € st -, LIM;jk. Consequently, st — LIM;jk #P.

(<) : Let sty —’V‘ LIM;]_k # @, for all r > 0. Then, there exists xy € X such that xy € sty —ﬁf LIngk. For all

u>0ande€(0,1),
62({(j,k)Ele\I:p(xjk—xo;r+u)sl—sorv(xjk—xo;r+ u)=¢e})=0

Therefore, almost all xj; are contained in some ball with center xo which implies that double sequence
(x ;i) is statistically bounded in an IFNS. Theorem 3.11 shows that rough statistical convergence of a double

sequences in an IFNS has many arithmetic properties similar to those of ordinary convergence.

Theorem 3.11. Let (x;x) and (y;x) be two double sequences in an IFNS. Then, for all r = 0, the following
holds:

. r—ﬁ,‘Stg r—“:Stg
.. Ifxjx — xoand @ €F, then axjr —— axp.

"

r=bst, r=bst,

.. r=bst,
ii. If Xy xo and yjr —— Yo, then xjx + yj Xo + ¥o-

Proof.

Let (x;x) and (y;x) be two double sequences in an IFNS and r = 0.

_H
i. Letxjx Ik, Xo and «a € F. Therefore, if for all # >0 and € € (0,1),

u r+u
<l-¢€orv xjk—xo;ﬁ >¢
a

. r+
K:{(],k)el\lxl\l:u(xjk—xo; ]
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then §,(K) =0. Let (¢,s) € K¢. Then, p(xts — Xp; %) >1-¢eand v(xts — Xp; TTfl) < €. Hence,

r+u
plaxes —axo; r+u) =u(x;s—xo;m) >1-¢ 3.1)
and
r+u
v(axgs— axo;r+ u) =v(xts—x0;ﬁ) <& (3.2)
a

Let H={(j, k) eNxN: u(axjr—axo;r +u) >1-¢and v(ax;r — axo;r + u) < €}. From Equations (3.1)

r—’\fstz

and (3.2), (t,s) € H. Therefore, K¢ < H. Consequently, aXjg axy.

_H _H
ii. Letxji 2%, xoand Vik Ik, ¥o- Therefore, if for all u >0 and € € (0, 1),

r+u

A:{(j,k)el\lxl\l:y(xjk—xo; )sl—eorv(xjk—xo;H—u)zg}

2

and

B={(j,k) ENxN: pu(yjr—yo;r+u) <l—¢eorv(yjx—yo; 7+ u) = &

Then, §,(A) =0 and 6,(B) = 0. Let (¢, s) € A°n B. Then,

e = ) > 1—eandv(xt5—xo;r+7u) <e
and
,u(yts—yo;r;—u) >1-eand v (yes - o r;”) <e
Hence,
UGt + Yus = (o + Xo); 7+ 1) = min e (x5 — xo5 r; %) (yes—yoir+ %)} >l-e  (33)
and

V(Xts+ Yes— (Yo + Xo)s 7+ u) = rnaX{v (x,:s — Xo; r;—u) Vv (,Vts - Yos r;—u)} <e (3.4)

Let C = {(j, k) eNxN: p(xje+ yjx— (Xo + yo); 7+ u) > 1 - and v (xji + yji — (Xo + yo); I + u) < €}. From
r—fs@

the Equations (3.3) and (3.4), (z, s) € C. Therefore, C = A°n B¢. Consequently, x;r + ¥k

Xo + )o.

Theorem 3.12 and Theorem 3.13 prove some topological properties of the r-statistical limit set of a double

sequence in IFNSs.

Theorem 3.12. Let (x) be a double sequence in an IFNS (X, 4,v) and r = 0. Then, the set s#, - LIM;]_k is

closed.

Proof.
Let (xjx) be a double sequence in an IFNS and r = 0. If s, —’V‘ LIM;j,k = @, then the theorem is valid.
Therefore, let st —’Vl LIM;jk #Z@, forall r =0 and yp € st _,va LIM;jk. Then, yjr € si —ﬁf LIM;jk such that

Vik v, ¥o- Then, for all # > 0 and € € (0, 1), there exists a k; € N such that

,u(yjk—yo;g)>1—£andv(yjk—y0;;)<£,forallj,k2k1
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Let ymn € Sty —5 LIMJﬁjk for m, n > k; such that
. u u
62((],k)ele\I:p(xjk—ymn;r+E)sl—eorv(xjk—ymn;r+5)2£)=0

. u u
For(t,s)€A={(],k)el\lxl\lz,u(xjk—ymn,Hz)>1—£andv(xjk—ymn,r+5)<£}

u u
:u(xts__anrr'i‘E)>1—Eandv(xt5—ymn,r+§)<g

Then,
U(xes—yo, r+u) = min{,u(xjk—ymn, r+ g) ,,u(ymn - Yo, g)} >1-¢ (3.5)
and
V(X¢s— Yo, 7+ U) < max{u (xjk —Ymn T+ ;) ,u(ymn - Yo, ;)} <€ (3.6)

Let B ={(j, k) e NxN: p(xj—yo,r+u) > 1—-eand v(xjr — yo, 7 + u) < }. From the Equations (3.5) and
(3.6), (¢,5) € B. Since A< B, then 02(A) < d2(B). Consequently,

Yo € sto —4 LIMy,
Theorem 3.13. Let (x;;) be a double sequence in an IFNS (X, 4, v) and r = 0. Then, the set sz, LI M;jk is

convex.

Proof.

Let (xjx) be a double sequence in an IENS, r = 0, and x;, X2 € sty —5 LI M;jk. For the convexity of the set
sty = LIMy , we should show that [(1 — A)x1 + Axz] € st - LIMy , for all A € (0,1). For all u >0 and
£€(0,1),let

. r+u r+u
Ml:{(]’k)ENXN3N(xjk—x1; )Sl—eorv(xjk—xl; )25}

20— 1) 200-1)
and
M2:{(]',k)ENXNZ,U(x]'k—xZ;r;_—Au)SI—EOIV(XJ]C—XZ;’;—AM)ZE}

By assumption we have 6, (M;) =0 and §2(M>) = 0. For k € Mf N MZC,

P — 1A=V x1 + Axo]; 7+ 1) = (1= A) (xjx — X1) + AMXjg — X2); 7+ )

> min{u ((1 - D (xjk—x1); HTM) H (ijk ~ X2); %)}

= Ml Xjk 1,2(1_/\) M Xk 25 o1

>1-¢
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and
V(xjr —[A=Ax1+ Axalsr+ 1) = v((1 = D) (X — x1) + AXjk — X2); 7 + 1)
r+u r+u

zmax{v((l—A)(xjk—xl),T),v(/l(xjk—xz);T)}
_max{v(x‘ _x.”_u) v(x; _x.ﬂ)}
- jk 1)2(1_/1) ’ jk 2) 21
>€

Thus,

62({(j, k) ENxN:u(xj—[A-Nx1+Axir+u) <l-corvixp—[A-ADxy +Ax2lir+u)=1-¢€}) =0

Consequently, [(1-A)x; + Axp] € sty —‘V‘ LIM;jk and so st —‘Vl LIM;]_k is a convex set.

Theorem 3.14. Let (x k) be a double sequence in an IFNS (X, y,v) and r = 0. If there exists a double se-
quence (yx) in X, statistically convergent to xo € X with respect to the norm (y, v) and, foralle € (0,1) and j, k €
N, u(xjx —yjrs 1) >1-¢ and V(Xjk— Vi T) <E, then (xjk) is rough statistically convergent to xy € X with re-

spect to the norm (u, v).

Proof.

Let (xk) be a double sequence in an IFNS, r = 0, u > 0 and there exists a double sequence (y k) in X such

(V)
2

that Vik Xo and p(Xj—YjpT)>1—¢€ and V(Xjk— Vi 1) <E, forall j, k e N. For given € € (0,1), let
A:{(j,k)ENxN:p(yjk—xo;u)sl—sorv(yjk—xo;u)zs}

and

B={(j,k) ENxN:u(xjr—yjr;r) <1 —-€0r v(Xjp — ¥ji; 1) = €}

Clearly, 62(A) =0 and d2(B) = 0. For (j, k) € A°n B¢,
,u(xjk —Xo;r+u)= min{p(xjk - YVik r),p(yjk —Xxp;uw}l>1-¢

and

V(Xjr—Xo; 7+ w) =smax{v(xjr — yjis 1), V(¥jk — Xo; W} <€

Then, for all (j, k) € A°n B¢,
,u(xjk—xo;r+u) > l—sandv(xjk—xo;rJru) <€
This implies that
{(j, k) ENXN:p(xjr—xp;r+u)<sl-eorv(xjr—xp;r+u)=2ef< AUB

Then,
62({(j, k) ENXN: pu(xjr — X057+ u) <1 —€0or v(xjr — Xo; 7 + u) 2 €}) < 62(A) +62(B)
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r—ffsl’g

Hence, 62({(j, k) ENxN: u(xjr — xo; 7+ u) <1—€ or v(xjr — Xo; 1 + u) = €}) = 0. Consequently, x i X0.

Theorem 3.15. Let x = (x;;) be a sequence in an IFNS and r > 0. Then, there does not exist y,z € st .

LIM;jk suchthat y(y—z;mr)<l—eorv(y—z;mr)=¢,fore € (0,1) and m > 2.

Proof.
Let (xjk) be a sequence in an IFNS and r > 0. Assume that there exists y,z € st —ff LI M;j . such that for
m>2,

puly—-zmr)sl-corv(y—z;mr)=¢

For given € € (0,1) and u > 0. K; and K are denoted as follows:
K1:{(j,k)ENxN:u(x~k—y;r+E)s1—£orv(x~k—y;r+z)2£}
j 2 J 2

and

Kg:{(j,k)el\lxl\l:,u(xjk—z;r+;)sl—eorv(xjk—z;r+g)2£}

Hence, §(K;) = 0 and 6(K3) = 0. For (j, k) € K{ n K3,
uy—2z;2r+u) 2min{u(x~k—z;r+E),u(x~k—y;r+E)} >1-¢
J 2 J 2

and

v(y—2z;2r+u) smax{v(xjk—z;r+g),v(xjk—y;r+g)}<e

Hence, u(y — z;2r +u) >1—eand v(y — z; 2r + u) < €. Then,
uy—-zmr)>l—corv(y—z;mr)<e, form>2

which is contradiction to the hypothesis. Therefore, there does not exists y,z € st — LI M;jk such that

uy—zmr)sl—-eorv(y—z;mr) =g, foree(0,1) and m> 2.

Next, the concept of rough statistical cluster points of a double sequence in an IFNS is defined, and some

related results are proposed.

Definition 3.16. Let (X, i, v) be an IFNS, y € X, and r = 0. Then, y is called rough statistical cluster point of
the double sequence (x k) in X with respect to the norm (y,v) (brieﬂy, r —ﬁf stp-cluster point of(x j k)) if for
allu>0ande€ (0,1)

62({(j, ) ENxN:p(xjr—y;r+u)>1-eand v(xjr—y;r+u) <e}) >0

The set of all the r - st,-cluster points of x = (xjk) in an IFNS is denoted by I', ) (x). If r = 0, then

(V)2
i, @ =T, (0.

Theorem 3.17. Let x = (xjk) be a double sequence in an IFNS and r = 0. Then, F(’# Vo (x) is a closed set.
Proof.

Let (xj) be a double sequence in an IFNS and r = 0.

i If F(ru Vs (x) = @, then the theorem is valid.
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ii. Let F(r#'v)z (x) # @ and yp € 1"(’%”2 (x). Then, there is a double sequence (y;) in F(’ﬂ,v)z(x) such that

(V) r

Vik — Yo, for all j, k € N. It is sufficient to show that y, € F(HN)Z (x). As yjk b, ¥o, for all u > 0

and € € (0,1), there exists k. € N such that u (yjk - Yo; g) >1-¢eand v(yjk - Yo; ;) <eg forall j, k= k..
Let jo, ko € N such that jy, ko = k. Then,

.U(}/joko —yo;g) >1-¢ andv(yjoko —yo;;) <g

Since y; € l“(r'um)2 (X), Yjoko € F(ruyv)z (x). Thus,

62({(j,k)ENxNz,u(yjk—yjokO;r+g)>l—sandv(yjk—yjoko;r+g)<£})>0

Let
A:{(j,k)el\lxl\l:,u(xjk—yjoko;r+g)>l—eandv(x]'k—yjoko;r"'g)<5}

u u
Choose (t, s) € A. Then, ,u(xts— Vigkyy T+ 5) >1-¢and v(xjk = Vikes T+ 5) < . Therefore,

p(xes—yosr+u) = min{p(xts—yjoko;r+ g),u(yjoko —yo;g)} >1-¢ (3.7)

and

v(xe;s—yorr+u) < max{v(xts — Yok T+ g)»V(J’joko - Yo; g)} <€ (3.8)

. u .
Let B = {(], k) eNxN: /,L(xjk—yo; r+u)>1-¢and v(xjk - Yo, + E) < e}. From the Equations (3.7)
and (3.8), (t,s) € B. Thereby, A< B and so 62(A) < d2(B). Therefore,

82({(j, k) eNxN: p(xje—yo;r+u)>1—eand v(xjx— yo;7+u) <€) >0

,
Consequently, y € I' ﬂ,v)z(x).

Theorem 3.18. Let x = (x;;) be a double sequence in an IFNS. Then, for an arbitrary y € I',,v),(x) and

e€(0,),u-y;r)>1-eandv(—vy;r)<eg forallé e F(’HV)Z(x).

Proof.

Let x = (xjx) be a double sequence in an IFNS and y € I'(, ), (x). Then, for all u > 0 and ¢ € (0, 1),
62({(j, ) ENxN:p(xjr—y;u)>1—-eand v(xjr—y;u) <€e}) >0

Let A={(j,k) eNxN: p(xjr—y;u)>1-¢ and v(xji —7y;u) <e}. Choose (1, 5) € A.
Then, p(x¢5s—y;u) >1—¢and v (x5 —y;u) < €. Thus,

(s —&r+w) =min{p (X —y;u), uE—ynt>1-¢ (3.9)

and

V(X — &+ u) <max{v(x;s—yiu),vE-y;n}<e (3.10)

Let B={(j,k) eNxN:pu(xjr—&r+u)>1-¢ and v(xjr— &+ u) < ef. From the Equations (3.9) and (3.10),
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(t,s) € B. Thereby A < B, §2(A) < 62(B). Therefore,
S2({(, ) eENxN:p(xjr—&r+u)>1-gand v(xjr—&r+u) <e}) >0

;
Consequently, ¢ € I L) (x).

Theorem 3.19. Let x = (x;) be a double sequence in an IFNS, r > 0 and c € X. Then,

Tuv,@= U Blen

CEF(HvV)Z (x)

Proof.

Let x = (xjx) be a double sequence in an IFNS and r > 0. Letye U B(cg,r), then there exists
CEF(MV)Z (x)

¢ € T'(y,v),(x) such that for all r > 0 and given ¢ € (0,1), u(c—7y;r) >1—¢€ and v(c—7y;r) <e&. Fix u > 0.

Since c € L uv), (), there exists a set
K={(, k) eNxN:pu(xjt—cu)>1-¢ and v(xjr—c;u) <e}
such that 6§, (K) > 0. For (j, k) € K,
p(xje—yr+u)=zmin{p(xjr—cu),uc-y;nN}>1-¢
and
v(xjr—y;r+u) smax{v(xjr—cu),vic-y;n}<e
This implies that 8, ({(j, k) e NxN: p(xj—y;r+u)>1-¢ and v (xjr —y;r + u) <e}) >0. Hence,y € I{, (x).

(V)2
Therefore, U B AncI? | (x).

Cer(u,v)g (x) vl

Conversely, lety € F(r“ Vs (x)and y ¢ U B(c,e,r)and soy ¢ B(c,¢,r), forall ce 'y vy, (x). Then,
! CEF(,u,v)Z (x)

uly—crysl-eorv(y—cr) =g, forallcel'yy,(x)

By Theorem 3.18, for y € I'(yv), (), u(y —¢;r) >1—eand v(y —¢;r) <g, forall ce 1“(ruyv)2 (x) which is a contra-

diction to the assumption. Therefore, y € U B(c,¢,r). Hence, I'" (x) c U B(c,&,1).
(V)2
Cer(ﬂﬂ’)g (x) CEF(H‘V)Z (x)

Theorem 3.20. Let x = (x;) be a double sequence in an IFNS and r > 0. Then, for all ¢ € (0, 1),

i. If ¢ € Ty, (%), then st = LIMY, < B(c,€,7).

i, sp=YLIM[ = N Bleen= {5 € X: T, (x) € BE e, r)}

CEF(IL'V)Z (x)

Proof.

Let x = (xjx) be a double sequence in an IFNS.
i. Consider ¢ € st — LIM;jk and ceT'(y),(x). Forall u>0and e € (0,1), let

A={(j,k) ENxN:p(xj—&:r+u)>1—-eand v (xjr—&r+u) <ef



Ozcan and Or/ JNRS / 11(3) (2022) 233-246 244

and

B={(j,k) eNxN:p(xjr—cu)>1-eandv(xjr—c;u) <e}
Thus, §2 (A°) =0 and §2(B) #0. For (j, k) € AnB,
pE—cr)zmin{u(xjr—cu),u(xjr—-&r+u)p>1-¢
and
v(&—cr) smax{v(xjr—cu),v(xjr-&r+u)f<e
Therefore, ¢ € B(c, ¢, ). Hence, st» —f,‘ LI M;jk CB(c,&,1).

ii. From the statement i., stg—ﬁLIM; c N B(c,g,r). Lety € ( B(c,¢e,r). Then, u(y—c;r)=z1-¢
jk
cel (), (%) CEL (), (%)

and v(y—c;r) <¢, forall c € I' ), (x). This implies that
[uv),(x) € B(y,€,1)

and so
N Blenc {f € X : Ty, (®) S BE ¢, r)}

CEF(%V)Z (x)

Further, let y ¢ st —ﬁ LIM;]_]C. Then, for u >0,
62({(j, k) ENxN:pu(xjp—y;r+u) <l—corvixjr—y;r+u) =€) #0
which implies that a statistical cluster point c exists for the sequence x such that
py—-cr+u)<l-corv(y—cr+u)=e¢
Thus, [(y,v), (x) € B(y,€,1) and y ¢ {6 eX:T ), @) < m} Therefore,
{5 € X : Ty, (%) QM} st —h LIML,

andso (1  B(ce, 1) S st —h LIMjy . Consequently,
€L ), (%) J

st—yLIML, = [ B(c,s,r)={€€Xif(u,v)Z(X)gB(f»g»r)}‘

CEF(MV)Z (x)

Theorem 3.21. Let (x k) be a double sequence in an IFNS. If (x k) is statistically convergent to ¢ € X with
respect to the norm (g, V), then for all e € (0,1) and r > 0 st — LIM;jk = B(¢,¢,1) is hold.

Proof.

Let (xjx) be a double sequence in an IFNS and (x;i) be statistically convergent to ¢ € X with respect to

(V)
2

the norm (y, v) and u > 0. Since x ik ¢, then there exists a set

A={(j,k) eNxN:p(xjr—&u)<1-€ or v(xjr—&u) =€}
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such that §2(A) =0.Let ye B({,e,r) ={yeX:u(y-&r)=1-¢,v(y—¢&;r) < €. For (j, k) € AS,
p(xje =y +u) zmin{p(xje =& u), uly -t >1-¢

and

v(xjk =y +u) s max{v(xjx - &u), vy - &} <e

This implies that y € stz—ﬂLIM;jk, i.e., B(é,e,1r) stg—‘VlLIM;jk. On the other hand, stg—’V‘LIM;jk c B(,¢,1).

Hence, sty —ﬁf LIM;]_k =B(,¢g,1).

Theorem 3.22. Let x = (x k) be a double sequence in an IFNS. If x is statistically convergent to ¢ € X with
respect to the norm (u, v), then I“(rﬂ v, (%) =5t - LIM;jk for some r > 0.

Proof.

Let x = (xjx) be a double sequence in an IFNS and x be statistically convergent to ¢ € X with respect to

the norm (g, v). Then, I'¢, ), (x) = {}. By Theorem 3.19, for some r >0 and ¢ € (0, 1), l"au'v)2 (x) = B(,¢,71).

Moreover, by Theorem 3.21, B(¢,&,1) = sty —f,’ LIM;”C. Hence, F(ru Vs (%) = sty —ﬁf LIM;jk.

4, Conclusion

This paper studies the concept of rough statistical convergence, a generalization of rough convergence, and
statistical convergence in an IFNS. Then, it defines the concepts of r-st limit and r-st cluster points’ sets and

investigates some of their basic properties.

In the future studies, researchers can study the concepts proposed herein for triple sequences. Moreover,
they can define the concept of rough ideal convergence of a double sequence in an IFNS and examines its

basic properties.
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