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 People mostly communicate through speech or facial expressions. People's feelings and 

thoughts are reflected in their faces and speech. This phenomenon is an important tool 

for people to empathize when communicating with each other. Today, human emotions 

can be recognized automatically with the help of artificial intelligence systems. 

Automatic recognition of emotions can increase productivity in all areas including 

virtual reality, psychology, behavior modeling, in short, human-computer interaction. In 

this study, we propose a method based on improving the accuracy of emotion recognition 

using speech data. In this method, new features are determined using convolutional 

neural networks from MFCC coefficient matrices of speech records in Crema-D dataset. 

By applying particle swarm optimization to the features obtained, the accuracy was 

increased by selecting the features that are important for speech emotion classification. 

In addition, 64 attributes used for each record were reduced to 33 attributes. In the test 

results, 62.86% accuracy was obtained with CNN, 63.93% accuracy with SVM and 

66.01% accuracy with CNN+BPSO+SVM.        
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1. Introduction 

Emotions are an important tool of human 

communication. People's cognitive and mental states 

manifest themselves by being reflected in their face, 

eyes, voice, or body with many different emotions 

such as surprise, disgust, fear, anger, sadness, 

happiness. By integrating interactive human-

computer systems that continuously and 

automatically recognize people's emotional states 

with intelligent systems, these systems can be made 

more interactive. Emotion recognition using speech, 

the primary communication channel through which 

emotional states are conveyed, is an active area of 

research. Systems for speech emotion recognition 

(SER) are used in many different domains, e.g., call 
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centers [1], criminal case [2]. Some studies on SER 

methods in the literature are as follows. Zielonka et 

al. They used Crema-D, RAVDESS, SAVEE, TESS 

and IEMOCAP datasets in their study. In their study, 

the performance difference of spectrogram and mel-

spectrogram features used to extract emotion-

representing features was compared over Resnet-18 

and a custom CNN model. As a result of the 

comparisons, it has been shown that mel-

spectrograms are more suitable for classical CNN-

based education.1 For the Crema-D dataset, they 

achieved an accuracy of 46.75% in the spectrogram 

feature use and 53.66% in the mel-spectrogram 

feature test results in the classical CNN architecture 

test results [3]. Shankar et al. conducted a study on 
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performance among model architectures of data 

augmentation. They used Gated-CNN, MLP-mixer, 

Bi-LSTM, Transformer architectures in their work. 

In the training of model architectures, the 

optimization hyper-parameters of the models were 

adjusted using the VESUS dataset. Then, the 

performances were evaluated by using 5-fold cross 

validation with IEMOCAP and Crema-D datasets, on 

which different data augmentation methods were 

applied on the models. It has been shown that speed 

perturbation, one of the data augmentation types, is a 

robust data augmentation strategy in increasing 

accuracy [4]. Donuk and Hanbay obtained the zcr, 

rmse and mfcc features of the audio signals of the 

Ravdess and Tess datasets. Considering the change 

of these features in an audio signal over time, they 

performed an LSTM-based classification [5]. In their 

study, Singh and Goel conducted a literature review 

on the databases used in speech emotion recognition 

studies between 2000-2021 and the motivations and 

limitations of deep learning used in speech emotion 

classification. Deep learning studies on speech 

emotion recognition were systematically 

summarized by examining 152 articles [6]. 

 

2. Material and Method  

2.1. Crema-D Dataset 

The Crowd-sourced Emotional Multi-modal 

Actors Dataset, Crema-D dataset contains 7442 clips 

created by theater directors for a total of 91 actors, 48 

males and 43 females, ranging in age from 20 to 74 

and of various ethnicities. Actors were asked to speak 

12 specific phrases in one of six different emotions 

(Disgust, Fear, Sad, Anger, Neutral, Happy) and in 

three different intonations (Low, Medium, High). 

The recordings (auditory, visual, and audiovisual) 

were rated by 2,443 raters via crowdsourcing based 

on the intensity of the emotion and feeling. Human 

recognition of recordings made in three different 

modalities as auditory, visual, and audiovisual has a 

hit rate of 40.9%, 58.2%, and 63.6%, respectively [7]. 

The intensities of speech emotion labels belonging to 

the Crema-D data set used in our study are shown in 

the graph given in Figure 1. 

 

 
Figure 1 Crema-D dataset emotion distribution 

 

Audio data of speech emotions are stored in digital 

media by analog-digital conversion. While 

performing this cycle, the quality of the signal is 

determined depending on the number of samples per 

second. In addition, a quantitative dimension of each 

sound sample of the signal is determined. In Figure 

2, a digital representation of a sound with a sampling 

frequency of 22050 is given. 

 

 
Figure 2 Audio signal 

 

2.2. Data Preprocessing 

It has been reported that the classification using the 

available sample values of the audio signals has little 

contribution to the performance of the model used 

[8]. For this reason, acoustic features that best 

represent emotions are needed. Some preprocessing 

steps are required to extract the appropriate features. 

These can be summarized as extracting the silent 

parts with low amplitude values from the audio 

signal, converting the obtained signals to the 

appropriate format for the model to be used in the 

classification, and finally extracting the features from 

the signals. 

 

2.3. Data Cleaning and Editing 

Before extracting the voice features from the 

speech recordings of the Crema-D dataset, the silent 

parts of the wave graphs that we think do not 

represent the current emotion were clipped using the 

librosa [9] library. With this process, emotions will 

be better represented while classifying from 

attributes. Figure 3 shows the original and clipped 

state of the signal to the "angry" sound sense. 
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               Figure 3 Cropped audio signal 

 

To extract features with the same spatial 

dimensions from the audio signals obtained after 

clipping, all audio recordings were arranged to have 

the same sample size. 

 

2.4. Feature Extraction 

Acoustic sound features to represent speech 

emotions are needed to be used in classification from 

data set signals converted into a format suitable for 

feature extraction. There are different attributes 

representing sound in the literature. These can be 

listed as Zero Crossing Rate, Energy, Entropy of 

Energy, Spectral Centroid, Spectral Spread, Spectral 

Flux, Mel Frequency Cepstral Coefficients, Chroma 

Vector, Chroma Deviation. These attributes can be 

used together as well as alone. Mel Frequency 

Cepstral Coefficients (MFCCs), which are widely 

used among these attributes, were used in our study. 

 

2.4.1. Mel-frequency Cepstral Coefficients 

Mel-Frequency Cepstral Coefficients (MFCCs) 

are the most used features to represent the sound with 

a certain number of coefficients. To extract the 

MFCCs features, the audio signal needs to undergo a 

series of processing. First, the preprocessed audio 

signals are divided into frames with the same number 

of samples. With the division process, it is aimed to 

extract more consistent features from the audio 

signals. The number of frames to be obtained can be 

obtained with the formula given in Equation 1. 

 

(
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠−𝐹𝑟𝑎𝑚𝑒 𝑙𝑒𝑛𝑔𝑡ℎ

𝐻𝑜𝑝 𝑙𝑒𝑛𝑔𝑡ℎ
)  + 1                                                (1) 

Hamming windowing is applied for each frame of 

the audio signals split into frames. With Hamming 

windowing, the frequency spectrum to be obtained 

from audio signals is improved. Thus, spectral 

leakage due to discrete frames of the audio signal is 

prevented. After this step, Fast Fourier Transform 

(FFT) is applied for each of the framed signals.  

With FFT, the audio signal is passed from the time 

domain to the frequency domain. Thus, the amplitude 

and frequency values that make up the audio signal 

are extracted. FFT formula is given in Equation 2. In 

the equation, N represents the number of samples in 

the frame, n represents the relevant sample, x(n) 

represents the value of the signal in the n sample, k 

the current frequency, X(k) represents the amplitude 

and phase values of the k frequency in the audio 

signal [5]. 

 

𝑋(𝑘) = ∑ 𝑥(𝑛)𝑒−𝑖
2𝜋𝑘𝑛

𝑁𝑁−1
𝑛=0                          (2) 

 

With the formula given in Equation 3, the powers 

of the frequencies are calculated by squaring the 

values obtained by FFT. 

 

𝑃𝑛 =   
(𝐻𝐹𝐷(𝑥𝑛))2

𝑁𝐻𝐹𝐷
                                                 (3) 

 

It has been reported that the human ear perceives 

sound frequencies linearly up to 1000 Hz and 

logarithmically for values after 1000 Hz [10]. With 

an empirical frequency scale called the Mel scale, 

sound frequencies are converted to frequency values 

suitable for the nature of the human ear. Calculation 

of sound frequency (f) from Mel scale type is given 

in Equation 4. After this stage, Mel spectrogram is 

obtained by applying Mel triangle filters (usually 12 

filters) to the frequency spectrum. The powers of the 

Mel bands are obtained by multiplying the Mel filters 

in each different frequency range with the frequency 

values in the FFT applied frames [5]. 

Discrete Cosine Transform (DCT) is applied as the 

last step in MFCC feature extraction. In this step, 

commonly 13 MFCC coefficients are obtained for 

each signal frame. The number of coefficients in our 

study is 40. MFCC are feature coefficients that are 

often used in audio classification tasks. The 

coefficients obtained in each frame are added along 

the column to obtain the MFCC feature matrix. The 

MFCC coefficient extraction formula is given in 

Equation 5. 𝐶𝑡(𝑛) in the formula represents the nth 

MFCC coefficient of the t-frame. M indicates the 

number of MFCCs. The value of 𝑋′𝑛(𝑚) shows the 

logarithmic energy of the mth mel filter [11]. 
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𝑀𝑒𝑙(𝑓) = 2595 ∗ (1 +  
𝑓

700
)                                                       (4) 

𝐶𝑡(𝑛) =  ∑ 𝑋′𝑛(𝑚) 𝑐𝑜𝑠(
𝜋𝑛(𝑚−0.5)

𝑀
)𝑀−1

𝑚=0                           (5) 

 

2.5. Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a heuristic 

optimization technique developed by Kennedy and 

Eberhart [12] in 1995. This optimization was inspired 

by the movements of birds and fish in search of food, 

which move in flocks. For the herd to reach its goal, 

the communication of individuals in the herd with 

each other has been mathematically revealed. PSO is 

an algorithm used to solve nonlinear problems. In this 

algorithm, a population of candidate particles is 

created to find the best solution in the problem space. 

Each particle in the population tries to find the best 

solution. The particle that gives the best solution in 

the population becomes the leader (GBest) of the 

population, that is, it refers to the global best particle. 

The best solution obtained by the particles in the 

search space individually represents the individual 

best particle. The individual best particle is expressed 

by PBest. While the particles are searching for 

solutions in the search space, they update their 

velocities with every change of position by 

referencing the GBest and PBest solutions.  

Velocity and position updates are given in Equations 

6 and 7, respectively [13]. 

 

vn[t+1] = w[t]vn[t] + c1r1(xL,n[t]- xn[t])                     (6) 

+ c2r2(xG,n[t] - xn[t]) 

xn[t+1] = xn[t] + vn[t+1]                                               (7) 

The expressions of the formulas given in Equations 

6 and 7 are explained below [13]. 

vn[t+1]   :The updated velocity of the particle 

w[t]        :Inertia coefficient 

vn[t]       :The previous velocity of the particle 

c1  :Coefficient of remembering own best position 

r1  :Random number between 0-1 

xL,n[t]   :The particle's best position ever 

xn[t]  :The previous position of the particle 

xG,n[t]   :Swarm leader's position 

r2           :Random number between 0-1 

c2       :Coefficient of remembering the position of the   

  swarm leader 

 

2.6. Proposed System 

The proposed system is shown in Figure 4. The 

MFCCs feature coefficients obtained from the audio 

recordings in the Crema-D dataset were used in the 

training and testing stages of the CNN network. 
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The MFCCs features obtained from the data set are 

divided into two as 80% training and 20% testing. 

Training and testing data are shown in Table 1. 

 
Table 1 Crema-D dataset features 

Number of clips Frame feature 

count (MFCCs) 

Number 

of frames 

Training   :5953 40 216 

Test          :1489 40 216 

 

When Table 1 is examined, when the audio 

recording signals belonging to the equal sample 

number are divided into frames, 216 frames are 

obtained. For each frame, 40 MFCCs feature 

coefficients were extracted. The CNN structure of the 

proposed system is given in Table 2. 

 

Table 2 CNN structure 

Layer              Output Shape               Parameter 

input_1 (InputLayer) [(?, 40, 216, 1)] 0 

conv2d (Conv2D) (?, 40, 216, 64) 640 

batch_normalization 

(BatchNormalization) 

(?, 40, 216, 64) 256 

activation (Activation) (?, 40, 216, 64) 0 

max_pooling2d 

(MaxPooling2D) 

(?, 20, 108, 64) 0 

dropout (Dropout) (?, 20, 108, 64) 0 

conv2d_1 (Conv2D) (?, 20, 108, 64) 36928 

batch_normalization_1 

(BatchNormalization) 

(?, 20, 108, 64) 256 

activation_1 (Activation) (?, 20, 108, 64) 0 

max_pooling2d_1 

(MaxPooling2D) 

(?, 10, 54, 64) 0 

dropout_1 (Dropout) (?, 10, 54, 64) 0 

conv2d_2 (Conv2D) (?, 10, 54, 128) 73856 

batch_normalization_2 

(BatchNormalization) 

(?, 10, 54, 128) 512 

activation_2 (Activation) (?, 10, 54, 128) 0 

max_pooling2d_2 

(MaxPooling2D) 

(?, 5, 27, 128) 0 

dropout_2 (Dropout) (?, 5, 27, 128) 0 

conv2d_3 (Conv2D) (?, 5, 27, 128) 147584 

batch_normalization_3 

(BatchNormalization) 

(?, 5, 27, 128) 512 

activation_3 (Activation) (?, 5, 27, 128) 0 

max_pooling2d_3 

(MaxPooling2D) 

(?, 2, 13, 128) 0 

dropout_3 (Dropout) (?, 2, 13, 128) 0 

flatten (Flatten) (?, 3328) 0 

dense (Dense) (?, 64) 213056 

batch_normalization_4 

(BatchNormalization) 

(?, 64) 256 

activation_4 

(Activation) 

(?, 64) 0 

dropout_4 (Dropout) (?, 64) 0 

dense_1 (Dense) (?, 6) 390 

3. Experimental Results 

The CNN network is trained with training data. 

The error value of the network reached its minimum 

value at 45 epochs. Data normalization, maxpooling 

and dropout (0.3) were applied after all convolution 

operations except the last classification layer. 

“Adam” optimization algorithm is used to learn the 

network better. For the loss calculation, 

categorical_crossentropy was considered suitable as 

the loss function. While the classification layer is 

activated with the “softmax” activation function, the 

“ReLU” activation function is used in all other layers. 

The batch size of the network is 32. 

After the training process, the performance of the 

model was tested in the testing phase. The test results 

were realized with an accuracy rate of 62.86%. 

Precision, recall, f1-score results of emotions were 

obtained via the sklearn library [14] in Table 3. 

 

Table 3 Performance measurement metrics 

Emotion Precision Recall F1-score Support 

Angry 0.64 0.80 0.71 244 

Digust 0.52 0.68 0.59 254 

Fear 0.65 0.46 0.54 279 

Happy 0.75 0.53 0.62 243 

Neutral 0.71 0.77 0.73 235 

Sad 0.59 0.56 0.57 234 

 

CNN network trained with MFCCs features of 

speech sound recordings performs classification with 

62.86% accuracy. At this stage, feature vectors of 

5953x64 dimensions belonging to the fully 

connected layer of the trained CNN model before the 

classification layer are sent to the BPSO space for 

feature selection. In feature selection with BPSO, it 

creates swarm of solution snippets to find which 

features represent emotion better in 64-unit feature 

vectors. In BPSO, each particle, unlike PSO, consists 

of a 64-unit binary vector containing random "0" and 

"1" values. The new positions of the particles in 

motion in the search space must be determined at 

each iteration. For this, it is necessary to update the 

velocities of the particles. By applying the Sigmoidal 

function to the velocities of the particles, values 

between 0-1 are obtained. Then, the obtained values 

are compared with a randomly determined number 

between 0-1 and the new positions of the units of the 
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particle are updated as "0" or "1" [15]. Position 

calculation formulas in BPSO optimization are given 

in Equation 8 and Equation 9. 

 

𝑆𝑖𝑔(𝑣𝑛[𝑡 + 1]) =
1

1+𝑒−(𝑣𝑛[𝑡+1])                                   (8)                  

 

𝑥𝑛[𝑡 + 1] = {
0, 𝑖𝑓 𝑟𝑎𝑛𝑑() ≥ 𝑆𝑖𝑔(𝑣𝑛[𝑡 + 1])

1, 𝑖𝑓 𝑟𝑎𝑛𝑑() < 𝑆𝑖𝑔 (𝑣𝑛[𝑡 + 1])
  (9)  

 

Filtering is performed by comparing the particle 

swarm with the feature vectors obtained from the 

CNN. The index values of the units with the value 

"1" of the particle are marked and the features with 

these index values in the feature vector form the new 

vector representing the emotion. The resulting new 

feature vectors are classified by SVM and an error 

value is obtained [15]. This process ends with finding 

the solution candidate with the lowest error rate as a 

result of SVM classification. As a result of applying 

BPSO to 64 feature layers of each record obtained 

from the CNN network, features that better represent 

emotions were obtained from 64 features. Thus, the 

number of attributes has been reduced from 64 to 33. 

The accuracy obtained because of the SVM 

classification made with 33 feature vectors of each 

record increased by 3.15% and reached 66.01% 

accuracy. BPSO was performed with 40 iterations 

and 100 particles. The optimization graph of BPSO 

is given in Figure 5. In addition, the classification 

accuracy rates of CNN, SVM and 

CNN+BPSO+SVM, respectively, using the MFCCs 

attributes of the data set are given in Table 4. 

 

 
Figure 5 BPSO optimization graph 

Table 4 Comparative accuracy rates 

Method Accuracy (%) 

CNN 62.86 

SVM 63.93 

CNN+BPSO+SVM 

(Proposed method) 

66.01 

4. Conclusion 

In our study, the effect of feature selection on 

classification accuracy was investigated. For this 

purpose, MFCCs features were extracted on the 

Crema-D speech dataset. The CNN architecture 

trained with these features achieved a test accuracy 

of 62.86%. By using the features in the last full 

connected layer of the CNN network, feature 

selection was performed with the help of BPSO. In 

the feature selection process, the error calculation 

was carried out with the help of the SVM algorithm. 

The number of features has been reduced by feature 

selection. In addition, the accuracy has been 

increased by 3.15%, reaching an accuracy rate of 

66.01%. 
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