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Abstract 

In order to determine the variety from walnut leaves, each leaf must be examined 

in detail. Species that are very similar in color and shape to each other are very 

difficult to distinguish with the human eye. Examining and classifying plant 

leaves belonging to many classes one by one is not appropriate in terms of time 

and cost. Studies on walnut varieties in the literature are generally classified as a 

result of experimental studies in the laboratory environment. There are two or 

three different classes in studies using walnut leaf images. In this study, firstly, a 

unique walnut dataset obtained from 1751 walnut leaf images obtained from 18 

different walnut varieties was created. Classification was made using deep 

learning methods on the original walnut dataset. It has been tested with CNN 

models, which are widely used in the literature, and some performance metrics 

are recorded and the results are compared. The images were first preprocessed 

for cropping, denoising and resizing. Classification was made using CNN models 

on the original dataset and augmented dataset with data augmentation method. It 

was seen that the VGG16 CNN model gave the best results both in the original 

dataset and the augmented dataset. In this model, the accucarcy result found with 

the original data set was 0.8552, while the accuracy result in the enhanced data 

set was 0.9055. When the accuracy values are examined, it is seen that walnut 

varieties are classified successfully. 

 

1. Introduction 

Plants are one of the essential resources for our 

world, and these resources need to be transported 

to the future healthily [1]. Demand for food crops 

is increasing due to the increasing global 

population and the challenges posed by climate 

change. However, as the need for agricultural 

nutrients increases, the costs must be minimal. 

Plants with the appropriate genotype should be 

selected to use the resources effectively. This will 

help increase productivity and efficiency. The 

automatic and correct recognition of walnut 

varieties is important for agricultural engineers and 

walnut growers. 

The diagnosis of plant leaves is utilized by 

a detailed examination of each leaf. It isn't easy to 

distinguish species similar in color and shape from 

each other with the human eye. Examining and 
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classifying one by one plant leaves belonging to 

many classes is not appropriate in terms of time and 

cost. Therefore, taking leaf images and 

automatically diagnosing and classifying them in 

the computer environment provides a lot of 

convenience in terms of time and cost [2]. By using 

artificial intelligence techniques, software studies 

have been carried out to provide faster and more 

accurate results than the functions performed by 

the human eye [3]. 

Feature extraction is a difficult process for 

machine learning. However, it is necessary for the 

classification process and affects the classification 

performance [4]. With the developing technology, 

the speeds and capacities of Central Processing 

Units (CPUs) and Graphics Processing Units 

(GPUs) have increased. With these developments, 

serious performances have been achieved in the 

data processing stage, leading to the emergence of 
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deep learning architectures [5]. On the other hand, 

deep learning-based studies for the detection and 

classification of plant leaf diseases have been 

studied to evaluate their deep learning potential [6]. 
Considering the mentioned reasons and 

examining the classification studies carried out in 

recent years, it is seen that deep neural networks, 

especially convolutional neural networks (CNN), 

delivered better results compared to traditional 

machine learning [7]. One of the most important 

reasons for the widespread use of CNN algorithms 

is automatic feature extraction [8]. Furthermore, a 

matrix (raw image) is used as input to the model, 

not a vector (feature vector) [9]. 

Vasif Nabiyev et al. developed a method 

for plant identification using CNN and Transfer 

Learning. In the Oxford Flowers Dataset study, a 

fine-tuning approach was used to transfer learning 

from the ImageNet domain. MobileNetV2 trained 

on the ImageNet database was used as a pre-trained 

network, and an accuracy of 0.9897 was achieved. 

In addition, positive results were obtained by 

writing a mobile application [10]. Ibtesam M. 

Dheir et al. The dataset consisting of 2868 images 

and five different nut species was classified. In the 

model, there are 4 convolution layers and these 

layers use the ReLU activation function. After the 

convolution layers, there is the Max Pooling layer 

and then the smoothing layer. The first of the last 

two layers consists of 512 hidden layers and a total 

of 2,603,205 parameters that can be trained by the 

network. The last layer is the output layer and 

Softmax is used as the activation function. A 

success of 0.98 was achieved in the study [11]. 

Yixue Liu et al. conducted a study classifying 21 

types of grape leaves. After working with 

preprocessing and CNN algorithms, they 

developed the Grad-CAM algorithm to analyze the 

effect of image complementary preprocessing on 

the classification results and obtained very 

successful outcomes. As a result of the tests 

performed using the Googlenet model, the success 

rate was 0.974 [8]. Daniel Nkemelu et al. worked 

on classifying 12 different types of plant seedlings. 

Tests were conducted with K-Nearest Neighbor 

(KNN), Support Vector Machine (SWM), and a 

CNN model they created. As a result of tests with 

several preprocessing and CNN algorithms, the 

highest accuracy rate of 0.926 was reached [12]. 

Yu Sun et al designed a 26-layer deep learning 

model for classification with large-scale data 

obtained from the natural environment. The 

proposed model was tested on the BJFU100 dataset 

and achieved a success rate of 91.78%. 

Considering the results, it seems that the model is 

promising for smart forestry [13]. In the first study 

with the original walnut data set, a new ResNet-

based model was proposed. In the proposed model, 

ResNet architecture was used for feature 

extraction, Atom Search Optimization algorithm 

was used for feature selection and SVM was used 

for classification. As a result of the experimental 

tests, a success rate of 81.77% was achieved [14]. 

In addition to plant identification in the 

literature, disease diagnosis studies from leaf 

images have become very popular in recent years. 

Umit Atila et al. proposed the EfficientNet deep 

learning architecture by using the Plant Village 

dataset to classify plant leaf diseases and compared 

the performance of this model with other state-of-

the-art deep learning models. The EfficientNet 

architecture and other deep learning models are 

trained using the transfer learning approach, and all 

layers of the models are set to be trainable in 

transfer learning. As a result of the tests performed, 

an accuracy of 0.999 was obtained [4]. Rakesh 

Chandra Joshi et al. suggested an automatic 

recognition system for the viral infection of 

Vignamungo, a legume variety usually grown in 

the Indian subcontinent. This proposed automated 

system is based on deep learning and is named 

VirLeafNet. Data used for system training were 

obtained from images of healthy, mildly infected, 

and severely infected leaves obtained over multiple 

periods. Test results of the proposed models; 

VirLeafNet-1 was found to be 0.912, VirLeafNet-

2 0.964 and VirLeafNet-3 0.974 [15]. Lucas M. 

Tassis et al. proposed an automatic CNN-based 

model for the detection of lesioned images from 

coffee trees. In the first stage of the proposed 

model, Mask R-CNN network was used for 

segmentation. In the second stage, UNet and 

PSPNet networks were used for segmentation. In 

the final stage, ResNet was applied for the 

classification process. As a result of the 

experimental tests, the success rate was found to be 

942% [16]. A. Anagnostis et al. has created an 

accurate and fast object detection system that can 

identify anthracnose leaves in walnut trees for use 

in real agricultural environments and has achieved 

a 0.87 verification. It has been concluded that this 

system is a viable solution for real-time discovery, 

monitoring, and decision-making [17] [18]. 
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The producers must buy the right walnut 

saplings to grow walnuts. It is challenging even for 

experts to distinguish the walnut variety from the 

leaves. It takes 3-5 years to see fruits in walnut. 

Therefore, during this period, the producer spends 

on an undesired walnut variety or cannot be 

produced in the region. In this case, the producer 

tries to change the variety by top-working or has to 

reestablish the walnut orchard. Saplings that are not 

namely true have been brought to the courts in 

many places, causing disagreements between the 

grower and the nursery. Every year, many legal 

cases are filed between the nursery and the 

producers who purchased saplings that do not 

belong to the desired walnut variety. 

In this study, classification with CNN 

models was utilized to identify walnut varieties 

from walnut leaves. Before giving the data set input 

to the CNN models, preprocessing methods were 

applied, and experimental test results were 

compared. To improve the model, the data 

augmentation process was applied to the data set, 

experimental tests were performed again, and the 

comparison process was utilized. 

With this study, many undesirable issues 

can be prevented, such as the purchase and planting 

of wrong saplings, time loss until fruiting, loss of 

seedlings not planted in a suitable climate, and 

court processes. Thus, more successful 

establishment and finalization of walnut orchards 

will be possible. 

2. Generating Original Dataset 

2.1. Dataset 

Our data set was created by sampling from the 

walnut orchard in the Application Garden of 

Yalova Atatürk Horticultural Central Research 

Institute. A total of 1751 leaves from 18 different 

cultivars were photographed one by one. The 

nomenclature in the data set is registered by the 

institute.  

Walnut varieties were determined in 

advance, their leaves were cut from their branches 

and displayed on a white background. Images were 

created using the Canon EOS 100D camera, in 

daylight, close-up and automatically. All leaf 

images were taken from trees of a predetermined 

variety on the same day and within a few hours. 

Imaging is applied the same for each leaf, but there 

may be differences in the person's posture, sun, 

shade and angle when taking the photo.  

Examples of 18 types of walnuts are shown 

in Figure 1. 

 

 
Figure 1. Leaf image examples of walnut species. 

 

The number of leaf images of walnut cultivars in the original walnut dataset is shown in Table 1. 

 
                                      Table 1. Leaf image numbers of walnut species. 

Number Name Data Count 

1 Bilecik 96 

2 Chandler 82 

3 Fernette 89 

4 Fernor 104 

5 Frenquette 126 
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6 Hardley 95 

7 Howard 85 

8 Kaman1 98 

9 Kaplan86 84 

10 Lara 63 

11 Maya1 74 

12 Mitland 147 

13 Oguzlar77 59 

14 Pedro 77 

15 Sebin 88 

16 Sen 157 

17 Ser 119 

18 Yalova3 108 

  Total : 1751 

 

 

2.2. Preprocessing 

Before experimental tests with CNN models, 

preprocessing was applied to the images in the 

dataset to improve the images. There are errors and 

noises in the images due to shooting. In order to 

make a better classification from the raw images 

taken for the data set, only the area with the leaf 

was determined. The leaves were cut from the edge 

lines and preprocessed with the help of image 

processing methods. 

In these preprocesses, in order to convert 

the first image to black and white, the Localrange 

of image filter 7.7 neighborhood was applied to the 

images, and the local ranges of the images were 

obtained. The most appropriate black and white 

images were obtained based on these local range 

values and 20 threshold values. 

As a second step, morphological methods 

were used to eliminate noise in the image. The 

morphological operations used are erosion, 

dilation, and closing, respectively. The 

morphological structuring element is created as a 

parameter in the erosion and dilation processes. 

This element is a neighborhood matrix with two-

dimensional or multidimensional binary values in 

which actual pixels are included in the 

morphological calculation, and false pixels are not. 

In the Erosion process, a square configuration 

element with a width of 10 pixels is created. At the 

same time, the bright regions surrounded by dark-

toned regions in the image are narrowed, while the 

dark-toned regions covered by bright regions are 

enlarged. After this process, dilation is applied with 

a square element width of 75 pixels. In the dilation 

process, while the bright regions surrounded by 

dark-toned regions in the image expand, the dark-

toned regions surrounded by bright regions weaken 

and even disappear depending on the size of the 

building element and the dark-toned region. The 

disk method is applied for the closing process 

instead of the configuration element. With this 

method, morphological operations are provided to 

work faster. The noise on the image is minimized 

by applying the closing, dilation, and erosion 

operations to the binary image sequentially. 

Objects on the image are labeled and 

determined on the 2-d binary image (Label 

connected components in 2-D binary image). 

Finally, only the leaf region dataset images were 

obtained by taking the outer frame of the leaf, 

which is the largest of the objects. Data 

preprocessing steps are shown in Figure 3. 
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Figure 3. Data preprocessing steps. 

After the pre-processing processes were 

completed, the images were scaled to 600 x 600 

dimensions for the experimental tests to run more 

efficiently. 

2.3. Data Augmentation 

Data augmentation techniques are a widely used 

method in deep learning to increase the 

generalization ability of the model [19]. Data 

augmentation techniques were applied to our data 

set consisting of walnut leaf images. These 

techniques are applied between 0-30 degrees 

brightness, shift, zoom and flip operations and 1-

1.5 degrees rotation. As a result of the data 

augmentation processes, the number of images in 

the augmented data set has been increased by 

approximately 4 times and consists of 6606 images. 

 

 

3. Material and Method 

3.1. CNN Models 

CNN models consist of multiple deep layers that do 

different tasks. CNN models basically consist of 3 

layers: convolution, pooling and fully connected 

layer [18]. In other words, CNNs consist of 

trainable sections placed one after the other. After 

receiving the input data in CNN, the training 

process is carried out by making layer-by-layer 

operations. Finally, it gives an output to compare 

the expected value with the generated value. Error 

occurs as much as the difference between the 

output and the expected result. This error is 

transferred to the weights in the network with the 

back propagation algorithm. The weights are 

updated at each iteration to reduce the error [5]. 

The general CNN architecture is shown in Figure 

2. 
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Figure 2. CNN’s general architecture. 

 
In the study, Alexnet, InceptionNetV3, 

VGG16, VGG19, ResNet50, ResNet101, 

EfficientNet, Darknet19 and GoogleNet CNN 

models were used for experimental tests. 

3.1.1. AlexNet 

The AlexNet model is a CNN architecture 

consisting of 10 layers and approximately 61 

million parameters. This CNN architecture was 

first introduced in the ImageNet competition held 

in 2012. The first layer of AlexNet is the input layer 

with an image size of 227 x 227. Then there are 5 

convolution layers. After the convolution layer 

comes 3 fully connected layers. As the last layer, 

there is the output layer, the Softmax layer. In 

AlexNet architecture, ReLu activation function is 

used to increase efficiency between convolution 

layers and fully connected layer. The Softmax layer 

is used as the output layer and each output value 

represents a class value [20] [21]. 

3.1.2. InceptionV3 

InceptionV3 was developed by Google. In addition 

to previous versions, batch normalization and 

factorization have been added. The first aim is to 

reduce the number of parameters and connections 

to reduce costs, while not reducing the efficiency 

of the network. Softmax is used in the last layer, 

the output layer. The Inception V3 architecture 

consists of 42 layers, including the input layer, 

which takes a 299×299 pixel image [22]. 

 

3.1.3. VGG16 

VGG-16 is a CNN architecture with approximately 

138 million parameters proposed in 2014. Instead 

of using many hyper-parameters, this architecture 

applies 3 x 3 filters and 2 x 2 pooling at each step. 

There are three layers in the full connection layer, 

the first two of which are ReLU and the last one is 

Softmax. VGG-16 contains 16 layers, and the input 

layer works by taking images of 224 × 224 pixels 

[23]. 

3.1.4. VGG19 

VGG network architecture was introduced by 

Simonyan et al. [22]. The VGG19 architecture 

starts with five block convolutional layers and is 

configured with three fully connected layers. 

Convolutional layers are 3 x 3, and ReLU 

activation is performed after each convolution 

layer, followed by 2 x 2 pooling. One thousand 

fully connected layers are used, and the Softmax 

activation function is used for the output [24]. 

3.1.5. ResNet50 

ResNet50 consists of a network architecture based 

on a large number of stacked residual volumes. 

These residual units are used as building blocks to 

form the ResNet50 network. Each residual unit 

consists of convolution and pooling layers. 

ResNet50 CNN architecture, consisting of 224 x 

224 pixel input images, was defined in 2015. It is a 

CNN architecture that is recommended to prevent 

distortions in inputs with a large number of 

dimensions [25]. 

3.1.6. ResNet101 

The difference between Resnet101 and Resnet50 is 

that it has 17 more redundant blocks in the Conv4 

layer [26]. 

3.1.7. EfficientNet 

CNN architectures are generally developed with a 

fixed resource and more resources are used to 

improve accuracy as needed. This model can 

identify factors that carefully balance network 

depth, width, and resolution and perform better by 

systematically examining scaling. This observation 

proposes a new scaling method that equally scales 

all depth/width/resolution dimensions using a 

simple but highly effective composite coefficient. 

The model was 8.4 times smaller than the best 

CNN and 6.1 times faster at inference, while in 

ImageNet, it found 97.1% accuracy. EfficientNet 

also achieved an accuracy of 91.7% in the CIFAR-

100 dataset and 98.8% in the Flowers dataset [27]. 

3.1.8. DarkNet19 

DarkNet19 is a CNN algorithm capable of 

clustering up to 1000 clusters. There are 64 layers 

on the DarkNet19 CNN architecture. These layers 

are the input layer, Convolution Layer, Batch 

Normalization (BN), LeakyReLU, maximum 

pooling, overall average pooling, Softmax, and 
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output layers. The LeakyRelu function, an 

improved version of the traditional ReLU type, is 

used for activation [28]. 

3.1.9. GoogleNet 

The size of the receiving area in the GoogleNet 

network is 224×224, taking RGB color channels 

with average subtraction. The total number of 

layers used for the construction of the network is 

about 100. In GoogleNet architecture, a pooling 

layer with a filter size of 5 x 5, a 1 x 1 convolution 

layer with 128 filters, a fully connected layer with 

1024 units and ReLU, and Softmax for the 

classifier are used [29]. 

 

4. Experiment Test 

4.1. Performance Metrics 

There are 18 different types in our data set. 

Therefore, multiple classifications were made. The 

confusion matrix is used to measure the 

performance of this type of classification. Values 

such as True Positive (TP), True Negative (TN), 

False Positive (FP), False Negative (FN) are 

obtained from the confusion matrix. 

Here, TP represents the number of 

correctly classified images for each category, and 

TN represents the sum of correctly classified 

images outside of the category they should be. FN 

is the number of misclassified images from the 

appropriate category. FP is the number of images 

misclassified outside of the intended category. 

Performance criteria used in our study; 

Accuracy (Acc), Precision (Sen), Specificity (Spe), 

Precision (Pre) and F-Score. 

Sensitivity is the ratio of the number of 

correctly predicted positive images to the total 

number of positive images. Specificity is the ratio 

of the number of correctly predicted negative 

images to the total number of negative images. 

Accuracy is the ratio of the number of correctly 

classified samples to the total number of samples. 

Precision is the ratio of correctly predicted positive 

outcomes to all positive outcomes. In addition, 

Recall (Rec) is a metric that shows how many of 

the transactions we should predict positively are 

positively predicted. It has the same formula as 

Recall Sensitivity. The F1-Score value shows us 

the harmonic mean of the Preve Rec values. 

The necessary calculations for the 

mentioned performance metrics are shown in 

equations 1-6 [30] [31]. 

𝑆𝑝𝑒 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                 (1)                                                 

 𝑆𝑒𝑛 =  
𝑇𝑃

𝑇𝑝+𝐹𝑁
              (2)                        

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
                                    (3)                                                 

𝑃𝑟𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                         (4)                                                 

𝑅𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                     (5)                                                 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒∗𝑅𝑒𝑐

𝑃𝑟𝑒+𝑅𝑒𝑐
                                    (6)                                                 

4.2. Training 

Our study's original and expanded walnut data sets 

were randomly divided into 70% training and 30% 

test sets. The learning rate for all optimization 

methods was decided as 0.001. 
Before starting the training, the images 

were set with CNN input sizes as 227 × 227 pixels 

for AlexNet, 224 × 224 pixels for ResNet50, 

ResNet101, GoogleNet, EfficientNetB0, VGG16 

and VGG19, 299 × 299 pixels for Inception V3, 

and 256 x 256 pixels for DarkNet19. 

In experimental studies, the mini-batch size is set 

to 16. Table 2 shows the hyper-parameters used in 

all experiments in our research. 

 

 

 

Table 2. Hyperparameters used in experimental CNN 

tests. 

CNN Name Image 

Size 

Learning 

Rate 

Epoch 

AlexNet 227 x 

227 

 

 

 

 

0.0001 

 

 

 

 

 

32 

VGG16 224 x 

224 

VGG19 224 x 

224 

DarkNet19 256 x 

256 

Inception V3 229 x 

229 

EfficientNetB0 224 x 

224 

Googlenet 224 x 

224 

Resnet101 224 x 

224 

Resnet50 224 x 

224 
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5. Results and Discussions 

Our study aims to examine the classification 

success of the walnut data set we created by 

using the most popular CNN models in the 

literature and comparing the CNN models' 

success rates. 

Experimental studies were carried out 

with all the CNN models mentioned, on both 

the original and augmented datasets. As a 

result of these studies, Accuracy, Sensitivity, 

Specificity, Precision and F1-Score results 

were found. The values obtained from tests 

with the original dataset are shown in Table 3. 

The accuracy rates of the CNN models 

according to the test results are given in Figure 

4. 

 

 

Table 3. Experimental test results of CNNs 

CNN Model Accuracy Sensitivity Specificity Precision F1-Score 

AlexNet 0.7771 0.7514 0.9869 0.7757 0.7584 

DarkNet19 0.7695 0.7362 0.9865 0.7448 0.7377 

GoogleNet 0.7524 0.7251 0.9855 0.7330 0.7264 

InceptionV3 0.6439 0.6112 0.9790 0.6309 0.6131 

ResNet50 0.7695 0.7362 0.9865 0.7575 0.7425 

ResNet101 0.7524 0.7197 0.9855 0.7411 0.7272 

VGG16 0.8552 0.8315 0.9915 0.8300 0.8363 

VGG19 0.8400 0.8137 0.9906 0.8220 0.8157 

EfficientNet 0.7467 0.7230 0.9851 0.7334 0.7245 

 
Figure 4. Accuracy rates of CNN models. 

 
As seen in Table 3, VGG16 achieved the 

highest success with an accuracy rate of 85.52%. 

Figure 5 shows the confusion matrix of the highest 

performing model, VGG16. 7
7
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Figure 5. Confusion Matrix obtained with the VGG16. 

  



A.T. Karadeniz, E. Başaran, Y. Çelik / BEU Fen Bilimleri Dergisi 12(2), 531-543, 2023 

540 
 
 

Table 4. Experimental test results of CNNs with Augmented Dataset 

CNN Model Accuracy Sensitivity Specificity Precision F1-Score 

AlexNet 0.8631 0.8504 0.9920 0.8543 0.8518 

DarkNet19 0.8992 0.8872 0.9941 0.8878 0.8870 

GoogleNet 0.8675 0.8512 0.9922 0.8605 0.8532 

InceptionNetV3 0.8061 0.7919  0.9886 0.7968 0.7928 

ResNet50 0.8704 0.8547 0.9924 0.8634 0.8577 

ResNet101 0.8583 0.8424  0.9917 0.8520 0.8460 

VGG16 0.9055 0.8900 0.9945 0.8894 0.8891 

VGG19 0.9045 0.8918 0.9944 0.8941 0.8924 

EfficientNetB0 0.8505 0.8341 0.9912 0.8408 0.8365 

The graphs of the accuracy rates of the test 

results of the augmented dataset and CNN models 

are given in Figure 6. As seen in Table 4, as a result 

of the experimental tests performed with the 

augmented data set, VGG16 granted the highest 

success with an accuracy rate of 90.55%, as in the 

original data set. However, VGG19 achieved better 

results on some performance metrics having the 

best results in Sensitivity and F1-Score. In 

addition, VGG16 and VGG19 produced very close 

results in almost all metrics. DarkNet19 also 

performs quite well relative to VGG models.

Figure 6. Accuracy rates of CNN models with the 

augmented dataset. 

Figure 7 shows the confusion matrix of 

VGG16, which delivered the highest performance 

in the experimental test results in the augmented 

data set. 
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Figure 7. Confusion matrix of VGG16 according to augment dataset. 

As can be seen in Tables 3 and 4, the 

performance of the augmented dataset is better in 

all CNN models than in the original dataset. In 

addition, VGG19 Sensitivity and F1-Score 

performance metrics in the augmented data set 

offered better results than VGG16 indicating the 

importance of the number of images in the data set 

for CNN models. 

 

6. Conclusions 

Identification of the walnut variety from the leaves 

can be utilized as a result of a detailed examination 

of each leaf. Since these leaves are very similar in 

color, shape, and texture, it is difficult to 

distinguish them by traditional methods. Within the 

scope of this study, a unique walnut dataset 

containing 18 different classes and 1751 walnut 

leaf images has been brought to the literature. The 

original and augmented version of the data set were 

classified separately using nine different CNN 

models in the literature. The performance results 

were compared. Looking at all performance 

calculation metrics in both datasets, VGG16 was 

the best performing CNN model. While the 

accuracy result of VGG16 found with the original 

data set was 0.8552, the accuracy in the augmented 

data set was 0.9055. Considering the success rates, 

walnut varieties were classified successfully with 

the deep learning methods. 

In the future, in addition to the existing 

CNN models, developing a different and more 

successful deep learning model is aimed to use as a 

mobile application for nurseries and walnut 

growers. 

Dataset availability Link to access the data 

set: https://github.com/TechResearchLab/Walnut-

Leaves-Dataset 
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