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Abstract 
Membrane proteins such as ion channels, transporters and receptors are among the biologically important proteins. Because membrane proteins allow 
cells to communicate with their environment. Therefore, membrane proteins are targets for almost all drugs. It is also of scientific interest that 
membrane proteins play an important role in the control of the life process. Recent developments in experimental and computational sciences have 
further increased the interest in membrane proteins. The milestone development in this area is the obtaining of the crystal structure of membrane 
proteins. The crystal structure of the voltage-gated bacterial Nav channel was obtained in 2011 by Payandeh et al. Voltage-gated sodium channels are 
very important as they initiate the action potential. In this study, the Crooks fluctuation method, which was developed for the calculation of free 
energy in unbalanced systems, was applied for voltage-gated sodium channels, which is a complex biological system. The results were compared 
with other calculation methods in the literature. 
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1. INTRODUCTION 

Recently one of the greatest discoveries of ultramodern science is the application of physical thought to life [1,2]. As is known, the 
laws of thermodynamics are applied to biophysical problems [3]. The laws of thermodynamics come into play when a physical 
description of a living system is possible [4]. Until the early 1990s, researchers did not know how small systems do work and heat 
exchange with their environment, and the experimental methods needed to understand these properties [5]. The development of 
ultramodern techniques has been thanks to microscopic manipulations and thus new experiments have been developed. There have 
been fluctuation theorems developed and experimentally tested by theorists over the past two to three decades [5,6]. Advanced 
experiments with energy fluctuations of small systems are now being done. The principles that provide solutions to both energy 
changes and statistical deviations of these systems have been formulated and started to shed light on the unique properties of 
microscopic systems. [5,7,8]. 
 
As a result, physicists have developed new experimental and theoretical tools that can serve as the basis for a non-equilibrium 
thermodynamic theory of small systems. Thanks to these tools, they have gained knowledge about small systems and continue to gain. 
Simulations with advanced computer systems are useful techniques for understanding molecular structures and gaining new and 
deeper insights into microscopic interactions. Microscopic properties of systems can be predicted by combining simulations with 
macroscopic experimental observations. Today, computer simulations have become an important part of the mathematical modeling of 
natural systems [5,9].  
 
Molecular Modelling (MM) methods are used to study biological systems at the atomic scale. MM methods cover quantum mechanics 
and classical mechanics. Minimization processes, dynamic simulations, conformational analysis and other computer-based methods 
are used to understand and predict the structural and functional properties of the molecular system using MM [10]. Here, the first step 
is the selection of a model for intramolecular and intermolecular interactions in the system. These selected models allow the 
arrangement of atoms and molecules in the system, the calculation of energy, and how to determine the energy of the system, which 
differs with the positions of its atoms. The second step is to perform energy minimization to find the most stable structure possible. 
Finally, the results of the calculation are compared with the experimental data. When the simulation results are compared with the 
experimental results, certain features of the system can be analysed if consistent results are observed. In summary, there is a close 
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connection between theory and experiment: computational models evolve as empirical data becomes available; As calculations are 
concluded, new experiments are organized, and biological theories are developed. 

2. MATERIAL AND METHODS 

2.1 Free Energy 

Free energy is the most important data that plays a role in understanding dynamic processes. Molecular Dynamics (MD) simulations 
give veritable useful information about the dynamic behavior of the system at the atomic level [9,11]. Simulation trajectory data 
analysis; It can explain many structural features such as bond, angle, and torsion angles, as well as hydrogen bonds between atoms. In 
order to fully understand the system, the free energy behavior of chemical processes should be studied. MD simulations can provide 
useful insights into the membrane-protein mechanism and ion transition dynamics, and most of the experimental characteristics can be 
inferred from the free energy information of the system [12,13]. Free energy calculations are used to investigate the energy values in 
ion and ligand transport events from ion channels or transporters. In addition, free energy calculations are made in processes such as 
protein folding, protein-protein interactions and protein-ligand binding. The calculated free energy can define the state of the 
membrane-protein system, or the free energy difference between any two states in an ion channel can be calculated [14–16].  
 
Although there are various approaches to obtain free energy in various membrane-protein systems, accurate estimation of free energy 
in some large biological structures is quite difficult. By knowing the free energy difference associated with the state change of the 
system, it is possible to establish stable states. It is also possible to understand the thermodynamic properties of steady states, the 
kinetics of transitions between states, and how stable states are affected by external conditions. Free energy calculations play a key 
role in establishing the structure-function linkage, as it provides perturbation and structural analysis of the simulated systems at the 
atomic level [13,16]. 
 
There are path-dependent and path-independent methods for calculating free energy in molecular simulations. Path dependent methods 
are used to calculate the absolute binding energy. Path-independent methods are used to calculate the relative binding energy. With 
absolute free energy calculation, this method can be used, but it is quite difficult, especially for charged ions [16]. 

2.2 Crooks Fluctuation Theorem 

Gavin Crooks produced an important fluctuation theorem obtained earlier by Christopher Jarzynski. In Jarzynski's setup, as well as in 
Crooks's generalized fluctuation theory, the system is initially in thermal equilibrium, but is then moved out of equilibrium by the 
action of an external agent [5,17].   
 
When work is done in a non-equilibrium system, the average work 〈ܹ〉 done is given by the free energy difference between (∆ܩ) the 
initial and final states, with an external variable parameter ߣ of the system [18]. 
 

⟨ܹ⟩ ≥ ∆G     (1) 
 
The non-equilibrium work theorem or Jarzynski equation is given as a special case of the mean of non-equilibrium work, as follows 
[19]. 
 

〈݁ିఉௐ〉 = ݁ିఉ୼ீ   (2) 
 
Here ߚ = 1 ݇ఉܶ⁄ . The Crooks fluctuation theorem [17] is about the relationship between non-equilibrium probability distributions of 
work done on and by the system when λ changes in forward (ܨ) and backward (ܤ) directions under predetermined conditions. 
 

ிܲ (ܹ)

஻ܲ(−ܹ) = ݁ିఉ(୼ீିௐ) (3) 
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Here ிܲ(ܹ) and ஻ܲ (ܹ) represent the work-probability distributions along the forward and backward processes, respectively. In the 
simplest case, ߣ is increased by a constant rate for the forward process and decreased by the same constant rate for the backward 
process. 

The crooks fluctuation theorem is a more general equation and the Jarzynski equation is derived from this distribution theorem. There 
are two interesting points about this theorem [18]. Firstly, using non-equilibrium statistical physics to verify these exact equations, 
secondly, it is to organize non-equilibrium experiments and simulations on biological molecules to observe free energy differences. 

An important feature of the fluctuation theorem is related to the choice of the increment value of ߣ. This is true for the protocol that 
connects ߣ = 0 and ߣ = 1 over an arbitrary period of time. However, work intensities are functions of protocols, and their formats 
depend on our choice. But in each case the forward and backward work functions are linked by the above equation. In particular, the 
work functions are always different from each other, they intersect only when ܹ =  .as shown in Figure 1 ,ܨ߂
 

 
Figure 1. The forward and backward work densities are shown ிܲ(ܹ) and ஻ܲ(ܹ), respectively, and the work densities intersect at the equilibrium 

free energy difference ܨ߂ 
 

As a result of the distribution theorem consistent with the second law of thermodynamics, the mean backward work ஻ܲ (ܹ) is smaller 
than ܨ߂, while the mean forward work ிܲ(ܹ)  is greater than ܨ߂. 

2.3 NavAb Ion Channels 

Some of the proteins in the cell membrane form channels across the membrane and are called ion channels. Ion channels help living 
organisms to perform various tasks from sensing movement by generating action potentials in nerves, muscles, and synapses [20]. To 
achieve this goal, the channel needs to deliver thousands of ions when opened over a period of a few milliseconds. The ion channels 
are very narrow (with a radius of several Å) and therefore ions usually move in a single line [21–25]. Another outstanding feature that 
distinguishes biological ion channels from being just a hole in the membrane wall is their selectivity. In other words, ion channels are 
designed to transmit certain types of ions. 
 
In this study, the NavAb channel was studied as the ion channel. NavAb channels play a central role in physiology. They also regulate 
electrical signals and information in the nervous system. Nav channels initiate action potentials. Hereditary epilepsy, migraine, 
periodic paralysis, cardiac arrhythmia and chronic pain syndromes occur with the deterioration of the Nav channels. These channels 
are; They are molecular targets of drugs used in local anesthesia, genetic therapy, and sporadic Nav channelopathies in the brain, 
skeletal muscle, and heart [26–29]. The rapid activation, sodium ion selectivity of Nav channels, and drug sensitivity are unique 
among voltage-gated ion channels. 
 
The NavAb structure found by Payandeh et al provides a basis for the selectivity and high conductivity of Nav channels [1]. As shown 
in Figure 2a, the channel portion of the NavAb construct consists of a funnel-like inlet, a selective filter, a central cavity, and an 
intracellular activation gate. 
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Figure 2. (a) View of the channel portion of the NavAb construct, (b) View of the hydrophobicity of the channel portion of the NavAb structure 
 
The large central cavity in the NavAb structure is wide enough to easily accommodate a Na+ ion and its hydration shell, and it has a 
hydrophobic surface on the structure that allows ions to diffuse rapidly (Figure 2b). The ion conduction pathway in the NavAb 
structure is strongly electronegative and the channel narrows on the extracellular side of the selective filter. The channel filter structure 
consists of amino acids W179, S178, E177, L176 and T175. The residues between T175 and W179 form a tight structure, the T175 
and L176 backbone carbonyls play a role in the conduction of ions. 

3. RESULTS AND DISCUSSION 

3.1 Simulation Details  

The crystal structure of the protein was downloaded from PDB (3RVY) [1]. The tetramer structure of the NavAb channel was 
provided and removed from the structure to reduce the voltage-sensing domain (1-113 residues) in the crystal structure and increase 
the computational efficiency. With the help of the VMD program [30], palmitoyl-oleoylphosphatidylcholine (POPC) lipids were 
selected and a bilayer consisting of 113 lipid chains (15142 atoms) in the -xy plane of 8585ݔ Åଶ dimension was obtained, and the 
protein was embedded in this structure. An ion concentration of 0.15 M was added (42 sodium, 26 chlorine atoms) to neutralize the 
system and provide the physiological value. In order to make the structure embedded in the membrane similar to the physiological 
environment, a membrane protein system was established by adding a total of 9310 water molecules (27930 atoms) to the system. In 
total, there are 49248 atoms in the system and the system size is 8580ݔ85ݔ Åଷ. The view of the system is given in Figure 3. 

 
Figure 3. View of the NavAb system 

 



Ç a v u ş / B o z o k  J  S c i  V o l  1  N o  1  P a g e  2 3 - 3 3  ( 2 0 2 3 )  

27 
 

All MD simulations were performed using version 2.8 of the NAMD [31] program and the Charmm force field was used [32]. 
Periodic boundary conditions were applied for all directions. Long-range electrostatic interactions were made in the NPT community 
using the PME algorithm. The Langevin Piston method was used to provide 1 atm pressure with 50 fs piston distortion and 100 fs 
piston period. For Van der Walls interactions, the cut-off distance was kept at 12 Å and the switching distance at 10 Å. During the 
simulation, the time step was taken as 2 fs and the simulation data were recorded at every 1 ps intervals. 

3.2 Balancing the Protein System  

In this process, since the distance between some atoms that make up the system is likely to be less than the van der Waals distances, 
the system was minimized in 1000 MD steps as a first step. During this time, the system temperature was brought to 300° K and the 
pressure to 1 atm. From our experience, minimizing so many steps have eliminated the so-called bad interaction distances. After the 
system is established, the system must first come to equilibrium. During the process of balancing the system, harmonic forces 
(constraints) were applied to the backbone and other heavy atoms of the protein structure. The aim here is to adapt the protein together 
with lipid and water atoms and to provide NPT simulation conditions in the system. The harmonic forces on the protein were reduced 
at certain time intervals and the simulation was continued until the force constant k was 0.1 kcal/mol/Å² [16]. 
 
During the equilibrium process of the system, it was observed that the density of the system was approximately 1.0 kg/l and the 
system came to equilibrium. During the equilibrium process, it is also seen that the backbone structure of each protein chain has a 
maximum RMSD value of 0.4 Å. After the system was brought to equilibrium, a very small harmonic constraint (0.1 kcal/mol) was 
applied to the backbone atoms of the ion channel and MD was performed for 200 ns. During this period, the RMSD value of the 
protein backbone structure is seen as maximum 0.5 Å. 

3.3 Crooks Calculation 

After the system was brought to equilibrium, energy calculation studies were started using the Crooks Theorem. As stated in the 
literature, our aim here is to calculate energies with a large number of short-term simulations. It is to find a net energy with the point 
where the curves intersect by fitting the histograms of the energies in the forward and backward state to the gauss curve. Initially, 200 
batch jobs of 100 ps were run. A total of 200 samples were obtained at the end of a 20 ns simulation. For 7 different ߣ values, free 
energy calculations were made in this example works in forward orientation and then in backward orientation. As stated above in the 
Crooks fluctuation theorem, the protocol connection between ߣ = 0 and ߣ = 1 is very important. Forward and backward operations 
were performed by keeping the ߣ values determined between ߣ = 0 and ߣ = 1  equal. This process is similar in FEP theory, but for 
each ߣ value, while 20000 steps are run in the FEP calculation, we have run 1 step of work in this method (This will give us at least 
100 times the CPU time gain). However, we keep the number of samples too high because we are conducting a method development 
tests. 

Table 1. Value of ߣ, Number of Steps, Number of sample and CPU time 

Value of ࣅ Number of Steps Number of sample 
(fw/bw) 

CPU Time for 1 sample 
(second) 

0,0002000 5000 200/200 4000 
0,0001000 10000 200/200 8000 
0,0000500 20000 200/200 16000 
0,0000250 40000 200/200 32000 
0,0000125 80000 200/200 64000 
0,0000100 100000 200/200 80000 
0,0000050 200000 200/200 160000 
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Figure 4. a) 0.0002 = ߣ, b) 0.0001 = ߣ, c) 0.00005 = ߣ d) 0.000025 = ߣ e) 0,0000125 = ߣ, f) 0,00001 = ߣ, g) 0,000005 = ߣ values, the curves obtained 

from the curves formed by fitting the histogram data obtained from different number of samples to the gaussian function energy values 
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Figure 5. The energy values obtained from the curves formed by fitting the histogram data obtained from 200 samples to the gaussian function for all 

 values ߣ

 

Here, 7 different ߣ values were used to perform the tests of the method. The ߣ value and the number of steps are given in Table 1. It is 
clear that the product of these two values will be 1. Forward and backward sample numbers are also given in Table 1. In addition, the 
computer time run for each sample is shown (time is a simulation on a 12-core computer). The free energy distribution function was 
created from the free energy obtained over each ߣ configuration. For the same function, the backward calculation was made, and the 
energy distribution function of the backward calculation was obtained. These energy distribution functions were plotted for 25, 50, 75, 
100, 125, 150, 175 and 200 samples. The aim here is to check whether the method works with the least number of samples. Figure 4 
shows these graphs. 
 
Here in Figure 4a, it is seen that the overlap of gaussian curves is the least when 0.0002= ߣ. However, with the increase in the number 
of samples, it is seen in Figure 4a that the overlaps increase. Figure 5 shows the graph of different λ values for 200 samples. Here, it is 
seen that the overlap of the gaussian curves with the number of steps changes in the positive direction. 
 
However, what matters to us is not the overlaps, but the intersections of the gaussian curves, as shown in Figure 6. The high energy 
values for 0.0002 = ߣ in Figure 6 indicates that we should not take this value. It is seen that other ߣ values are acceptable especially for 
100 samples and beyond (red dashed line). This is an indication that the crooks fluctuation theorem may be valid. The Crooks 
fluctuation theorem states that the point where the distribution functions intersect corresponds to the free energy. It is approximately 
the same for the largest and smallest values of the intersection of the distribution functions, and this is in agreement with the free 
energy difference calculated for the equilibrium state. Also, Figure 6 shows that crooks fluctuation theorem converges extraordinarily 
fast in the calculation of free energy.  
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Figure 6. Energy values according to the sample numbers of different ߣ values 

4. CONCLUSION 

The passage of ions across the cell membrane is one of the most important fundamental processes of cell biology. Physiological 
processes such as cell-cell communication and signal transmission, muscle relaxation or contraction begin with the passage of ions or 
ligands through membrane channels in living organisms. In this process, ion channels try to pass thousands of ions through the cell 
membrane in a few milliseconds. In such a case, the most important feature that distinguishes biological ion channels from being just a 
hole in the membrane wall is the selectivity feature. In other words, the ion channel is designed to deliver certain types of ions. 
 
To fully understand the membrane protein system, the free energy behavior of chemical processes must be studied. MD simulations 
can provide useful information about system mechanism and dynamics, but most of the experimental characteristics can be inferred 
from the system's free energy information. The free energy of the system can describe how the system is located in a given state. In 
other words, the free energy difference between the two states is calculated. 
 
In this study, the biological system focused on is the NavAb cell membrane channels that regulate electrical signals called action 
potentials, information in the nervous system and physiological processes. In the literature, it has been stated that the results about the 
ion passage through the NavAb channels and the behavior of the selective filter are made by PMF and FEP calculations [33–36]. In 
this study, it is the development of free energy calculation methods that do not require an equilibrium state free from path-independent 
convergence problems. The Crooks fluctuation theorem has been tested in biological systems. It is also shown in this way that the 
Crooks fluctuation theorem converges extraordinarily fast in the calculation of free energy. It should be underlined that the rapid 
convergence of the free energy calculation is a savings in computation time. 
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