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 The main objective of this research is to evaluate the performance of machine learning 
algorithms in the field of credit card fraud detection and then compare them according to 
various performance metrics. Seven different supervised classification algorithms including 
Logistic Regression, Decision Trees, Random Forest, XGBoost, Naive Bayes, K-Nearest 
Neighbors and Support Vector Machine were used. The performance of these algorithms was 
measured through a comprehensive evaluation of metrics including Accuracy, Precision, 
Recall, F-Score, AUC and AUPRC values. Furthermore, ROC curves and confusion matrices 
were used to evaluate these algorithms. The data preparation phase is critical in this study. 
The data imbalance problem arises as an unequal distribution between fraudulent and non-
fraudulent transactions. Addressing this imbalance is imperative for successful model training 
and subsequent reliable results. Various techniques, such as Scaling and Distribution, Random 
Under-Sampling, Dimensionality Reduction, and Clustering, are employed to ensure an 
accurate evaluation of model performance and its ability to generalize effectively. As a result, 
the "Random Forest" and "K-Nearest Neighbors" algorithms exhibit the highest performance 
levels in this research with 97% accuracy rates. This study contributes significantly to the 
ongoing fight against financial fraud and provides valuable guidance for future research 
efforts. 

Research Article 
 
 
Received: 04.11.2023 
Revised: 30.11.2023 
Accepted: 03.12.2023 
Published: 07.04.2024 
 

 
 
 
 

1. Introduction  
 

Credit card fraud is a type of crime in which credit 
card information is obtained without permission and 
misused. The history of credit card fraud begins with the 
emergence of credit cards. Credit cards first began to be 
used in the USA in the 1950s [1]. At that time, the security 
measures of credit cards, which consisted of paper or 
metal plates instead of plastic cards, were very weak. For 
this reason, credit card fraud and theft became common 
problems from the outset. Credit card fraud causes both 
financial and ethical harm to credit card holders and 
financial institutions, constituting a significant problem 
worldwide. In 2019, the USA experienced a loss of $28.65 
billion due to credit card fraud [2]. In Türkiye, 1.2 billion 
TL was lost due to credit card fraud in 2020 [3]. 
Therefore, combating credit card fraud has become an 
important field of work. 

Both legal and technological measures are taken to 
combat credit card fraud. From a technological 
perspective, magnetic strips were added to credit cards 
in the 1960s, signature panels in the 1970s, holograms in 

the 1980s, and chips in the 1990s [4]. Today, methods 
such as biometric authentication, virtual credit cards, 
one-time passwords, tokenization, and blockchain have 
been developed. Legally, laws and regulations have been 
established and implemented at national and 
international levels to address credit card fraud [5]. 
These measures enhance the security of credit cards and 
make it more challenging for fraudsters to carry out their 
activities. However, fraudsters have also developed new 
methods and identified vulnerabilities in these security 
measures. In this context, fraudulent techniques such as 
copying magnetic stripe cards, using signature panel 
cards with forged signatures, imitating hologram cards, 
and compromising chip cards have emerged [6]. These 
fraudulent methods can be described in broader terms as 
follows: 

• Card theft or loss: If a credit card is physically 
stolen or lost, the individual who discovers or steals it 
can use the card. This approach is the most 
straightforward and ancient. 

• Card copying (skimming): Thieves engage in 
card copying by utilizing a specialized device to read and 
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copy the data from the magnetic strip of a credit card. 
This technique is commonly utilized at ATMs, gas 
stations, or restaurants. 

• Phishing: Phishing involves duping individuals 
into divulging their credit card number, expiration date, 
and security code through deceitful emails, phone calls, 
or websites, usually perpetrated through emails or calls 
masquerading as the bank or institution. 

The rise of online shopping, fueled by the extensive 
utilization of the internet, has emerged as a pivotal 
juncture in credit card fraud, presenting both 
convenience and peril to credit card holders. Fraudsters 
have ingeniously employed a multitude of tactics, such as 
counterfeit websites, phishing emails, malevolent 
software, and the exploitation of security vulnerabilities 
in wireless networks, to acquire credit card information. 
Moreover, as there is no requirement to physically 
present the credit card when making online purchases, 
stolen or lost credit cards can be readily utilized [7]. 

 
2. Credit card fraud detection  

 
With the increasing number of cases of credit card 

fraud, the detection of this type of fraud has become of 
great importance. Credit card fraud detection is the 
process of classifying credit card transactions as normal 
or abnormal. This process is important to prevent or 
reduce losses for both credit card holders and banks. 
Various quantitative and statistical methods have been 
used in credit card fraud detection from past to present. 
Some of these methods are as follows: 

• Behavioral analysis: This method aims to 
identify transactions that deviate from the norm by 
monitoring the shopping habits, spending amounts, 
frequency, and locations of credit card holders [8]. 

• Rule-based analysis: This method attempts to 
detect suspicious transactions by evaluating credit card 
transactions according to certain rules [9]. These rules 
can be criteria such as the transaction amount exceeding 
a certain threshold, the location of the transaction being 
far from the place of residence of the credit card holder, 
the frequency of the transaction exceeding a certain limit. 

• Scoring analysis: In this method, certain points 
are assigned to credit card transactions, and it is aimed 
to measure the risk levels of transactions. Scores can be 
calculated based on variables such as transaction 
amount, transaction location, transaction time and 
transaction type. When the score of the transaction 
exceeds a certain threshold, the transaction is considered 
suspicious. 

These methods have advantages as well as 
disadvantages. Advantages include simplicity, 
understandability, and applicability. The disadvantages 
include high false alarm rate, low accuracy, lack of 
flexibility and inability to adapt to new fraud methods 
[10]. With the developments in information technologies, 
the disadvantages of traditional detection methods are 
tried to be eliminated or reduced with current 
technologies such as machine learning and data mining. 
The applications of these technologies in credit card 
fraud detection are outlined as follows: 

• Machine learning methods: Machine learning 
methods are automatically classifying credit card 

transactions based on patterns or features in the data. 
These methods include algorithms that can cope with the 
complexity and volume of data and discover hidden 
relationships in the data. Machine learning methods 
include various algorithms such as Artificial Neural 
Networks (ANN), Support Vector Machines (SVM), and 
Decision Trees (DT) [11]. 

• Data mining methods: Data mining is the 
classification of credit card transactions according to 
statistical or logical rules in the data. These methods 
enable data to be transformed into meaningful and useful 
information. Among data mining methods, algorithms 
like K-Nearest Neighbor (KNN), Logistic Regression (LR), 
and Bayes' theorem are commonly employed [12]. 

There are significant challenges when using both 
machine learning techniques and traditional methods for 
detecting credit card fraud. One of these challenges is the 
imbalance and scarcity of data. While the vast majority of 
credit card transactions are considered normal, a small 
percentage can be classified as abnormal or fraudulent. 
While this makes it relatively straightforward for 
machine learning models to learn normal transactions, it 
becomes challenging to distinguish abnormal 
transactions. Additionally, credit card fraud data is often 
not shared due to privacy concerns, or there are limited 
datasets available, which hinders the provision of 
sufficient data for training and testing machine learning 
models. Various methods have suggested to tackle the 
issue of data instability and scarcity; these include: 

• Data resampling methods: These involve the 
adjustment of normal or abnormal operation numbers to 
attain data balance. Utilizing techniques such as the 
Synthetic Minority Oversampling Technique (SMOTE) 
allows for an increase in minority class instances, 
specifically abnormal transactions [13]. Similarly, 
methods like random subsampling or near neighbor-
based subsampling when employed significantly reduce 
majority class quantities; these represent normal 
operations [14]. 

• Transfer learning methods: This technique 
enable data acquired from different sources to be 
transferred to the target dataset. For instance, credit card 
transaction data from different banks or regions can be 
processed for the target bank or region. In this way, the 
amount of data can be increased, and model performance 
can be improved [15]. 

• Deep learning methods: With deep learning 
methods, complex and high-dimensional data can be 
processed and hidden patterns and relationships in the 
data can be discovered. Techniques such as 
Convolutional Neural Networks (CNNs) and Recurrent 
Neural Networks (RNNs) can learn the temporal and 
spatial characteristics of credit card transaction data and 
detect fraudulent transactions [16]. 

Another challenge of using machine learning methods 
to detect credit card fraud is related to the way these 
methods work. While machine learning models classify 
credit card transactions as normal or abnormal, they may 
not be able to explain how and why they make these 
decisions. This can undermine the trust of both credit 
card holders and banks. Moreover, machine learning 
models may produce false positive or false negative 
results. This may increase the financial and moral losses 
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of both credit card holders and banks. Various methods 
have been proposed to solve the problem of 
explainability and transparency of the decision process. 
Some of them are as follows: 

• Decision tree-based methods: With these 
methods, credit card transactions are classified as 
normal or abnormal and the decisions taken are shown 
in simple and understandable rules. For instance, 
techniques like Random Forests (RF) yield results 
through the consensus of multiple DT, and the rules of 
these DT can be examined to understand the outcome 
[17]. 

• Sensitivity analysis-based methods: Sensitivity 
analysis-based methods show the importance of the 
input variables that are effective in these decisions when 
making classification.  For example, approaches like LR 
calculate coefficients for input variables, indicating the 
impact of these variables on the outcome. To see this 
effect, the values of the input variables can be changed to 
see how the result changes [16]. 

• Comparative analysis-based methods: They are 
methods that show similar or different operations that 
play a role in these decisions during classification. For 
example, algorithms such as KNN consider the k closest 
transactions when deciding whether a transaction is 
normal or abnormal. To see how these transactions are 
selected, distance measures between transactions are 
examined [17]. 

Machine learning techniques for credit card fraud 
detection have become a popular research area in recent 
years due to their benefits. Studies in this area are 
evaluated with different datasets, techniques, 
performance measures and application scenarios. Some 
of these studies demonstrate the effectiveness and 
advantages of machine learning techniques in credit card 
fraud detection [11,16-17]. Another part of the work 
presents the challenges faced by machine learning 
techniques in credit card fraud detection and proposed 
solutions to overcome them [13-15]. 

In this research, models were created using various 
machine learning algorithms and a prediction was 
performed for the detection of credit card fraud and 
suspicious transactions. The aim of the research is to 
identify the machine learning algorithms that give the 
best results in credit card fraud and suspicious 
transaction detection. In addition, another aim of the 
research is to reveal which data preprocessing processes 
can be used when working on imbalanced datasets with 
machine learning algorithms. 

 

3. Material and Method 
 

In this section, explanations of the machine learning 
algorithms used in the research, performance metrics 
employed for comparing the algorithms, characteristics 
of the dataset, and information about the data 
preparation process are included. 

 
3.1. Algorithms utilized 
 

Machine learning is a sub-branch of artificial 
intelligence and is the ability of computers to make 
intelligent decisions by learning from data. Machine 

learning uses various methods according to the nature of 
the data and objective variables. When these methods are 
analyzed, three categories emerge as (1) supervised 
learning, (2) unsupervised learning and (3) 
reinforcement learning [18]. Supervised learning is an 
approach to learning in which a machine learning model 
tries to learn the relationship between a given input and 
a target output [19]. Supervised learning is typically 
divided into two fundamental categories: classification 
and regression. Classification basically aims to predict 
whether an input belongs to a certain category or not. 
Regression, on the other hand, focuses on predicting a 
continuous numerical output associated with input data. 
It is used to predict a specific value or a continuous 
function of an output variable [20]. In this research, 
supervised classification algorithms are used because 
credit card fraud detection requires real-time 
intervention and requires identification between two 
main classes: fraudulent and non-fraudulent 
transactions. The real-time nature of credit card 
transactions requires fast and accurate decision making. 
Supervised classification algorithms, which learn from 
historical data, are capable of instantly categorizing each 
transaction as it occurs, thus playing a crucial role in 
timely detection and prevention of fraudulent acts. 
Therefore, the choice of supervised classification 
algorithms is in line with the rigorous requirements of 
credit card fraud detection and provides an efficient and 
agile system for the protection of monetary transactions. 

 
3.2. Supervised classification algorithms  

 
In this research, a total of seven supervised 

classification algorithms were employed to detect credit 
card fraud and suspicious transactions, which included 
Logistic Regression, Decision Trees, Random Forest, 
XGBoost, Naive Bayes, K-Nearest Neighbor, and Support 
Vector Machine. 
 

3.2.1. Logistic regression 
 

LR is a classification algorithm whose main purpose 
is to estimate the probability that an object or event 
belongs to a certain class [21]. This estimation is based 
on the relationship between the independent variables 
or features and the weights. Each feature has a separate 
weight, and these weights are learned during the training 
phase of the model. Predictions are made using a sigmoid 
function, which converts real numbers into a probability 
value between 0 and 1. The higher the probability, the 
more likely it is that the object belongs to a certain class. 
The accuracy of the model is determined by the error rate 
on the training data and this model can be used to classify 
new data and estimate probabilities [22]. 

The formula of logistic regression is given in Equation 
1. When the formula is interpreted in terms of credit card 
fraud detection, P(Y=1) represents the probability that an 
event or transaction belongs to a certain class (for 
example, fraud); X1, X2, ... Xk denotes the independent 
variables related to the credit card transaction (such as 
transaction amount, transaction location, etc.); and b0, b1, 
b2, ... bk represent the weights learned during the model's 
training, signifying the impact level for each feature. 
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𝑃(𝑌 = 1) =
1

1 + 𝑒−(𝑏0+𝑏1𝑋1+𝑏2𝑋2+ … +𝑏𝑘𝑋𝑘)
 (1) 

 

3.2.2. Decision trees 
 

DT are a machine learning method employed for 
addressing classification and regression problems. These 
trees analyze a dataset, creating a hierarchical structure 
where decisions are made in a step-by-step manner. This 
hierarchical tree begins with the root node and branches 
into different paths, with each node representing the 
value of a specific feature or variable [18]. The dataset 
undergoes processing within this tree structure, with 
data being divided into subgroups, and decisions being 
made at each node. These decisions are utilized to 
classify data points or predict target variables. DT 
employ various criteria to select attributes that best 
encapsulate the information within the data. Some of 
these criteria include concepts like entropy, gain rate, 
and the Gini index [23]. DT can perform effectively, 
particularly when dealing with nonlinear data or 
complex relationships. 
 

3.2.3. Random forest 
 

RF is considered a collective machine learning 
technique, effectively used in data mining and 
classification problems. RF primarily comprises decision 
trees. The operational principle of RF involves 
partitioning the dataset into random subsets and 
creating a distinct decision tree for each subset. These 
decision trees are trained independently and are utilized 
for classifying data points or predicting target variables. 
The final forecast is made by averaging the votes or 
forecasts of these decision trees [24]. 

One of the key advantages of RF is that it can handle 
the complexity of the dataset and model non-linear 
relationships. This allows RF to work particularly well 
with complex and high-dimensional datasets. Moreover, 
RF can reduce the noise in the data and avoid the 
problem of overfitting. Therefore, RF is a widely 
preferred algorithm for classification and regression 
problems [25]. 

 

3.2.4. Gradient boosting decision tree 
 

The Gradient Boosting Decision Tree (XGBoost) is a 
collective learning method that successfully solves both 
classification and regression problems. This algorithm is 
built by combining multiple decision trees, but these 
trees are not randomly generated; rather, each tree 
focuses on correcting the errors of the previous trees 
[26]. This method involves an iteration process in which 
trees are built sequentially. Each new tree is trained to 
reduce the errors of the predictions of the previous trees. 
XGBoost is especially preferred for problems that require 
high performance and work with large datasets. This 
method provides high accuracy in processing complex 
data and provides an effective regularization mechanism 
to prevent overfitting [27]. 
 

3.2.5. Naïve bayes 
 

Naive Bayes (NB) is a machine learning algorithm 
based on Bayes theorem and used to solve classification 

problems. This algorithm is basically a probabilistic 
classifier, meaning that it uses probability rules to 
calculate the probability that an object or data belongs to 
a certain class. Naive Bayes is called "naive" (pure or 
simple) because it is an algorithm whose assumptions 
are quite simple and independent. 

One of the advantages of the algorithm is that once 
trained, it can accurately classify data even on small 
datasets. This is especially important in applications with 
limited data. The fundamental principle underlying NB 
assumes that each data feature independently influences 
the class label, and the product of these influences 
provides the class prediction [28]. 
 

3.2.6. K-Nearest neighbor 
 

KNN algorithm is a supervised learning algorithm for 
classifying an observation or predicting a value. The 
basic idea is that the class to which an observation 
belongs is determined based on the classes of its nearest 
neighbors. This closeness is typically calculated by 
Euclidean distance, shown in Equation 2, or other similar 
distance metrics. 

The logic of the algorithm is quite simple. First, for a 
given observation, K nearest neighbors need to be found. 
These neighbors are determined by the distance metric 
around the observation. KNN looks at the class labels of 
these neighbors and assigns the class label of the 
majority as the predicted class. 

KNN is the algorithm of choice for small datasets or 
entry-level classification problems due to its simple 
working principle and easy comprehensibility. However, 
it should be applied with caution when used on large 
datasets due to its computational complexity [29]. 

 

𝑑(𝑥, 𝑦) = √∑ √(𝑦𝑖 − 𝑥𝑖)2

𝑛

𝑖=1

 (2) 

 

3.2.7. Support vector machine 
 

SVM is an efficient classification and regression 
algorithm for high-dimensional datasets. Its basic 
principle is based on separating and classifying data by 
creating a hyperplane (bounding) in an n-dimensional 
space. This hyperplane has the same dimension as the 
number of independent variables (n) and acts as a 
classification discriminator by dividing data points into 
two classes [30]. 

A good SVM model tries to follow this hyperplane, 
which has the greatest distance to the nearest training 
data points. This distance affects the generalization 
ability of the model. The greater the distance, the more 
likely the model is to perform better on new data. 
Therefore, SVM aims to optimally separate data points. 

Furthermore, SVM offers the ability to transform data 
into another space using kernel functions. This is useful 
for handling situations where data cannot be separated 
linearly or where a space is needed that will provide a 
better separation. 

 

3.3. Data validation method 
 

In this research, training and test data validation 
method is used to detect credit card fraud and suspicious 
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transactions. This method aims to evaluate the 
performance of the model by dividing the dataset into 
two main parts. The first part, the "Training Dataset", is 
used in the learning phase of the model. The model is 
trained on this dataset and learns the patterns and 
relationships between the data. The second part, the 
"Test Dataset", is used to evaluate the performance of the 
model. It shows how the model reacts to data outside this 
dataset. 

Figure 1 shows the flowchart of the model created in 
accordance with the training and test validation method. 
The aim is to identify issues with the model and assess its 
performance on real-world data, thereby contributing to 

the acquisition of more reliable results through the 
maintenance of a balanced approach between the 
training and testing phases [31]. 

 
3.4. Performance metrics 

 

Conventional techniques for evaluating machine 
learning classifiers employ measurements that establish 
a connection between the level of confusion and the 
disparities between the ground truth data and the 
model's predictions, with TP, TN, FP, and FN 
representing true positives, true negatives, false 
positives, and false negatives, in that order. 

 

 
Figure 1. Training and testing validating method. 

 
3.4.1. Accuracy 
 

Accuracy is employed to assess the effectiveness in 
the retrieval and processing of data in the evidence 
domain. The Equation 3 can be used to express the 
proportion of correctly classified outcomes as follows: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (3) 

 
3.4.2. Precision 
 

Precision is a performance metric that quantifies the 
proportion of accurately identified positive cases among 
the total number of identified positive cases. This can be 
illustrated as shown in Equation 4. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

 
3.4.3. Recall 
 

Recall, often referred to as sensitivity, represents the 
ratio of relevant instances successfully retrieved out of 
the total number of retrieved instances. This can be 
described as shown in Equation 5. 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (5) 

 

3.4.4. F-Measure/F1-Score 
 

The f-measure considers both precision and recall. It 
can be thought of as the weighted average of all values, as 
shown in Equation 6. 
 

𝐹1 =  2 ∗
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙)
 (6) 

 

3.4.5. Receiver operating characteristic curve 
 

The Receiver Operating Characteristic Curve (ROC) is 
a graphical representation of the performance of a 
classification model at all classification thresholds. The 
ROC curve has two parameters: True Positive Rate (TPR) 
and False Positive Rate (FPR). Lowering the classification 
threshold results in more items being classified as 
positive [32].  

TPR is calculated using the formula expressed in 
Equation 7. 
 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (7) 

 

FPR, the False Positive Rate, is defined as shown in 
Equation 8. 
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𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (8) 

 
3.4.6. The area under the curve 
 

The Area Under the Curve (AUC) of the ROC Curve is 
expressed as the area beneath the ROC Curve. The AUC 
value varies between 0 and 1. A model with a 100% 
prediction error rate has an AUC of 0. A model with 100% 
correct predictions has an AUC of 1 [33]. 

 

3.4.7. Area under the precision-recall curve 
 

Area Under the Precision-Recall Curve (AUPRC) is an 
important metric used to evaluate the performance of a 
classification model, especially in scenarios with 
imbalanced classes. It quantifies the trade-off between 
precision (the ratio of true positives to all positive 
predictions) and recall (the ratio of true positives to all 
actual positives) as the classification threshold changes. 
AUPRC represents the area under the precision-recall 
curve, which ranges from 0 to 1. A higher AUPRC value 
indicates better model performance, with better 
classification of both positive and negative samples. This 
metric helps fine-tune models to achieve a balance 
between precision and recall, ultimately improving 
overall classification performance. 

 

3.5. Dataset 
 

The dataset consists of credit card transactions made 
by European cardholders in September 2013. It spans 
two days and covers a total of 284,807 transactions, of 
which 492 were fraudulent [34]. Notably, this dataset 
exhibits a significant class imbalance, with fraudulent 
transactions representing only 0.172% of the total. 

Machine learning is faced with obstacles when dealing 
with imbalances in datasets, as there is a notable 
disparity in the distribution of classes. This discrepancy 
can create bias towards the dominant class when training 
models using these datasets, resulting in inadequate 
identification of patterns related to the minority class. 
This can hinder the ability to apply learned patterns to 
new data, particularly for the less represented class, and 
standard accuracy measurements may provide deceptive 
results.  

The dataset consists solely of numerical input 
variables obtained through Principal Component 
Analysis (PCA), with features V1 to V28 representing 
PCA-derived principal components. “Time” and 
“Amount” are the only features that have not been 
transformed using PCA. “Time” represents the elapsed 
time in seconds since the first transaction, while 
“Amount” denotes the value of the transaction. The 
“Class” feature serves as the response variable, taking a 
value of 1 for fraud cases and 0 for non-fraud cases. Given 
the class imbalance, accuracy is best assessed using the 
AUPRC. To comprehend the data and understand the 
significance of each feature in relation to the model's 
predictions, a bar chart is used. This bar chart, depicted 
in Figure 2, provides insight into the features that have a 
more significant impact on the outcomes of the model, 
helping to understand the relationships between the 
features and the performance of the model. 

The correlation table, illustrating the relationships 
between each feature in the dataset, is presented in 
Figure 3. 

Table 1 provides a list of features and their 
descriptions, which are crucial in the detection of 
transactions classified as fraudulent, as evident from the 
information presented in Figure 2 and Figure 3. 

 

 
Figure 2. Features importance. 

 
3.6. Data preparation 

 
If the dataset is imbalanced, meaning one class has 

significantly more examples than the other, model 
training can become biased and yield misleading results. 

Therefore, data balancing is necessary. In the dataset 
used for this research, the overwhelming majority of 
transactions are non-fraudulent. Consequently, some 
initial data preprocessing was performed. 
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Figure 3. Correlation table. 

 
Table 1. Features and descriptions. 

Features Description 
ID A distinct identifier for each row 
Time The duration in seconds between the current transaction and the first transaction in the dataset 
V1-V28 Characteristics resulting from dimensionality reduction, applied to safeguard user identities and sensitive features 
Amount The transaction value 
Class Target category (1 for fraudulent transactions, 0 for legitimate transactions) 

 
 

3.6.1. Scaling and distribution 
 

In the specified phase of our study, the 'Time' and 
'Amount' columns were standardized to the same scale 
as the other columns, employing Z-score standardization. 
Z-score standardization, also referred to as Z-score 
normalization or zero-mean normalization, is an 
essential statistical technique utilized to convert a 
numerical variable into a standard normal distribution 
with a mean of 0 and a standard deviation of 1. This 
method proves highly valuable in the realm of data 
preprocessing for machine learning and statistical 
analysis. The process of Z-score standardization can be 
described in the following steps, which guarantee the 
features are on a unified scale, enabling direct 
comparison and avoiding the dominance of any 
individual variable in the modeling process.Data 
collection: Starting with the raw data, which includes the 
“Time” and “Amount” columns, as well as other relevant 
features. 
1. Compute the mean and standard deviation: Calculate 

the mean (μ) and standard deviation (σ) for both the 
“Time” and “Amount” columns. The mean denotes the 
average value, while the standard deviation 
quantifies the spread and variability of the data. 

2. Z-score transformation: The Z-score (z) for each data 
point (x) in the "Time" and "Amount" columns is 
calculated using the Z-score (Equation 9): 

 

𝑍 − 𝑠𝑐𝑜𝑟𝑒(𝑧) =  
𝜋 − 𝜇

𝜎
 (9) 

 
Equation 9 utilizes z as the standardized 

representation, x as the initial data point, and μ (mu) and 
σ (sigma) as symbols for the column's mean and standard 
deviation respectively. By applying this computation to 
every data point, novel figures are generated for the 
columns of “Time” and “Amount”, guaranteeing their 
means approximate 0 and their deviations approximate 
1. The collective influence of feature scaling ultimately 
leads to heightened model efficacy and increased 
precision in identifying fraudulent activity. 

 
3.6.2. Random under-sampling 

 
At this stage, the 'Random Subsampling' technique is 

used to address the problem of class imbalance in the 
dataset. The primary goal is to prevent overfitting in 
machine learning models and ensure their effective 
performance. Below is a step-by-step description of the 
process: 
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1. The degree of class imbalance in the dataset was first 
assessed by determining the number of samples for 
each class label, for both fraudulent transactions 
(Fraud = "1") and non-fraudulent transactions. 

2. Once the number of samples for fraudulent 
transactions was determined, the dataset was 
balanced by setting the number of non-fraudulent 
transactions equal to the number of fraudulent 
transactions to achieve a 50/50 balanced ratio. The 
aim is to ensure that if there are 492 cases of fraud, 
there are an equal number of 492 cases of non-
fraudulent transactions. 

3. To apply this technique, a sub-sample of the dataset 
was created to ensure a balanced 50/50 ratio 
between the two classes. This sub-sample consists of 
only 492 fraud instances and 492 non-fraudulent 
transaction instances. 

4. Performing data shuffling is crucial to guarantee the 
reliability of the model's performance. Shuffling helps 
to eliminate possible biases or patterns in the dataset 
that could affect the training and evaluation of the 
model. 
By following these steps, not only is the problem of 

class imbalance addressed, but the data is organized in 
such a way that machine learning models can generalize 
effectively and make accurate predictions. 

 

3.6.3. Dimensionality reduction and clustering 
 

The process of dimensionality reduction and 
clustering is performed to increase the understanding of 
the underlying structure of the dataset, to streamline the 
data and to distinguish patterns or clusters within it.  At 
this stage, the t-distributed stochastic neighbor 
embedding (t-SNE) method is used, which serves as a 
technique for data visualization and dimensionality 
reduction. This method takes high-dimensional data 
points and transforms them into a lower-dimensional 
space to improve our understanding of the structure of 
the data. t-SNE is particularly used for visualizing data by 
preserving similarities and dissimilarities between data 
points. The primary objective is to simplify the dataset 
and, in doing so, improve the applicability of various 
machine learning techniques for fraud detection. 
Specifically, t-SNE excels in clustering both fraudulent 
and non-fraudulent cases, as evidenced by the results 
depicted in Figure 4. This observation remains consistent 
across various scenarios, even after randomizing the 
dataset. Essentially, this implies that applying additional 
predictive models is likely to be successful in effectively 
differentiating between fraud and non-fraud cases. 

 
Figure 4. Clusters using dimensionality reduction. 

 
4. Experimental study and results 
 

In this study, supervised classification algorithms 
such as LR, DT, RF, XGBoost, NB, KNN, and SVM 
algorithms were employed to detect fraudulent 
transactions in credit card transactions. When creating 
the model, the dataset was divided into two parts: 80% 
for training and 20% for testing. In all the algorithms 
used, the random state was set to 42. The number of trees 
in the RF was defined as 12. In KNN, the number of 
neighbors was set to 5. In the XGBoost algorithm, the 
learning rate was determined as 0.01, the number of 
predictors was set to 10, and the number of seeds was 25. 
In the SVM, the kernel used was the Radial Basis Function 
(RBF), and the C parameter was set to 2. In SVM 
optimization, the C parameter indicates the degree to 
which misclassification of each training sample will be 
avoided. Figure 5 and Figure 6 presents the confusion 
matrices for the utilized algorithms. 

When examining Figure 5 and Figure 6, confusion 
matrices were employed as a crucial tool to analyze the 

performance of each algorithm in a detailed manner. 
Notably, the RF algorithm excelled in correctly 
identifying non-fraudulent transactions, demonstrating 
the highest True Negative value. On the KNN algorithm 
exhibited remarkable performance in correctly 
classifying transactions carrying signs of fraud, boasting 
the highest True Positive value. On the other hand, the NB 
algorithm displayed a tendency to have higher False 
Negative values, which could potentially increase the risk 
of failing to identify fraudulent transactions. Other 
algorithms exhibited similar performance 
characteristics. 

When examining Figure 7, the graph presents the 
AUC-ROC (Area Under the Receiver Operating 
Characteristic) and AUPRC scores of different machine 
learning algorithms. These scores serve as critical 
metrics for evaluating the performance of classification 
models. AUC-ROC measures the trade-off between the 
false positive rate and the true positive rate. It reflects a 
model's ability to accurately classify non-fraudulent 
transactions while minimizing false positives. A higher 
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AUC-ROC score indicates a better overall classification 
performance. On the other hand, AUPRC assesses the 
balance between recall and precision and is particularly 
useful for imbalanced classification tasks. High AUPRC 
scores indicate a model's ability to effectively detect 
fraudulent transactions and minimize false positives. 

The graph shows that the RF algorithm exhibits the 
highest AUC-ROC and AUPRC scores, demonstrating its 
outstanding performance in accurately identifying 

legitimate transactions and effectively detecting 
fraudulent ones. Similarly, the KNN algorithm shows 
remarkable proficiency in correctly classifying 
fraudulent transactions, as evidenced by its superior 
AUC-ROC and AUPRC scores. In contrast, the NB 
algorithm shows relatively lower AUC-ROC and AUPRC 
scores, indicating potential limitations in accurately 
detecting fraudulent transactions. 

 

 
Figure 5. Confusion matrices. 

 

 
Figure 6. Confusion matrices. 
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Figure 7. AUC-ROC and AUPRC values of algorithms. 

 
Table 2 shows that two algorithms, RF and KNN, show 

strong potential in this area. However, some other 
algorithms also show performance metrics close to RF 
and KNN, indicating that there is no single solution for 

credit card fraud detection and that the choice of 
algorithm may depend on specific operational 
requirements and priorities. 

 
Table 2. Performance metrics. 

Classifier Accuracy Precision Recall F1-Score AUC-ROC AUPRC 
LR 0.95 0.97 0.87 0.92 0.93 0.94 
KNN 0.97 0.96 0.96 0.96 0.97 0.97 
DT 0.96 0.94 0.95 0.95 0.96 0.95 
RF 0.97 0.99 0.94 0.96 0.97 0.98 
XGBoost 0.96 0.98 0.91 0.94 0.94 0.95 
NB 0.94 0.96 0.86 0.90 0.91 0.92 
SVC 0.95 0.98 0.88 0.93 0.93 0.95 

 
 

 
Figure 8. ROC curve with AUC values. 
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RF exhibits an accuracy rate of %97, indicating its 
flexible classification capability. This corresponds to an 
AUC-ROC score of 0.97 and an AUPRC score of 0.98, 
highlighting its expertise in distinguishing between 
fraudulent and non-fraudulent transactions (F1-Score = 
0.96). These AUC values underline the likely utility of the 
model in detecting credit card fraud. Moreover, the 
concordant performance indicators suggest that RF can 
deliver reliable predictions even in situations involving 
imbalanced datasets, which is a common obstacle in 
fraud detection. 

KNN excels in correctly distinguishing fraudulent 
transactions with a 97% accuracy rate and AUC-ROC 
score of 0.97 and AUPRC score of 0.97 (F1-Score = 0.96). 
The high accuracy rate and high AUC values emphasize 
that KNN is a powerful algorithm for credit card fraud 
detection. 

It is worth noting that the NB algorithm shows 
relatively lower performance metrics compared to the 
other algorithms, with 94% accuracy. The precision 
(0.96) and recall (0.86) values, while not significantly 
lower, are relatively less competitive when considered in 
the context of the task (F1-Score = 0.90). This highlights 
the limitations of this algorithm in achieving accuracy 
levels comparable to other algorithms, especially in 
situations where higher precision and recall rates are 
crucial. 

When the ROC curve plot in Figure 8 is analyzed, it is 
seen that the classifiers exhibit a high performance. The 
ROC curve provides a visual representation of how a 
model's sensitivity (true positive rate) and specificity 
(true negative rate) change at various thresholds. 

The two prominent algorithms in this context are 
KNN and RF. Both algorithms achieved very high AUC 
scores, emphasizing their proficiency in data 
classification. KNN shows an AUC score of 0.97, 
emphasizing its effectiveness in correctly identifying 
cases while maintaining the balance between precision 
and recall. RF, on the other hand, exhibits an equal AUC 
score of 0.97, emphasizing its superior performance in 
classification. 

 
4. Discussion 
 

Researchers in the fraud detection field are 
constantly exploring and debating the effectiveness of 
different methodologies. Within the framework of this 
discourse, this section explores the comparison of the 
current study findings with previous studies. Employing 
preprocessing techniques such as scaling, random under-
sampling, dimensionality reduction, and clustering can 
enhance fraud detection rates when comparing study 
findings with research on the same dataset using 
classification algorithms [35] and [36]. Additionally, 
classifying algorithms were proven to be as successful as 
deep learning algorithms, consistent with papers [37] 
and [38]. However, papers [39] and [40] advocate for 
deep learning algorithms as optimal, but the decision 
should be situation dependent. Deep networks 
outperform with larger datasets and exhibit versatility 
across various domains, thereby conferring them with 
distinct advantages. Nevertheless, in contexts where the 
emphasis lies on interpretability and cost-effectiveness 

rather than the intricacy of deep learning models, 
classification algorithms arise as a more pragmatic 
option. The straightforwardness and efficient utilization 
of resources by classification algorithms render them 
highly suitable for scenarios with constrained 
computational resources or where a transparent 
comprehension of the decision-making process is 
imperative [41]. These insights actively contribute to 
ongoing discussions regarding the selection of 
appropriate methodologies in the field of fraud detection, 
providing valuable considerations for real-world 
applications. 

 

5. Conclusion  
 

This study meticulously examined seven supervised 
classification algorithms, namely LR, DT, RF, XGBoost, 
NB, KNN, and SVM, to identify the most effective machine 
learning algorithms in the field of credit card fraud 
detection. After a thorough review, the evaluation of 
these algorithms to detect instances of credit card fraud 
and suspicious transactions yielded remarkable results 
and successfully achieved the goal of the study. 

The data preparation phase in this study played a 
crucial role in guaranteeing the reliability and precision 
of the subsequent analysis. To address the issue of class 
imbalance, it becomes imperative to perform a 
preliminary data balancing process to overcome the 
uneven distribution between non-fraudulent and 
fraudulent transactions. Improving model performance 
and accuracy in fraud detection requires significant 
adjustments in scale and distribution, as well as the 
creation of a balanced sub-sample. A technique called 
"random subsampling" was used to ensure fair 
representation of both types of transactions and to 
minimize class imbalance and overfitting. Furthermore, 
the application of clustering and dimensionality 
reduction techniques increased our understanding of the 
structure of the dataset and facilitated the 
implementation of various machine learning algorithms. 
Among these algorithms, the t-SNE algorithm exhibited 
exceptional precision in categorizing fraudulent and non-
fraudulent samples. 

The RF algorithm proved to be the most efficient 
algorithm based on performance measurements. It 
exhibits exceptional accuracy, as evidenced by its 
remarkable AUC-ROC and AUPRC scores. It demonstrates 
a remarkable ability to correctly identify legitimate 
transactions while minimizing false positives, an 
important consideration in fraud detection. Alongside 
RF, KNN demonstrates exceptional proficiency in 
accurately classifying transactions that show signs of 
fraud, as evidenced by the highest true positive values. Its 
precise identification of fraudulent transactions 
positions it as an important algorithm for credit card 
fraud detection. Furthermore, the NB algorithm is 
relatively less competitive when considered in the 
context of the task. 

In a broader context, these findings play an 
important role in ongoing efforts to combat financial 
fraud and guarantee the protection of customer and 
corporate assets. The selection of an algorithm holds 
immense significance, driven by data characteristics, the 
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delicate equilibrium between sensitivity and accuracy, 
and the comparative expenses of false positives and false 
negatives. Depending on specific needs and priorities, the 
optimal approach for a company and its customers 
varies. If the main goal is to reduce false positives and 
effectively detect legitimate transactions, it is 
advantageous to use the RF algorithm. Alternatively, if 
precise identification of fraudulent transactions is 
crucial, particularly in cases where fraud indicators are 
present, the KNN algorithm may be better suited for this 
purpose. As the financial sector progresses, such 
research will provide invaluable perspectives and 
direction for the establishment of resilient fraud 
detection systems. It is evident that advancements are 
being made towards more secure financial transactions, 
and these outcomes denote a substantial progression in 
that trajectory. This has the potential to unlock 
opportunities for further exploration and pragmatic 
applications in the industry. 
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