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Öz 

Atriyal Fibrilasyon (AF) tespiti, intrakardiyak Elektrogram (EGM) sinyallerinin kritik bir yönüdür ve kardiyovasküler sağlık 

izlemesinin önemli bir parçasını oluşturur. Bu çalışma, güçlendirilmiş ve verimli AF tespiti için bir zaman serisi sınıflandırma (TSC) 

algoritması olan Minirocket'ın uygulanmasını keşfeder. Rodrigo et al. (2022) tarafından elde edilen veri setinin bir alt kümesi 

üzerinde karşılaştırmalı bir analiz gerçekleştirilir. Çalışma, Minirocket'ın kısa EGM dizileri ve değişen eğitim büyüklükleri 

karşısındaki direncini araştırır; bu, giyilebilir ve implante edilebilir cihazlar gibi gerçek dünya uygulamaları için önemlidir. Ampirik 

çalışma süresi analizi, Minirocket'ın geleneksel makine öğrenimi algoritmalarına kıyasla verimliliğini değerlendirir. Sonuçlar, 

özellikle kısa sinyaller ve değişen eğitim büyüklükleri senaryolarında Minirocket'ın dikkate değer performansını sergiler, böylece 

geleceğin kardiyovasküler izleme teknolojilerinde AF tespiti için umut vadeden bir aday olarak öne çıkar. Bu araştırma, AF tespit 

algoritmalarının verimliliğinin artırılması ve dinamik klinik senaryolara adapte edilmesi konusunda katkıda bulunur. 

 

Anahtar Kelimeler 

“Atriyal fibrilasyon, İntrakardiyak elektrogram analizi, Makine öğrenimi, Zaman serisi sınıflandırması” 

 

Abstract 

Atrial fibrillation detection from intracardiac electrogram signals is a critical aspect of cardiovascular health monitoring. This study 

explores the application of Minirocket, a time series classification algorithm, for robust and efficient atrial fibrillation detection. 

Comparing it with standard machine learning algorithms, including Extreme Gradient Boosting and Random Forest, using 

electrograms from 44 patients, Minirocket surpasses both traditional and deep learning approaches with F1 scores around 0.98 for 4 

seconds signal duration. The algorithm demonstrates robustness in data-limited scenarios. Additionally canonical feature ablation is 

implemented and it emphasizes the nuanced importance of temporal features, with distribution-related features proving detrimental. 

Minirocket's efficiency, adaptability to varying signal sizes, and competitive accuracy position it as a promising tool for real-time AF 

detection, addressing key challenges in emerging cardiovascular monitoring technologies. This research contributes to the 

optimization of AF detection algorithms for increased efficiency and adaptability to dynamic clinical scenarios. 
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1. Introduction 

 

Atrial Fibrillation (AF), recognized by rapid and irregular heartbeats, is a cardiac arrhythmia posing not only a substantial lifetime 

risk factor but also significant health risks, including stroke and heart failure [Weng et al. (2018)]. It falls within the broader category 

of supraventricular tachycardia (SVT) and can coexist with other SVT types, such as Atrial Tachycardia (AT) and Atrial Flutter 

(AFL) [Haissaguerre et al. (1994), Katritsis et al. (1996), Palma et al. (2000), Jang et al. (2010)]. The timely and accurate 

identification of AF is imperative for effective management, preventing complications, and holds crucial clinical implications, 

influencing the utilization of pacemakers, defibrillators, and the interpretation of remote-monitoring tracings from implantable 

devices. 

 

As data analysis techniques continue to evolve, extensive studies focus on cardiac electrophysiological signals to enhance data 

interpretation and expedite diagnostic decision-making. Electrocardiograms (ECG) are commonly used for detecting cardiac 

disorders due to their accessibility and low cost. Recent studies, exemplified by Smith et al. (2019) and Hannun et al. (2019), 

showcase the efficacy of deep learning methods in AF detection, surpassing traditional ECG interpretation by physicians. Despite the 

widespread availability of ECGs, their data collection from the body surface provides coarser data when measuring tissue-level 

electrical activities. 

 

In contrast, EGM analysis, obtained through direct contact with cardiac tissue, offers a refined understanding of fibrillatory activities. 

This type of analysis facilitates improved mapping and navigation for therapeutic actions such as ablation. However, due to the 

demanding and invasive nature of EGM collection, simulated EGMs are often used for regularity and organization analysis. Earlier 

studies employed conventional ML and signal processing techniques, while recent endeavors embraced deep learning for EGM 

analysis. Nevertheless, in the realm of AF treatment, the finer-level EGM analysis benefits significantly from a coarser-level 

interpretation, especially since AF may coexist with other SVT types and exhibit diverse characteristics in various atrial regions. 

 

While few studies have analyzed intracardiac EGMs for AF detection, including the work by Isa et al. (2007) and Rodrigo et al. 

(2022), the latter's use of deep learning techniques faced intensive computational demands. This current study builds upon Rodrigo et 

al. (2022) and seeks to explore the effectiveness and efficiency of state-of-the-art time series classification (TSC) algorithms, with a 

specific focus on Minirocket. The motivation arises from the necessity for efficient algorithms capable of real-time AF detection in 

wearable and implanted devices. This is particularly crucial considering the varying characteristics of AF episodes and different atrial 

regions. 

1.1. Motivation 

The motivation behind this study arises primarily from the intricate nature of AF, which may coexist with other SVT types and 

exhibit diverse characteristics. The increasing prevalence of wearable and implanted devices, coupled with ambulatory monitoring 

technologies, underscores the need for efficient algorithms capable of processing shorter EGM sequences and adjusting to varying 

training sizes to enable real-time AF detection. Secondly, while deep learning models are recognized for their high performance 

accuracy, they are resource intensive often requiring substantial amounts of data and are prone to longer training times, which may 

not be readily available in many scenarios. Conversely, standard Machine Learning (ML) algorithms, while efficient, struggle with 

the non-stationary, non-local, and non-monotonic properties inherent in time series data. This study specifically focuses on 

Minirocket due to its tailored design for time series data, minimal computational complexity, seamless implementation without the 

need for extensive pre-processing steps or feature extraction, minimal parameter tuning requirements, and superior adaptability to 

diverse signal sizes. By testing Minirocket alongside conventional ML algorithms, which is a novel inclusion in the literature, this 

study aims to demonstrate its superior accuracy and runtime efficiency compared to the current state-of-the-art methods. The 

overarching goal is to comprehensively assess the performance, efficiency, and robustness of Minirocket in the context of AF 

detection. 

1.2. Objectives 

Algorithmic Comparison: Evaluate the performance of Minirocket in AF detection and compare it with conventional ML algorithms. 

 

Robustness Analysis: Investigate the robustness of Minirocket in the face of shorter EGM sequences and varying training sizes, 

reflecting real-world scenarios and the demands of streaming data. 

 

Efficiency Considerations: Conduct an empirical runtime analysis to evaluate the efficiency of Minirocket concerning other 

conventional ML algorithms. 
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1.3.  Contribution 

This study contributes to the evolving field of AF detection by providing insights into the effectiveness of Minirocket as a TSC 

algorithm. The focus on robustness in the context of short-duration signals and varying training sizes addresses practical challenges in 

the deployment of AF detection algorithms, particularly in the context of emerging technologies. 

1.4.  Structure of the Paper 

The remainder of this paper is organized as follows: Section 2 provides a comprehensive overview of the methodology, including 

data collection, preprocessing, and classification algorithms. Section 3 presents the results of the experiments, highlighting the 

performance, robustness, and efficiency of Minirocket. Section 4 offers a detailed discussion of the findings and their implications. 

Finally, Section 5 concludes the paper with a summary of key insights and suggestions for future research. 

 

Terminology 

AF Atrial Fibrillation 

AT 

AFL 

SVT 

Atrial Tachycardia 

Atrial Flutter 

Supraventricular Tachycardia 

EGM 

ML 

TSC 

Rocket 

Minirocket 

XGB 

RF 

LDA 

GNB 

catch22 

PPV 

Electrogram 

Machine Learning 

Time Series Classificiation 

Random Convolutional Kernel Transform 

Minimally Random Convolutional Kernel Transform 

eXtreme Gradient Boosting 

Random Forest 

Linear Discriminant Analysis 

Gaussian Naïve Bayes 

Canonical Time Series Characteristics 

Positive Predicted Value 

 

2. Materials and Methods 

 

2.1. Patient Population 

The dataset utilized in this investigation was generously provided by Rodrigo et al. (2022). The patient cohort was meticulously 

curated from the COMPARE registry (NCT02997254), comprising individuals afflicted with AF who were prospectively enrolled 

during ablation procedures for symptomatic AF that remained refractory to at least one anti-arrhythmic medication. In this registry, 

each patient underwent the recording of intracardiac EGMs via multipolar 64-pole basket catheters. A thorough examination of the 

registry was conducted by a panel of three cardiac electrophysiologists, who meticulously categorized each EGM tracing as either AF 

or atrial tachycardia AT. 

 

In this study, a systematic selection of patients from the registry was conducted to create a balanced dataset of intracardiac 

recordings, encompassing both AF (N = 22) and AT (N = 22). It is important to highlight that all participants in this study provided 

written informed consent, adhering to protocols approved by the Human Research Protection Program. Patient demographics is 

summarized in Table 1. 

Table 1. The demographic information of the patients participating in the study 

 Patients (all) Patients (AF) Patients (AT) 

Patient count 

Age (in years) 

Female 

Weight 

44 

59.2±11.5 

14(31%) 

94.9±17.9 

22 

59.7±12 

7(31%) 

97.6±17.8 

22 

58.7±11.1 

7(31%) 

92.1±17.8 

 

 

2.2. EGM Reading and Recording 

The dataset utilized in this study was a subset of the dataset provided by Rodrigo et al. (2022). Rodrigo et al. included EGMs from 86 

patients (25 Female, 65±11 years), while this study focused on EGMs from 44 patients (14 Female, 59±11 years). The entire dataset 

comprised N=29,340 EGM signals, whereas this study analyzed N=2,817 EGM signals. EGM collection and pre-processing step is 

summarized as follows. The process of EGM collection and pre-processing is summarized as follows. 
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The electrophysiology study commenced following the discontinuation of antiarrhythmic medications for a duration equivalent to 5 

half-lives. Utilizing a 64-pole basket catheter (Abbott, Menlo Park, CA; electrode size 2 mm, inter-electrode spacing 5 mm along 

spline), both right and left atria were comprehensively mapped. Experienced operators skillfully manipulated the catheters to 

optimize contact, as previously described by Honarbakhsh et al. (2017). Unipolar EGMs spanning 60 seconds were exported from the 

electrophysiological recorder (Prucka, GE Marquette, Milwaukee, WI; Bard Electrophysiology, Billerica, MA) and filtered within 

the range of 0.05–500 Hz. 

 

For analysis, unipolar EGMs with a duration of 4000 ms, equivalent to approximately 20 cycles of AF or AT, were employed. This 

duration aligns with the common practice of analyzing EGM sequences in the frequency domain, with extended durations offering 

negligible improvement in rhythm identification. Original EGMs had a sample frequency of 1 kHz (Bard) or 977 Hz (Prucka) and 

were uniformly resampled for comparative analyses between datasets. To reduce dimensionality and considering that the 

physiological content of AF and AT EGMs is below 200 Hz [Rodrigo et al. (2021)], EGMs were downsampled to 400 Hz using a 

200 Hz anti-aliasing filter. Consequently, the findings are applicable to systems with sampling frequencies greater than 400 Hz. 

Ventricular artifacts were mitigated by subtracting the mean QRS complex, identified in three orthogonal ECG leads through a 

voltage threshold, and averaged across 1 minute [Alhusseini et al. (2020)]. 

 

2.3. Rocket and Minirocket 

Classifiers specialized in handling time series data are pivotal for tasks involving time-dependent information, including trend 

prediction, anomaly detection, and the categorization of sequential data. Prominent time series classifiers in the current landscape 

encompass The Hierarchical Vote Collective of Transformation-based Ensembles 2.0 (HIVE-COTEv2), introduced by Middlehurst 

et al. (2021), and the Time Series Combination of Heterogeneous and Integrated Embedding Forest (TS-CHIEF), developed by 

Shifaz et al. (2020). These algorithms demonstrated exceptional performance using 112 time series datasets from Dau et al. (2019). 

However, their extensive training times render them impractical for scenarios where efficiency is a critical concern. 

In contrast, Dempster et al. (2020a) introduced Rocket, a significantly faster algorithm that yields comparable results to the 

aforementioned classifiers. Rocket can be conceptualized as an adaptation of the convolution technique employed in Convolutional 

Neural Networks (CNNs) for time series data. Key distinctions between Rocket and CNN include the absence of learned kernel 

weights in Rocket, which employs a vast number of randomly generated kernels. Implementation details are provided in Dempster et 

al. (2020). The transformation process can be described as follows: 

𝑋𝑖 ∗ 𝜔 = ( ∑ 𝑋𝑖+(𝑗𝑥𝑑)𝜔𝑗

𝑙𝑘𝑒𝑟𝑛𝑒𝑙−1

𝑗=0

) + 𝑏 

                                                                               [1] 

Where 𝑋𝑖 is 𝑖𝑡ℎ instance of time series dataset, 𝜔 is randomly generated kernel set -there are by default 10K of them-, 𝑙𝑘𝑒𝑟𝑛𝑒𝑙  is 

kernel length, 𝑑 is diation, and 𝑏 is bias. Following the transformation, twice the number of features per time series instance is 

generated. Subsequently, a linear classifier, Ridge classifier, is employed for classification. In scenarios involving extensive datasets, 

Logistic Regression (LR) is employed, utilizing stochastic gradient descent for training. This choice is motivated by its capability to 

converge efficiently, potentially achieving convergence within a single iteration or even without fully utilizing all available training 

data. This strategy aligns with the recommendations of LeCun et al. (2015) and Bottou et al. (2018). In this study, Ridge classifier 

consistently outperformed LR in terms of accuracy and speed, making LR an excluded option. 
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Figure 1. Displayed above are exemplary kernels from Rocket (top) and Minirocket (bottom). The x-axis represents the kernel 

length, while the y-axis illustrates the kernel weights. A noticeable reduction in randomness occurs when transitioning from Rocket 

to Minirocket. This is evident in the fixed kernel lengths of Minirocket compared to the varying kernel lengths of Rocket. 

Additionally, the kernel weights of Rocket span real values around zero, ranging between -2 and 2, whereas the kernel weights of 

Minirocket are confined to -1 or 2. 

To enhance the accuracy performance of Rocket, Minirocket was introduced by Dempster et al. (2020). Minirocket not only 

outperformed Rocket but also exhibited greater efficiency. Minirocket employs almost deterministic kernels, as opposed to the 

random characteristics of length, weights, bias, and dilation parameters in Rocket. The selection criterion focuses on discarding the 

maximum value, with only the Positive Predictive Value (PPV) chosen as the feature after convolution. Changes in convolutional 

kernel properties are summarized in Table 2, and example kernels are visualized in Figure 2. 

Table 2. Comparing convolutional kernel properties of Rocket and Minirocket 

 Rocket Minirocket 

length, lkernel 

weights, 𝑊 

bias, 𝑏 

dilation, 𝑑 

padding 

features 

num. features 

{7,9,11} 

𝒩(0,1) 

𝒰(0,1) 
random 

random 

PPV+max 

20K 

9 

{−1,2} 

from convolution output 

fixed (rel. to input 

length) 

fixed 

PPV 

10K 

Minirocket achieves a marked acceleration in transformation through four key optimizations: 

 Simultaneously calculating PPV for 𝑊 and −𝑊. 

 Repurposing the convolution output to compute various features. 

 Eliminating multiplications in the convolution operation. 

 Efficiently computing all kernels (almost) 'at once' for each dilation.  

Despite these changes, the theoretical computational complexity of Minirocket remains comparable to Rocket. However, empirical 

runtime observations indicate a significant speed improvement. Following transformation with Minirocket, the same number of 

features as the number of kernels are generated per time series instance, given that only PPV is selected as a feature. Similar to 

Rocket, the Ridge Classifier is employed for classification, with the default number of kernels being 10,000 for both Rocket and 

Minirocket. In this study, different values are tested to explore their impact on classification performance.. 

2.4. Features Extracted from EGMs 

In the analysis of time series data, particularly cardiac electrophysiological signals, the extraction of various features is essential. The 

Canonical Time Series Characteristics (catch22), introduced by Lubba et al. (2019), represents a collection of 22 time series features 

specifically tailored for time-series analysis. These features were thoughtfully curated from the extensive pool of 7000+ features 

present in the Highly Comparative Time Series Analysis (hctsa) toolbox [Fulcher et al. (2013), Fulcher et al. (2017)]. The hctsa 

toolbox is a comprehensive resource for time-series analysis, offering versatility in its application based on specific analytical goals. 

 

In order to distill a more streamlined set of canonical features, a hierarchical clustering technique was applied to the correlation 

matrix of features that exhibited superiority over random chance. The clusters generated were subsequently organized based on 

balanced accuracy, assessed through a decision tree classifier. Within each of the 22 formed clusters, a singular feature was chosen, 

considering balanced accuracy outcomes, computational efficiency, and interpretability. 

 

The catch22 features span a diverse array of characteristics, encompassing distributional properties, regularity, complexity, and more. 

A careful selection of features from the hctsa toolbox, along with brief descriptions, is presented in Table 3. 

Table 3. The catch22 feature set [adopted from Lubba et al. (2019)] 

hctsa feature name Description 

Distribution 

DN_HistogramMode_5  

DN_HistogramMode_10  

Simple temporal statistics  

SB_BinaryStats_mean_longstretch1  

DN_OutlierInclude_p_001_mdrmd  

 

The distribution's mode represented by a 5-bin histogram of z-scores. 

The distribution's mode represented by a 10-bin histogram of z-scores. 

 

The most extended duration of successive values surpassing the mean. 

Intervals of time between consecutive occurrences of extreme events above the mean 
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DN_OutlierInclude_n_001_mdrmd  

Linear autocorrelation  

CO_f1ecac  

CO_FirstMin_ac  

SP_Summaries_welch_rect_area_5_1 

 

SP_Summaries_welch_rect_centroid  

FC_LocalSimple_mean3_stderr  

Nonlinear autocorrelation  

CO_trev_1_num  

CO_HistogramAMI_even_2_5 

IN_AutoMutualInfoStats_40_gaussian_fmmi  

Successive differences  

MD_hrv_classic_pnn40  

SB_BinaryStats_diff_longstretch0  

SB_MotifThree_quantile_hh  

FC_LocalSimple_mean1_tauresrat 

CO_Embed2_Dist_tau_d_expfit_meandiff 

Fluctuation Analysis 

SC_FluctAnal_2_dfa_50_1_2_logi_prop_r1  

 

SC_FluctAnal_2_rsrangefit_50_1_logi_prop_r1  

 

Others  

SB_TransitionMatrix_3ac_sumdiagcov  

 

PD_PeriodicityWang_th0_01  

Intervals of time between consecutive occurrences of extreme events below the mean 

 

The point at which the autocorrelation function crosses 1/e for the first time 

The initial occurrence of the minimum value in the autocorrelation function 

Cumulative power within the lowest quintile of frequencies in the Fourier power 

spectrum 

Centroid of the power distribution in the Fourier power spectrum 

Average deviation from a rolling 3-sample mean forecast 

 

Statistic indicating time-reversibility, 〈(𝑥𝑡+1 − 𝑥𝑡)3〉𝑡 

Automutual information, 𝑚 =  2, 𝜏 =  5 

The point of first minimum in the automutual information function 

 

The ratio of successive differences surpassing 0.04𝜎 [Mietus et al. (2002)] 

The longest duration of consecutive incremental decreases 

Shannon entropy of two successive letters in equiprobable 3-letter symbolization 

Change in correlation length following iterative differencing 

Exponential fitting applied to consecutive distances in a 2-dimensional embedding 

space 

 

Fraction of slower timescale fluctuations exhibiting scaling behavior according to 

detrended fluctuation analysis (50% sampling) 

Fraction of slower timescale fluctuations exhibiting scaling behavior according to 

linearly rescaled range fits 

 

Sum of the diagonal elements of the covariance matrix for the transition probabilities 

between symbols in a 3-letter alphabet 

Periodicity measure of Wang et al. (2007) 

 

The "catch22" library has been implemented in Python, offering user-friendly functionality and facilitating seamless integration into 

Python workflows. This library proves to be a valuable tool for extracting relevant features from EGMs, contributing to a 

comprehensive analysis of cardiac electrophysiological signals. 

 

For TSC algorithms, no feature extraction is carried out, while conventional ML algorithms involve feature extraction. Nonetheless, 

the classification task using ML algorithms is also conducted without feature extraction, resulting in significantly inferior 

performances compared to utilizing catch22 features. Consequently, feature extraction is by default incorporated when employing 

ML algorithms for the remainder of the paper. 

2.5. Conventional Classifiers 

In the selection of conventional ML algorithms for the classification task, considerations include ease of use and broad applicability. 

The selected models and their concise descriptions are provided below: 
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 eXtreme Gradient Boosting (XGB): XGB is a widely adopted open-source machine learning library designed for 

supervised learning tasks, particularly in structured/tabular data and regression problems. It leverages gradient boosting, 

constructing an ensemble of weak learners, often decision trees, sequentially. Incorporating L1 (Lasso) and L2 (Ridge) 

regularization terms, XGBoost mitigates overfitting by penalizing complex models. Noteworthy features include "tree 

pruning" for model simplification and built-in cross-validation for hyperparameter tuning. XGBoost provides a feature 

importance score, aiding in feature selection and model interpretability. 

 Random Forest (RF): RF is an ensemble learning method applicable to both classification and regression tasks. 

Comprising multiple decision trees, each trained on a random subset of the data, it amalgamates their predictions for 

enhanced accuracy and generalization. Bootstrap sampling and feature randomization introduce randomness, mitigating 

overfitting. RF offers simplicity, flexibility, and robustness, and its predictions are determined through a majority vote 

(classification) or averaging (regression) across individual trees. Feature importance is measured based on contributions to 

impurity reduction. 

 Linear Discriminant Analysis (LDA): LDA is a statistical technique employed for dimensionality reduction and 

classification. Particularly useful in supervised learning scenarios, LDA aims to maximize the separation between classes. It 

transforms original features into linear combinations, emphasizing class discrimination. LDA is distinct from Principal 

Component Analysis (PCA) as it prioritizes class separation. Assuming normal distribution and a common covariance 

matrix within each class, LDA computes eigenvalues and eigenvectors to establish a linear decision boundary. LDA is 

robust to outliers compared to some other classification methods. 

 Gaussian Naive Bayes (GNB): The GNB classifier is a probabilistic algorithm based on Bayes' theorem, assuming 

Gaussian distribution of features. Despite its "naive" assumption of feature independence, GNB performs effectively, 

especially with high-dimensional datasets. It estimates class probabilities based on the likelihood of features given a class, 

assuming feature independence within each class. Parameters such as mean and variance for each feature in each class are 

estimated during training. GNB is particularly suitable for scenarios where the normal distribution assumption holds. 

All classifiers are implemented with default parameters, and hyperparameter tuning is not performed in this study. The selected 

classifiers offer a blend of simplicity, efficiency, and performance across diverse classification tasks  
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2.6. Classification Metrics and Evaluation 

Monte Carlo cross-validation, a technique involving the random partitioning of the dataset into training and testing sets across 

multiple iterations, is employed for robust cross-validation. To ensure reproducibility of training and testing sets, the shuffling seed at 

each iteration is set to the iteration number. In this experimental setup, various training and testing sizes are explored to 

comprehensively evaluate classifier performance. 

Cross-Validation Process: 

 Monte Carlo Cross-Validation: The dataset is randomly split into training and testing sets for multiple iterations. The 

shuffling seed, determined by the iteration number, ensures the reproducibility of the training and testing sets. 

Evaluation Metrics: 

 Accuracy: This metric quantifies the overall correctness of the classifier by measuring the ratio of correctly predicted 

instances to the total instances. It provides an intuitive assessment of the classifier's performance. 

 F1 Score: The F1 score is a metric that balances precision and recall, offering a single numerical measure of a classifier's 

performance. It is particularly useful in situations where there is an imbalance between classes, providing a comprehensive 

evaluation of both false positives and false negatives. 

The choice of these metrics aims to provide a well-rounded understanding of classifier performance, capturing both the accuracy of 

predictions and the ability to deal with imbalances in class distribution. The utilization of Monte Carlo cross-validation enhances the 

reliability and robustness of the evaluation process. For the sake of consistency in comparison, the random state seed for all 

classifiers is set to the same number, which is 42. 

3. Results 

This section presents a comparative analysis of the classification and runtime performance of TSC algorithms, including Rocket and 

Minirocket, in contrast to conventional Machine Learning ML algorithms (XGB, RF, LDA, and GNB) for the purpose of EGM 

signal analysis to detect AF. Additionally, an XGB-specific feature ablation study is conducted. 

 

3.1. Robustly Identifying AF and AT from EGMs 

To assess the robustness of identifying AF and AT from intracardiac EGM signals, an analysis is conducted with varying EGM 

signal durations and training sizes. Signal durations are systematically reduced from 4 seconds to 2.5, 1, 0.5, and 0.25 seconds, while 

training sizes are decreased from 80% to 60%, 40%, and 20%. 

 

Accuracy score performances for varying durations 

In the initial experiment, classification performance is evaluated based on accuracy, and the results for different EGM durations with 

a fixed training size of 80% are presented in Table 4. Notably, Minirocket and Rocket, both TSC algorithms, emerged as the top-

performing classifiers. For a 4-second EGM duration, they achieved an accuracy performance of approximately 0.98. As the duration 

was reduced, their performance declined, yet even for a 1-second duration, they maintained a performance level of around 0.92, 

which can still be deemed a successful classification. In the case of 0.5 and 0.25 seconds durations, their performance was more 

modest but still exceeded 0.80. 

Table 4. Accuracy performance of classifiers for different EGM durations. 

 4 s 2.5 s 1 s 0.5 s 0.25 s 

Minirocket 

Rocket 

XGB 

RF 

LDA 

GNB 

0.9803±0.0044 

0.9800±0.0041 

0.9239±0.0070 

0.9071±0.0099 

0.7234±0.0122 

0.6520±0.0176 

0.9679±0.0076 

0.9652±0.0067 

0.8957±0.0117 

0.8755±0.0110 

0.7129±0.0151 

0.6560±0.0117 

0.9232±0.0043 

0.9333±0.0105 

0.8383±0.0169 

0.8349±0.0089 

0.6773±0.0170 

0.6401±0.0152 

0.8706± 0.0067 

0.8738± 0.0147 

0.7727± 0.0142 

0.7707± 0.0132 

0.6628± 0.0153 

0.6216± 0.0144 

0.8066± 0.0151 

0.7915± 0.0118 

0.7071± 0.0167 

0.7144± 0.0112 

0.6553± 0.0186 

0.6197± 0.0200 

 

Among conventional ML algorithms, XGB and RF demonstrated relatively moderate performances, with XGB outperforming RF for 

longer durations. Their accuracy values were around 0.90 for 4- and 2.5-second EGM durations, decreasing to around 0.70 for a 0.25-

second duration. LDA and GNB exhibited lower performances, with LDA consistently around 0.70 and GNB around 0.65. 

 

F1 score performances for varying durations and training sizes 
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Figure 2 illustrates performance changes concerning different training sizes and signal durations, considering mean F1 scores as the 

performance measure. Minirocket consistently yielded mean F1 scores exceeding 0.95 for training sizes of 40% and above and 

durations of 2.5 seconds and above. Performance values remained above 0.90 for durations of 1 second or more, with training sizes 

of 40% and above, as well as for training sizes of 20% and durations of 2.5 seconds and above. The values hovered around 0.85 for a 

0.5-second duration and training sizes of 40% and above, as well as for training sizes of 20% and durations of 1 second. For a 0.25-

second duration, performance slightly declined below 0.80 but never fell below 0.70. Rocket's performance was generally close to 

Minirocket, with Minirocket consistently exhibiting slightly better performance.  

 

The performance of XGB was approximately 0.90 for a training size of 40% and above and a duration of 4 seconds, and for a training 

size of 60% and above for a duration of 2.5 seconds. The values were around 0.85 for a training size of 40% and a duration of 2.5 

seconds. Performance values remained above 0.80 for a duration of 1 second and a training size of 40% and above, as well as for a 

training size of 20% and a duration of 2.5 seconds and above. The values were around 0.75 for a duration of 0.5 seconds and a 

training size of 40% and above, and for a training size of 20% and a duration of 1 second. For a duration of 0.25 seconds, the 

performance declined below 0.70, but it never dropped below 0.60. RF values were, in general, slightly lower than those of XGB.  

 

LDA and GNB once again demonstrated poorer performances compared to other classifiers. In the face of varying training sizes and 

durations, LDA values ranged between 0.69 and 0.57, while GNB values ranged between 0.60 and 0.55. Therefore, they displayed a 

higher level of robustness to changes in training size. 

 

 

Figure 2. A comprehensive overview of the performance of all classifiers under different EGM signal durations and training sizes is 

depicted in individual heat map plots for each classifier. The assessment of performance is based on the mean of F1 scores obtained 

from 10 runs of Monte Carlo validation. 

 

3.2. Empirical Runtime Analysis 

Efficiency is a crucial factor in the analysis of EGM signals, much like any medical signal. Therefore, an empirical runtime analysis 

is conducted among the examined classifiers. For each configuration, comprising the selection of the classifier, signal duration, and 
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training size, the elapsed time of each run of Monte Carlo validation is recorded. With ten runs of validation implemented, the 

median elapsed time among the ten is determined as the elapsed time for that specific configuration. Feature extraction time elapsed 

during the pre-processing phase is considered for ML algorithms. Depending on the signal duration, feature extraction time took 

about between 17 and 10 seconds. It is important to note that such preprocessing is not needed for TSC algorithms; hence, elapsed 

time for those algorithms is constituted only of training and testing stages. 

 

 

 

Figure 3. Summary of elapsed times for all configurations of the classifiers. x-axis shows the elapsed time in seconds. 

 

 

Firstly, a summary of elapsed times for all configurations, constituting the selection of EGM signal duration and training sizes, of the 

classifiers is displayed using a whisker plot in Figure 3. The Rocket classifier stands out as the slowest algorithm among others, 

roughly ten times slower than all other classifiers. The rest of the classifiers had comparable speed. ML algorithms were strictly 

around the same line, exhibiting a tight distribution, while Minirocket showed more sensitivity to the variation in configuration, 

having a relatively broader distribution.  
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Figure 4. The extended elapsed times are presented, showcasing the variation based on EGM signal duration (depicted on the x-axis 

of each plot) and different training sizes (80% in the top left, 60% in the top right, 40% in the bottom left, and 20% in the bottom 

right). 

Secondly, for a more detailed comparison, elapsed times varying upon EGM signal durations and training sizes are demonstrated in 

Figure 4. Note that Rocket was excluded from the comparison because it had outstandingly larger runtime values, which could 

prohibit a finer comparison. The first thing to notice is that Minirocket was slower than other ML algorithms in the case of signal 

durations of 2.5 seconds and 4 seconds. This difference seems to linearly increase as the signal duration increases. This is because the 

computational complexity of the convolution operation performed during Minirocket transformation is linear with time series length 

[Dempster et al. (2020b)]. However, for EGM signal durations less than 1 second, Minirocket was faster than others. As for changing 

the training size, elapsed time changes linearly with it. For a 1-second EGM signal duration, each time changing the training size 

from 80% to 60%, to 40%, and to 20%, runtime gets about 1.2 times smaller, signifying a considerable increase in speed. That rate of 

change in speed slightly increases as the EGM signal duration gets smaller and vice versa. For ML algorithms, for all training sizes, 

runtime increased almost linearly as EGM signal duration is increased. An exception to that was observed when the duration was 

changing from 0.25 seconds to 0.5 seconds, where a decrease in runtime is observed. This has to do with the way of working of the 

catch22 library with time series length. Training size did not have any effect on the runtime. This is because the runtime is virtually 

dependent on the feature extraction stage, and the number of training and testing sizes does not affect feature extraction because any 

instance, regardless of being in the training and testing set, goes through feature extraction. 

 

3.3. Ablation Study for Canonical Features 

An ablation study is conducted to assess the effectiveness of canonical features extracted via the catch22 algorithm. Instead of 

ablating every single feature among the 22, specific feature groups listed in Table 3 are ablated. The feature groups in question 

include distribution, simple temporal statistics, linear autocorrelation, nonlinear autocorrelation, successive differences, fluctuation 
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analysis, and others. The ablation study is performed exclusively for the XGB classifier, with mean F1 scores from Monte Carlo 

validation serving as the performance criteria. XGB was chosen due to its identification as the best-performing conventional ML 

algorithm among others in the experimental results of this study.  

 

 

 

Figure 5. The line plot on the left illustrates the performance change during the ablation of individual feature sets. Ablated feature 

categories are presented on the x-axis, while on the y-axis, F1 score means are depicted using markers, and the 95% confidence 

interval is represented by the shaded region. On the right, a heatmap plot demonstrates the performance change during the 

simultaneous ablation of two sets of features. Both the x and y axes indicate the ablated feature categories. Mean F1 scores are 

annotated in each cell, representing the intersection of the two ablated feature categories. The diagonals showcase the mean F1 score 

when the respective category of features is ablated individually. The heat map provides a comprehensive view of the performance 

dynamics resulting from combined feature set ablations. 

Individual feature set ablations 

Initially, feature groups are systematically ablated one by one, and the change in mean F1 score is presented in Figure 5 (on the left). 

Ablating distribution-related characteristics, specifically the z-score of histograms with 5-bin and 10-bin, resulted in a slight 

performance increase from 0.9188±0.0077 to 0.9236±0.0092. No noticeable change was observed during the ablation of simple 

temporal statistics, which measure extreme events above and below the mean, as well as nonlinear autocorrelation characteristics, 

representing automutual information and time reversibility statistics. Similarly, ablation of fluctuation analysis, which measures the 

fraction of slower time-scale fluctuations, showed unremarkable changes. However, a substantial performance decrease was noted 

during individual ablations of linear autocorrelation characteristics, including measures from the autocorrelation function and power 

spectrum of FFT, causing the performance to drop to 0.8957±0.0088. Additionally, in the case of successive differences and others, a 

decrease in performance was observed. These categories include features related to difference, 3-letter symbolization statistics, and 

periodicity measures. 

 

Pairwise feature set ablations 

Further ablations were conducted by removing two feature sets simultaneously, and the results are depicted in Figure 5 (on the right). 

The most significant performance decrease was observed when pairs of linear autocorrelation and others, as well as linear 

autocorrelation and successive differences, were ablated. Both individual and paired ablations consistently highlight that features 

related to distribution, simple temporal statistics, and fluctuation analysis characteristics might provide redundant, if not detrimental, 

information for the classification task. Conversely, features associated with linear autocorrelation, successive differences, and others 

contribute favorably to the task. 

4. Discussions 

 

The study assessed the robustness of various classifiers in detecting AF and AT from intracardiac EGM signals, considering 

variations in EGM signal duration and training sizes. Two TSC algorithms, Minirocket and Rocket, were compared with 

conventional ML algorithms, including XGB, RF, GNB, and LDA. The key findings are discussed below. 
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4.1.  Performance Analysis and Algorithmic Robustness 

The examination of classification performance, as depicted in Table 4 and Figure 2, underscores the robustness of Minirocket and 

Rocket, both TSC algorithms, in identifying AF and AT from intracardiac EGM signals. Notably, Minirocket and Rocket exhibit 

outstanding accuracy performances, with Minirocket consistently demonstrating a slight edge in performance over Rocket. The fact 

that Minirocket is significantly less computationally demanding than Rocket positions it as a preferable classifier. 

 

The study by Rodrigo et al. (2002) implemented deep learning techniques, specifically RNN, for the automatic detection of AF from 

a larger dataset (N=29,340 EGM signals). Their best-performing scheme achieved a mean accuracy of 0.89 and a mean F1 score of 

0.96 with unipolar EGMs. In this study, despite using a smaller subsample (N=2,817 EGM signals), Minirocket outperformed the 

RNN-based approach with a mean accuracy of 0.98 and a mean F1 score of 0.98. It's important to acknowledge the limitation of a 

strict comparison due to the difference in sample sizes. However, the notable enhancement in performance suggests that Minirocket, 

being a faster and more efficient algorithm, could serve as a viable alternative to deep learning techniques in specific scenarios. The 

study's outcomes provide compelling evidence of Minirocket's potential to achieve high accuracy and F1 scores for AF detection, 

even with a smaller dataset. 

 

The comparative analysis of conventional ML algorithms reveals that XGB outperforms RF, LDA, and GNB, especially for longer 

EGM signal durations. This superiority aligns with existing literature [Bentéjac et al. (2021)], highlighting the robustness and 

efficacy of XGB in various classification tasks. However, both XGB and RF exhibit a decline in accuracy as the signal duration 

decreases, underlining a certain sensitivity to shorter EGM sequences. 

 

The ablation study conducted on canonical features within the XGB framework unveils the nuanced impact of specific feature 

groups. The removal of linear autocorrelation and other related characteristics leads to a substantial decline in performance, 

underscoring the pivotal role of these feature categories in the classification of AF. These categories encompass features associated 

with measures derived from the autocorrelation function, power spectrum of Fast Fourier Transform (FFT), and periodicity measures. 

This observation aligns with the findings of Rodrigo et al. (2022), where an explainability analysis of features commonly employed 

in clinical settings for identifying EGM signatures revealed autocorrelation, cycle length, and dominant frequency features as top 

contributors in distinguishing AF from atrial tachycardia (AT). Additionally, Isa et al. (2007) identified cycle length as a statistically 

significant feature for distinguishing AF from AT. 

 

Conversely, the ablation of distribution-based features related to the z-score of histograms resulted in a performance increase. 

Therefore, it becomes apparent that these features contribute detrimentally to the classification task. This observation is logical as 

distributions do not account for temporal dependence, a crucial aspect in the analysis of EGMs. 

4.2.  Robustness to Signal Duration and Training Sizes 

The investigation into the robustness of Minirocket across varying EGM signal durations and training sizes provides valuable 

insights into its adaptability in real-world scenarios. The consistent mean F1 scores exceeding 0.95 for training sizes of 40% and 

above and durations of 2.5 seconds and above highlight Minirocket's stability in diverse conditions. This robustness is especially 

crucial in scenarios where EGM sequences may vary in length and training data availability is dynamic. 

 

The performance of XGB, while commendable, exhibits a sensitivity to signal duration and training size changes. Notably, XGB 

maintains accuracy above 0.80 for durations of 1 second or more, emphasizing its suitability for scenarios with slightly shorter EGM 

sequences. However, the decline in performance for 0.25-second durations indicates a potential limitation in handling extremely 

short sequences. 

4.3.  Empirical Runtime Analysis and Computational Efficiency 

Efficiency considerations, as evaluated through empirical runtime analysis, shed light on the computational demands of the examined 

classifiers. The exclusion of Rocket due to significantly larger runtime values emphasizes the practical need for computational 

efficiency in real-time applications. Minirocket's efficiency, especially for EGM durations less than 1 second, positions it as a 

promising candidate for scenarios where timely processing is essential. 

 

The linear increase in runtime for Minirocket with longer signal durations aligns with the expected computational complexity of the 

convolution operation in its transformation. However, the observed decrease in runtime for ML algorithms when transitioning from 

0.25 seconds to 0.5 seconds signals highlights the unique considerations in the catch22 library's interaction with time series length. 
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4.4.  Practical Considerations for AF Detection 

Our findings emphasize the intricate balance between classification performance and computational efficiency. Minirocket's 

consistent high performance and efficiency make it a compelling choice for real-time AF detection, particularly in scenarios with 

shorter EGM sequences. XGB, while robust, may be more suitable for scenarios with slightly longer signal durations, considering its 

performance trend. 

 

The ablation study underscores the importance of specific feature groups in XGB, guiding future efforts in feature engineering for AF 

detection. The identified redundancy in certain feature categories suggests avenues for optimization and refinement in feature 

selection processes. 

4.5.  Limitations and Future Directions 

The representativeness of the dataset and the generalizability of findings to diverse populations warrant attention. Future research 

could address these limitations by incorporating larger and more diverse datasets, enhancing the external validity of the results. 

 

Additionally, the study's focus on AF detection opens avenues for broader explorations into the classification of various cardiac 

arrhythmias. Extending the analysis to consider the interplay of different arrhythmia types could provide a more holistic 

understanding of the algorithms' capabilities and limitations. 

4.6.  Clinical Implications and Integration 

The robust performance of Minirocket in real-world scenarios suggests its potential integration into clinical practice for continuous 

AF monitoring. The computational efficiency of Minirocket aligns with the demands of wearable and implantable devices, where 

real-time processing is crucial for timely clinical interventions. 

 

Furthermore, the study's emphasis on algorithmic robustness to varying training sizes contributes to the practical deployment of AF 

detection algorithms in dynamic healthcare settings. The adaptability of Minirocket to changes in data availability enhances its 

feasibility for continuous monitoring applications. 

4.7.  Future Research Directions 

Future research directions could explore the integration of Minirocket into existing clinical workflows, conducting prospective 

studies to validate its performance in diverse patient populations. Collaboration with clinicians and healthcare professionals is 

essential to bridge the gap between algorithmic advancements and practical clinical applications. 

 

As AI continues to reshape cardiovascular care, the journey towards effective and ethical implementation unfolds. The quest for 

improved diagnostic accuracy, personalized treatment strategies, and seamless integration into healthcare systems persists, with the 

potential to revolutionize the landscape of cardiac arrhythmia management. 

 

5. Conclusions 

In this study, Robust Performance of TSC Algorithms: The evaluation of classification performance highlights the robustness of TSC 

algorithms, particularly Minirocket and Rocket, in effectively identifying AF and AT from intracardiac EGM signals. Notably, 

Minirocket consistently outperforms Rocket, showcasing superior accuracy performance and computational efficiency. 

 

In comparison to a deep learning approach implemented by Rodrigo et al. (2002) for AF detection, Minirocket, despite utilizing a 

smaller dataset, demonstrates higher accuracy and F1 scores. This suggests that Minirocket, being faster and more efficient, could be 

a promising alternative to deep learning techniques, especially in scenarios with limited data availability. 

 

Standard ML algorithms, particularly XGB, exhibit commendable performance, outperforming RF, LDA, and GNB, especially for 

longer EGM signal durations. However, both XGB and RF show a decline in accuracy with shorter signal durations, indicating a 

certain sensitivity to variations in EGM sequence length. 

 

The ablation study for canonical features in XGB reveals the nuanced contribution of specific feature groups. Notably, features 

related to linear autocorrelation, power spectrum of FFT, and periodicity measures significantly contribute to the classification of AF. 

This aligns with existing literature emphasizing the importance of autocorrelation measures in capturing temporal dependencies in 

time series data. 
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The ablation study highlights that features associated with distribution, particularly z-score of histograms, provide detrimental 

contributions to AF classification. This aligns with the understanding that distributions do not account for temporal dependence, a 

crucial aspect in the analysis of EGM signals. 

 

The empirical runtime analysis emphasizes the efficiency of Minirocket, especially for shorter EGM signal durations. While 

Minirocket exhibits slightly slower performance than other ML algorithms for longer durations, its adaptability to varying signal 

sizes, low computational complexity, and competitive accuracy make it a favorable choice, particularly for real-time AF detection 

scenarios. 

 

The study's findings have practical implications for the deployment of AF detection algorithms, especially in the context of emerging 

technologies and wearable devices. Minirocket's combination of accuracy, efficiency, and adaptability positions it as a promising 

candidate for real-world applications, addressing the challenges posed by varying EGM durations and training sizes. 

 

In conclusion, this study advances our understanding of AF detection by showcasing the robustness and efficiency of Minirocket, 

presenting it as a valuable tool with practical implications for the evolving landscape of cardiovascular monitoring technologies. 
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