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Abstract—Convergence of the Carson integral for 

heterogeneous (horizontally layered) ground is researched in the 

article. This integral determines earth’s contribution to the some 

parameters of double-wired aerial system, such as intensity of 

electrical field and mutual impedance and also to the magnetic 

vector potential of single aerial wire. Although there have been 

obtained several analytical expressions for the integral under 

consideration in the case of homogeneous ground and worked up 

some methods for it’s calculation in the case of heterogeneous 

(horizontally layered) ground possibility of obtaining analytical 

solutions of the Carson integral for heterogeneous ground in 

general have not been researched yet and just a solution in the 

terms of principal value were once got. Almost all the other 

solutions obtained were got indirectly and have an approximate 

character, such as power series and asymptotical formulae. 

In the base of very general consideration it was shown in the 

article that this integral does not exist in the terms of general 

value.  

 
Index Terms—convergence, general value of integral, 

horizontally layered earth 

 

I. INTRODUCTION 

T is known that the Carson integral appears in problems 

concerned to taking into account influence of earth on long 

electrical lines’ wave fields. It determines contribution of 

the earth into the some parameters such as electrical field 

intensity [1], magnetic vector potential [2], modified linear 

impedance [3, 4]. Some analytical expressions of the Carson 

integral have been obtained since 1926 after it was stated in 

[1]. These expressions were got either due to non-direct [1, 5, 

6, 7] and direct [2 – 4, 8] integration. Some of these solutions 

e.g. ones presented in [2, 4, 5, 8] took into account 

longitudinal displacement currents in the earth i.e. they are 

appropriate for quasi-conductive earth. 

It has always been especially interesting for researchers to 

obtain solutions of the Carson integral for horizontally layered 

earth. This is conditioned at first by the real structuring of the 

earth itself. Unfortunately obtaining of solutions under 

consideration is difficult theoretical problem. Some works 

may be noticed in this view.  
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One of them is the article [9] which presented solution for 

the asymptotic range; another one is [10] in which the 

principal value of the Carson integral for horizontally layered 

earth had been presented. Survey of the sources concerned to 

the Carson integral has shown absence of its analytical 

solution in the terms of general value. For this reason it may 

be done an assumption on the possible divergence of the 

Carson integral for horizontally layered earth. 

Note that we have not been able to find works dedicated to 

research of convergence of the integral under consideration 

itself. Obviously existence of the Carson integral for 

horizontally layered earth in the terms of principal value 

ascertained in [10] does not mean its existence in the terms of 

general value [11]. So research of the Carson integral’s 

convergence seems very important since just dependently on 

the minded research it will be possible to consider conditions 

of the general values existence. 

 

II. RESEARCH OF CONVERGENCE 

Let us consider the following integral which is proportional 

directly to the Carson integral 
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 is one inversed to the so called modified impedance 

function. 

E.g. for the three-layered earth it is written as  

 





































3

2

22

2

1

11
)(









 arcthdctharcthdthR , 

 

On Convergence of Carson Integral for 

Horizontally Layered Earth 

T. Lazimov 

I 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING  Vol.1, No.1 

 

3 

hk and hm are the mean highs of the two-wired system 

conductors with indexes k and m; 

a is the projection of distance between these conductors to 

the horizontal plane; 

  is the integration variable; 

di is the depth of the layer with index i. Note that at 

numeration of layers the index i is given to the layer closest to 

the earth surface; 

n is the number of earth layers and consequently, in the 

same time the index of the last layer; 

 2
1

'

iii
k   is the wave number of the layer with index i 

determined via angular frequency  1 srad , magnetic 

permeability of the layer i  1 m
i

  and its complex 

dielectric permittivity  1' mF
i
 , at this 

 
1'  

ii
j . 

 

In the last expression 
i
  1mF   and 

i
  1mSm  are 

dielectric permittivity and specific conductivity of the layer 

with index i accordingly, j is imaginary unit. 

Unlike the corresponding integral for electrically 

homogeneous earth researched in [1 - 4, 8] the integral under 

consideration contains the function )(R . Since this function 

is the function of hyperbolic tangent its change limits allows 

transformation of the integrand into infinity i.e. allows 

existence of the singular point inside the integration interval. 

Assume that the singularity   inside the integration interval 

exists and denote it as 
0

 . The existence of singularity may 

have been stated in research of the Carson integral existence 

will be obviously possible if we will find a point where the 

integrand in (1) transforms into infinity [12].    

Divide the (0,) interval by parts, denote the integrand as 

)(F  and get 

 

 



0

000

)()()(




 dFdFdF .           (2) 

 

Investigate convergence (i.e. existence in the terms of 

general value) of the right part of the last expression term by 

term. 

For the first integral in the right part of (2) use known 

condition given in [13]. In accordance with the minded 

condition existence of improper integral with limited superior 

value requires an existence of the limited  
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Forming the corresponding expression for a passage to the 

limit we will obtain 
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Use following denotations:  
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In accordance with the L’Hospital rule, 
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where )(sign  and )(sign  are the sign functions of 

the integrand’s numerator and denominator accordingly. Their 

appearance in the formulae (3), (4) was conditioned by the 

differentiation of modulus of the functions. 

Then for (3) and (4) 
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Since derivative of the )(R  function (i.e. the hyperbolic 

tangent function) is positive and limited in all the range of 

definition [14] then denominator of the integrand is limited. 

Moreover, at the left-side passage to the limit  
 

1)(
0

sign , 

 

i.e. limit of the denominator’s derivative is negative under 

and the limit under consideration is diverged to the positive 

infinity.   (k+) 

Besides it means that above done assumption on existence 

of singular point into the Carson integral’ integration interval 

has been turned right. 

As it is known from the [13] source if limit 
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is equaled to limited positive number then integral is 

diverged. 

Consider the following limit, 
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Use L’Hospital rule. 

Derivative of the numerator is equaled to 
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Limit of the numerator’s derivative is equaled to 
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Taking into account the expression (5) in the right side of 

the first integral in the expression (2) we will get 

 

  0)(lim
0

0




AF 


. 

 

Thus we have got the positive and limited number. It means 

that Carson integral for horizontally layered earth diverges, i.e. 

does not exist in the terms of general value in the interval 

(
0

,0  ). However, it is also necessary to consider the second 

integral in the right side of the formula (2) since at division of 

the integration interval by the even number of segments (2 in 

our case) there can take place the infinities cancellation. It 

would make difficult to do some conclusion on the Carson 

integral convergence  ,0 . 

Analyze the following limit 
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Since 1)( th  and the denominator has limited value we 

get the 0  kind of infinity. 

Assume for certainty 2  and get 
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Use L’Hospital rule and get 
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Since the limit does exist then in correspondence with [13, 

15] the second integral in the right side also exists. 

Thus, the Carson integral for horizontally layered earth is 

diverged in the interval (
0

,0  ) and converged absolutely in 

the interval ( ,
0
 ) that in general means the divergence of 

the integral under consideration. 

Differed convergence of the Carson integral on separate 

intervals may be explained due to the known Abel condition 

for the first interval  and the Dirichlet condition for the second 

one [11]. Note that direct application of the minded conditions 

to investigate the Carson integral existence instead of ones 

used in the present research is not expedient since they are just 

necessary ones not sufficient. 

Remind that however the Carson integral does not exist in 

the terms of general value it does exist in the terms of 

principal value [10] that is important for solving different 

problems concerned to calculation and analyze the long line’s 

wave fields.   

Note that the principal value of Carson integral for 

horizontally layered earth obtained in [10] corresponds to the 

solution got in [9] for heterogeneous earth in high-frequency 

(asymptotic) area. It also corresponds to the approximate 

solution for the homogeneous ground obtained by Kostenko in 

[16]. 

The result presented in the article let to explain why the 

solution of the Carson integral for horizontally layered earth 

can be obtained just for asymptotical area of arguments [9]. 

While the argument   is increasing then the hyperbolic 

tangent function is asymptotically approaching to 1. A 

physical analog of this is permanent decreasing of the skin-

layer’s thickness at increasing of frequency. As a result 

independently on the earth first layer’s thickness the length of 

electromagnetic field can be much less in the asymptotical 

area of frequencies. Thus, increasing of frequency leads to 

growing proximity the parameters of horizontally layered 

earth with ones for electrically homogeneous earth with 

parameters the horizontally layered earth’s first layer has  i.e. 

the Carson integral for horizontally layered earth becomes 

similar to one for homogeneous earth in the asymptotical area 

(range of frequencies). 
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III. CONCLUSION 

Despite the fact that the Carson integral for heterogeneous 

(horizontally layered) ground has been known since 1926 

there have not been researched in general its existence (i.e. 

convergence) in the terms of general value. Some special 

problems concerned to this integral such as determination the 

intensity of electrical field and magnetic vector potential and 

mutual impedance of long electrical lines were researched in 

different years. It was found in particular the solution of the 

integral under consideration in the terms of principal value. 

The present research stated that the Carson integral for 

horizontally layered earth does not exist in the terms of 

general value 
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Abstract—Power transformers are major elements of the 

electric power transmission and distribution systems. Loadability 

of the transformer depends on the temperature affected by the 

loading variable and environment temperature. It is therefore 

essential to predict thermal behaviors of a transformer during 

normal cyclic loadings and particularly in the presence of 

overload conditions. This study presents a simple thermal model 

of a power transformer based on analogy between heat flow and 

current flow considering structure properties and operating 

conditions of the transformer. Top-oil temperature and thermal 

response of the transformer are determined and examined using 

the thermal model for different loads and time intervals.  

 
Index Terms—Power transformers, thermal resistance, thermal 

capacitance, thermal analogy and thermal circuit 

 

I. INTRODUCTION 

OWER transformers are major and expensive elements of 

the electric power transmission and distribution system. A 

transformer is operated at rated voltage and frequency, without 

exceeding the temperature rise due to overloads. The 

temperature rise is the most important parameter to determine 

the lifetime of transformer which has the thermal limitations 

of the core, winding, and insulation. Therefore, the loadability 

of the transformer depends on the maximum allowable 

temperature of the insulation known as hot-spot temperature 

[1, 2]. 

Recently, researchers have focused on monitoring and 

diagnosis of the power transformers because of the direct 

relationship between aging and temperature of the transformer 

[4]. The lifetime of the insulation is 1.0 under %100 load 

factor, continuous exposure to the hottest spot temperature, at 

110oC [3]. Lifetime of transformer insulation is halved by an 

increase in temperature range from 6 to 8oC [1, 4]. Therefore, 

thermal modeling of the power transformer is very important 

to estimate the life time under any overload condition at 

certain time interval or determine the limit of overload rate.   
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More accurate thermal model of a power transformer 

provides its reliable operation and should include following 

procedures; 

 Structure, physical and electrical properties of 

transformers’ parts 

 Cooling operation system 

 Insulation materials of transformers  

 Operation conditions  

 Environmental conditions 

On the other hand, cooling system plays an important role to 

dissipate the heat in transformer. Therefore, a supplemental 

cooling system can be used during the overload transient 

conditions.  

II. THERMAL CIRCUIT MODEL 

It is well known that joule, eddy and hysteresis losses are 

caused with temperature rise in magnetic core and windings in 

a power transformer. Windings losses depend on load current 

and cause majority of the temperature rise. Therefore the 

generated heat is transferred during the operation since all 

insulation materials of transformer have thermal limitations [6, 

7]. However, the insulations have ability to resist heat flow 

and store heat. Hence simple thermal model of a transformer is 

represented by a thermal resistance and capacitance similar to 

the electric circuit model. They are very important parameters 

to define thermal and loading capability of the power 

transformer [7, 8]. Particularly, thermal capacitance is 

considered calculating thermal rating under transient 

overloads. 

 

A. Electrical-Thermal Analogy 

A thermal circuit model is based on a fundamental 

similarity between the heat flow caused by the temperature 

difference and the electric current flow caused by a difference 

of potential, shown in Table 1. The thermal analogy uses 

formulations similar to electric equations as follows;  

 

dt

dv
CiiRv elel .. 

                         (1) 

 

dt

d
CqqR thth


 .. 

                        (2) 

 

Thermal Response of Power Transformer under 

Various Loading Conditions 

Y. Çilliyüz,   Y. Biçen,    F. Aras 
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TABLE 1  

THERMAL ANALOGY 

Thermal Electrical 

Generated Heat q Current I 

Temperature θ Voltage V 

Thermal Resistance Rth Resistance Rel 

Thermal Capacitance Cth Capacitance Cel 

 

A simple thermal circuit, shown in Fig. 1, includes a heat 

source, a thermal resistance and a capacitance as in electrical 

circuit. 

 
Fig.1. Thermal circuit 

 

The thermal response of the circuit can be obtained using 

energy balance equation [5]: 

 

dt
R

dCdtq
th

amb
th ...





                         (3) 

 

th

amb
th

Rdt

d
Cq

 
 .                              (4) 

 

Where: 

q is the heat generation, Cth is the thermal capacitance,  q is 

temperature,  Rth is the thermal resistance, θamb  is the ambient 

temperature. 

The thermal capacitance is directly related to the material’s 

properties and used for solid and liquid materials as follows 

[1, 8]: 

 

vcC p ..                               (5) 

 

Where: 

cp is the specific heat of material (cp=1.8 kJ/kg.K for oil and 

cp= 0.5 kJ/kg.K for metal parts as core or windings[8] ),  is 

Density of material, and v is Volume of the material. 

 

B. Thermal Equivalent Model 

Thermal equivalent circuit of the transformer can be defined 

as shown in Fig. 2. Using this model, a Simulink model was 

created to analyze according to the loading conditions of the 

power transformer. 

 

 

 
 

Fig. 2. Thermal equivalent circuit model [5] 

 

Where; 

qg is total losses, qfe is no-load losses, qcu is load losses,   

Cth-oil is equivalent thermal capacitance of the oil, θoil is top-oil 

temperature, and θamb is ambient temperature. 

III. CASE STUDY 

As a case study, a 250 MVA power transformer is selected 

and some of its values, shown in Table 2 [9], have been used 

to calculate the parameters in thermal model. 

Thermal response of the power transformer is determined 

for three loading conditions shown in Table 3 as follows; 

 

 Condition 1: Constant load factor for different time 

periods. 

 

 Condition 2: Variable load factors for the same time 

period with condition 1. 

 

 Condition 3: Random variable load factors for 

different time periods. For instance, load factor is 

increased 4 times in the period between 480th and 

492nd minutes.  

 
TABLE 2 

PROPERTIES OF THE POWER TRANSFORMER 250 MVA 

Power Losses 

Winding(DC) Losses Eddy losses Stray Losses 

 Pw (W) PE (W) PS (W) 

411780 29469 43391 

Masses 

Winding Core Tank and connectin Oil 

 mwdn(kg) mfe(kg) mmp=MTank (kg) moil=M Fluid (kg) 

29181 99389 39760 73887 

 

 

 

qfe 

 

 

 

 

Cth 

Oil θoil θamb 

Cth 

 Interface 

qcu 

Roil Thermal 

resistance 

qin 

+ 
  

  - 

qoil 

qout 

qin 

qoil 

θoil 
       qout 

 θamb 

q Cth 

θ θamb 
Rth 

+ 
 - 
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TABLE 3 

 LOADABILITY STATE OF 250MVA TRANSFORMER DEPEND ON TIME FOR 3 

TYPES OF CONDITIONS 

 

A. Simulation Results 

According to the guide for loading of transformer of IEEE 

Standard [3], hot-spot temperature of 110oC and ambient 

temperature of 30oC are assumed. Simulations were started at 

t=0 (the transformer put into the service first time). 

Top-oil temperature and losses versus loading time of the 

power transformer for % 100 load factor given as condition – 

1 is shown in Fig. 3. It can be seen that the top-oil temperature 

reaches saturation point between 350 and 500 minutes at 

constant load factor. This type of loading is considered to 

determine capability and life-time of the transformer. 

 

 
 

Fig. 3. Operating condition of steady state 

 

The top-oil temperature rise versus daily loads for condition 

2 is shown in Fig. 4. The response of temperature increases 

slower than the load current due to thermal capacity of 

transformer insulation. Particularly, this situation is important 

for short duration emergency overloads in condition 3 as 

shown in Fig. 5.  Although the rate of increase of load factor is 

approximately four times between 480th and 492nd minutes, it 

is seen that temperature rise cannot same respond. It means 

that heat dissipation rate changes slowly due to the thermal 

capacitances of the materials. These overloads accelerate the 

aging of power transformer.  

 

 
 

Fig. 4. Operating condition dependence on daily load factor 

 

 
Fig. 5. Operating condition under variable and overloads 

IV. CONCLUSION 

The temperature rise is directly related to load current and 

thermal characteristics of power transformer. Therefore, the 

thermal modeling based on analogy between heat flow and 

electric current is very important to examine the thermal 

behavior of power transformer. Using this model, thermal 

response of a power transformer can be obtained easily under 

various loading conditions, and it is reliably operated.    
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Condition 1 Condition 2 Condition 3 

Time  

(minute) 

Load 

Factor 

(p.u) 

Time  

(minute) 

Load Factor 

(p.u) 

Time 

(minute) 

Load 

Factor 

(p.u) 

0-120 1 0-120 0,5 
0-300 1 

120-240 1 120-240 0,25 

240-360 1 240-360 0,30 300-480 
 

480– 492 
 

492-780 

1,2 
 

  4  . 
 

0,7 

360-480 1 360-480 0,35 

480-600 1 480-600 0,50 

600-720 1 600-720 0,60 

  7 2 0 - 8 4 0    1 720-840 0,55 
780-1080 1,2 

  8 4 0 - 9 6 0    1 840-960 0,60 

 9 6 0 - 1 0 8 0   1 960-1080 0,60 
1 0 8 0 - 1 2 6 0 1,2 

1 0 8 0 - 1 2 0 0 1 1 0 8 0 - 1 2 0 0 0,55 

1 2 0 0 - 1 3 2 0 1 1 2 0 0 - 1 3 2 0 0,65 
1 2 6 0 - 1 4 4 0 1,5 

1 3 2 0 - 1 4 4 0 1 1 3 2 0 - 1 4 4 0 0,7 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING  Vol.1, No.1 

 

9 

[5] Swift, G., Molinski, T. S., Lehn, W.,  “A Fundamental Approach to 

Transformer thermal Modeling – Part I: Theory and Equivalent Circuit”, 

IEEE Transactions on Power Delivery, Vol.16, No.2, 171 – 175, 2001. 

[6] Susa, D., Lehtonen, M., Nordman, H., “Dynamic Thermal Modeling of 

Power Transformers”, IEEE Transactions on Power Delivery, Vol. 20, 

No. 1, 2005, pp. 197 – 204 

[7] Susa, D., “Dynamic Thermal Modeling of Power Transformers: Further 

Development – Part II”, IEEE Transactions on Power Delivery, Vol. 21, 

No. 4, 2006, pp. 1971 – 1980 

[8] Tang, W. H., Wu, Q. H., Richardson, Z. J., “A Simplified Transformer 

Thermal Model Based on Thermal – Electric Analogy”, IEEE 

Transactions on Power Delivery, Vol. 19, No 3, 2004, pp. 1112 – 1119, 

[9] Susa, D., “Dynamic Thermal Modeling of Power Transformers”, 

Doctoral Dissertation Helsinki University of Technology Department of 

Electrical and Communications Engineering Power Systems and High 

Voltage Engineering, Finland, 2005. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Yusuf Çilliyüz was born in Bursa, Turkey. 

He received the BSc. degree in Electrical 

Education Marmara University in 2002, 

master degree from Kocaeli University in 

2006.  His PhD. education is in progress at 

Institute of Science of Kocaeli University, 

Turkey. He has worked as a Research 

Assistant in Department of Electrical Education. He is 

interested in solid and liquid dielectric aging and power 

transformers, distribution and transmission systems. 

 
 

Yunus Biçen was born in Kastamonu, 

Turkey. He received the MSc. degree in 

Electrical Education from the University of 

Kocaeli in 2006 and received the PhD 

degree in 2012 at the same university.   His 

research interests are in power transformer 

condition monitoring, fault diagnosis, power transmission, 

high-voltage equipment and aging. Moreover he has papers 

related computer applications to power system. From 2004 to 

2008, he was a Research Assistant with the Department of 

Electrical Education, University of Kocaeli. He is presently 

working at the Department of Industrial Electronic in the 

University of Düzce.  

 
 

Faruk Aras was born in Ardahan, Turkey 

in 1970. He received the BSc degree from 

Marmara University, Electrical Education 

Department, Istanbul, Turkey in 1994, the  

MSc and PhD degrees from Kocaeli 

University, Kocaeli, Turkey in 1996 and 

2001, respectively. He is an associate 

professor teaching undergraduate and graduate courses at the 

Department of Electrical Education of Kocaeli University. His 

current research interests are in the area of electrical 

education, development of setup system and teaching 

materials for high voltage power system, cables and 

transformers. Assoc. Prof. Aras is a member IEEE Dielectrics 

& Electrical Insulation Society since 2011. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING  Vol.1, No.1 

 

10 

 

Abstract—This study presents a new integer hash function 

which generates a hash value with N-bit length from a key value 

which is N-bit in length as N is an element of the natural numbers 

space. A mix function in the structure of the proposed hash 

function is developed by using prime numbers. A common 

algorithm for all bit lengths in the hash function is used to both 

remove the probable conflicts and provide a good distribution in 

the hash table and also maintain the performance. In this study, 

the developed hash algorithm is compared with the existing ones 

in the literature, then obtained the results are analysed 

intimately. 

 
Index Terms—Integer Hash function, prime number, 

ROTATE operation, XOR operation. 

 

I. INTRODUCTION 

any applications require a dynamic set that supports 

only the dictionary operations. A hash table is an 

effective data structure for implementing dictionaries. A 

hash table is a generalization of the simpler notion of an 

ordinary array. An index is generated by means of Key used in 

hash tables and with this index; any data of the string can be 

reached. Key is unique and hence cannot be existed in another 

record. However, data can be the same with former ones. If 

the hash function does not generate the same hash code for 

two different keys, the hash table is said to be with the direct 

address. 

There have been various applications where the hash table 

can be used in practice. Proxy server and server software can 

be given as examples. Proxy servers keep the web pages 

(visited before) in a local disc and then next connection to 

these pages is made through the disc. To go to the web content 

in the disc, proxy server generates a hash value by taking the 

desired address as key and with the hash value the web pages 

are displayed. In order to reach the correct data, the content 

should be saved in the index previously generated by the same 

function. Furthermore, server software’s employ the dynamic 

hash tables to prevent the attacks of DoS (Denial of Service), 

DDoS (Distributed Denial of Service) and brute force. In the 

get and post type attacks against which firewall is usually 

ineffective and useless, in order to avoid the excessive load on 

the server and also to get over the server, user who sends such 

a request is added to the black list. Even if the user goes on 

 
F. Aydin, is with the Software Engineering Department, Kirklareli 

University, Kirklareli, Turkey (e-mail: fatih.aydin@kirklareli.edu.tr). 

G. Dogan, is with Vocational School of Technical Science, Kirklareli 

University, Kirklareli, Turkey (e-mail: gokhandogan@kirklareli.edu.tr). 

sending request to the server, the user gets an answer like 

“http 403 forbidden” and also server will not be more tired of 

making such a treatment. 

Hash function generates an index through the hash table by 

using a key. Locations of the data in the table are determined 

by the hash function. The hash function uses key as input and 

generates hash code or a hash value as output. 

A hash function is called an integer hash function if it gets 

an integer number as a key and finally generates an integer 

hash value. An integer hash function is either a well-defined 

function which generates a hash value from an integer key 

with variable bit length, or a mathematical function. Hash 

functions are used in various treatments such as quick 

placement of a given search key on a data record, the 

treatments of file organization, determination of similarities 

among the matches of DNA array, detection of double records 

or similar records in the data structure and geometrical 

hashing and cryptology.  A hash function has some properties 

expressed below coarsely. 

• Calculation cost of a hash function applied to get hash-

based solutions should sufficiently be small. For instance, 

binary search can locate an item in a sorted table of n items 

with log2 n key comparisons. Therefore, a hash table solution 

will be more efficient than binary search only if computing the 

hash function for one key cost less than performing log2n key 

comparisons. 

• A hash function must be deterministic. In other words, it 

must always generate the same hash value for any given input. 

• One key or more does not yield the same hash value all 

the way. 

• Hash function has not a complex structure. 

 

There have been several hash functions (each one has 

different characteristics) used in various fields. These hash 

functions can be classified basically as following. 

• Cyclic redundancy checks (CRC [1]) 

• Checksums (Fletcher’s checksum [2], Luhn 

Algorithm [3], Verhoeff algorithm [4]) 

• Non-cryptographic hash functions (Jenkins hash function 

[5], Pearson hashing [6], The Goulburn Hashing Function [7], 

Integer Hash Function [8], Zobrist hashing [9]) 

• Cryptographic hash functions (HAVAL [10], MD6 [11], 

SHA-3 [12]) 

 

Several hash functions have been developed based on the 

aforementioned methods. Donald E. Knuth [13] introduced the 

multiplicative hashing as a way of forming a good hash 

function. It has been adopted as a method for development of 

many hash functions. For example, 32-bit mix functions by 

Development of a new integer hash function 

with variable length using prime number set 

F. Aydin, G. Dogan 

M 
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Robert Jenkins [5] and Thomas Wang [8] are based on the 

multiplicative method. Thomas Wang has 64-bit functions and 

Robert Jenkins has 96-bit functions except for 32-bit integer 

hash functions. Different approaches were regarded in the 

development of these hash functions. One of them is called the 

magic constant. Use of the magic constant approach supplies a 

good distribution in the hash table. The developed hash 

functions are defined as separate functions for key values of 

32-bit, 64-bit and 96-bit. But, this situation reduces its 

flexibility. In addition, these hash functions have complex 

structure. 

The developed hash function is described as a set of 

functions. Thus, behaviour of the function may be easily 

examined. Eventually, it helped us develop the intended hash 

function. 

II. DESCRIPTION OF A NEW N-BIT INTEGER HASH ALGORITHM 

One of the problems encountered during the development of 

Hash function is associated with the analyses of the function 

behaviour. The most important factor which makes the 

analyses of Hash function difficult is the complexity of the 

function. To overcome this complexity of the hash function, it 

is divided into sub-functions. Thus, behaviour of each function 

is examined easily. A hash function can be defined as the 

function set as following. 

 

                             (1) 
 

Where, K is key value and h is a hash function. 

 

Hash function can be defined as a combination of two 

functions labelled f and g, or more functions. Let f be a 

function which is defined by a relation taking K to integer 

number space, Z. 

 

                           (2) 

 

Let g be a function with a relation taking integer number 

space, Z to Natural number space, N. The function is 

expressed as following. 

 

                            (3) 
 

Hash function can be basically defined with both f and g 

functions as following. 

 

                             (4) 
 

In this context, hash value of K is calculated using the 

following formulation. 

 

 ( )   ( ( ))                 (5) 
 

Above formulation is only valid for a hash function 

excluding mix function. It must be formulated in the 

generalized form in the hash function (which has been 

developed by us) since it may involve mix functions, which is 

expressed as follows. 

 

 ( )   ( ( ( ( ( ( )))))             (6) 
 

Hash function has been basically developed by using two 

fundamental functions. First function is f function which 

rotates the bits of input value right while the other one is g 

function which applies XOR operation to two values. 

Regarding the relationship between N which means the bit 

width of key value inside algorithm, and set of prime numbers, 

an f and g function define a nested function and calculates M 

value which is the product of the mix function. Later, M value 

is put into XOR operation with K, thus the hash value is 

obtained. 

Accordingly, function f rotates k input value x-bit right and 

is defined as following. 

 

 ( )                           (7) 
 

g function is acquired via f function’s XOR with k input 

value. This is shown on formula (8). 

 

 ( ( ))        ( )                (8) 
 

With set of P as prime sets’ subset, f(x) function is defined 

as ∀x ∈  P. There are two reasons for x to be chosen from 

prime set; firstly, prime numbers are not constantly ranging 

numbers. Secondly, the difference between two sequential 

prime numbers is narrow. For example, in Fibonacci numbers 

[14], Kaprekar numbers [15], etc, the gap between the 

numbers increases as the series proceed. This effects the hash 

table’s distribution’s efficiency. First 10 terms of the prime 

sets are shown at (9). 

 

    *                           +        (9) 
 

f and g functions complexity in algorithm is calculated as: a 

subset is composed starting from the first element in the P set. 

 

Total of this subset’s elements should be equivalent or 

higher than N and at the same time should be constituting of 

the elements that have the closest values. Thus, all bits are 

converted into minimum N-bit length. For example, elements’ 

set to be chosen for a key value of 32 bits are shown at (11).  

 

(   )                       (10) 
 
      *             +              (11) 
 
     ∑ (   ) 

 
                    (12) 

 
The relation between Fig. 1 s(P32) and N bit number. 

Accordingly f and g functions for 32 bit numbers are used 6 

times. This process is appropriate and useful number that 

repeating for creating 32 bit hash values. This method also 

creates appropriate values for the other bit length. 
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Fig. 1. The relationship between s(P32) and N-bit is seen at the figure. 

The calculation of hash value which will be created for 

N-bit key value is below: 

 

  
           (    (  ) )             (13) 

 
  

           
  (  

    (  ) )            (14) 
 
  

           
  (  

    (  ) )            (15) 
 

 
 
  

         
    (  

      (  )   )         (16) 
 
  

      
    (  

      (  ) )            (17) 
 
     

                     (18) 
 

After this step, the values of M and K are subjected to XOR 

and the value of hash is obtained. 

 

    (    )                  (19) 
 

TABLE I 

Obtaining Hash Value from 32 bit Key Value 

 

Operations Values Results 

K 0000 0000 0000 0000 0000 0000 0000 0001 0x00000001 

    0100 0000 0000 0000 0000 0000 0000 0000 0x40000000 

  
  0100 0000 0000 0000 0000 0000 0000 0001 0x40000001 

  
    0010 1000 0000 0000 0000 0000 0000 0000 0x28000000 

  
  0110 1000 0000 0000 0000 0000 0000 0001 0x68000001 

  
    0000 1011 0100 0000 0000 0000 0000 0000 0x0b400000 

  
  0110 0011 0100 0000 0000 0000 0000 0001 0x63400001 

  
    0000 0010 1100 0110 1000 0000 0000 0000 0x02c68000 

  
  0110 0001 1000 0110 1000 0000 0000 0001 0x61868001 

  
     0000 0000 0010 1100 0011 0000 1101 0000 0x002c30d0 

  
  0110 0001 1010 1010 1011 0000 1101 0001 0x61aab0d1 

  
     1000 0110 1000 1011 0000 1101 0101 0101 0x868b0d55 

  
  1110 0111 0010 0001 1011 1101 1000 0100 0xe721bd84 

   

K 0000 0000 0000 0000 0000 0000 0000 0001 0x00000001 

M 1110 0111 0010 0001 1011 1101 1000 0100 0xe721bd84 

H 1110 0111 0010 0001 1011 1101 1000 0101 0xe721bd85 

 

IntegerHasFunction shown as Pseudo code is at Fig. 2.  

 

 
 

Fig. 2. Pseudo code of IntegerHashFunction function. 

 

GetLoopCount() function on the row Section 1 on Fig. 2 

returns  the element number of the subset s(Pn). The 

presentation of this function as Pseudo code is shown on 

Fig. 3. 

 

 
 

Fig. 3. Pseudo code of GetLoopCount Function. 

A. Mathematical model of the hash function behaviour 

 

f(x) and g(x) functions which calculates the hash value of 

hash function are defined with bitwise operators. This process 

doesn’t give an idea to us about function behaviours. Because 

of this, on the trials we have done with the numbers that have 

short bit length, we tried to learn function behaviours by 

comparing the results of function. For instance, the results 

coming from 4-bit numbers turning 1-bit to right was 

examined. When the results were examined, it was seen that 

the numbers increases with certain rate and then cropped. For 

instance, as well as turning 1-bit to right, it was seen that the 

numbers increases with 8 growth and when the number passes 

(24 – 1) value, the process of mod operated. We expressed 

function behaviours as mathematical on equation (20). On this 

equation n equals to how many bits the number is, equation x 

equals to how many bits the number is going to be turned to 

right and finally k equals to input value. 
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f(x    (      )     (     )           (20) 

 

When we examine equation (20), we can make these 

analyses. Our number increases in the form of multiple of 

(2n-x). But if this growth value is bigger than (2n – 1) value, the 

process of mod will be performed. Even so, the numbers show 

sequence with certain pattern. 

g(x) function was expressed as the being subjected of  k 

input value with XOR in f(x) function. We can show XOR 

logic operator by using mathematical and logic expressions on 

equation (21). 

 

XO (x, y         (       )          (21) 

 

When equation (21) was examined, (x   y) expression gives 

the difference of x and y bit sets to us. (x   y) expression 

which defined in XOR expression gives the intersection set of 

both numbers bit to us. We showed the expression 

mathematically on (22). 

 

∑ (
  

         ) 
                     (22) 

 

We have summarized the statement at equation (22) with 

examining the multiplying the bits of two numbers at Fig. 4. 

As seen at Fig. 4, AND result of each bit is shown red. This 

method’s equation is shown at (22 . The result of AND process 

is always equal or less than less of two numbers.  This is 

shown at (23). 

 
(   )      (   )                (23) 
 

 
Fig. 4. AND process of two 4-bit numbers. 

We can find the result at (24) for n-bit numbers via 

induction method by processing XOR. 

 

 ( ( ))
       (    )  

   ( ( ))
                      (24) 

The  ( )   ( ( ( ( ( ( )))))function calculating the 

combination value at the Hash function showing a proper 

distribution for values at n-bit length is seen at Table I. To 

optimize the distribution, prime numbers set is used. Prime 

numbers set is shown at (25) and set of Dp which is the 

difference the set between the elements of this set.  

 

P   *                              +      (25) 
 

     *                     +          (26) 

 

Prime numbers’ forming series in this way enables a proper 

distribution at optimum step. Prime numbers series do not 

follow a known pattern in natural numbers. However, 

Riemann hypothesis claim that there is a solution at the 

complex plane on a straight line [16]. There is an important 

argument by Louis de Branges for the proof of Riemann 

hypothesis [17]. 

When 4 bit numbers are examined, it is seen that M value 

forms symmetry and there are two of each value. In order to 

prevent this intersection, M values and K values are processed 

with XOR. Hence,  ( )   (     ( )) function enables us to 

produce hash value without intersection. After this XOR 

process, a satisfactory distribution is obtained as well. 

III. RESULTS AND DISCUSSIONS 

Two variables are selected for the complexity analysis of 

the algorithm at Figure 1. The first one is p which is the 

elements of set of Pn that are chosen for n-bit and the second is 

n which is the bit width of the key value to be calculated. 

Running time of the n-bit integer hash function related to p 

and n is shown at (27) and (28).  

 

 (   )     (    )                       (27) 
 (   )                              (28) 
 

Running time of GetLoopCount function that is defined in 

Fig. 1. Section 1 is related to p and n and it is 9np. Running 

time of the lines defined in Section 2 is 15np. Finally, running 

time of the statement defined at Section 3 is 3n. If asymptotic 

attitude of (28) equivalence is stated in terms of Big-Oh 

notation, running time of the algorithm is O(np).  

When the p value of O(np) is 1  p  n, algorithm’s 

complexity is O(n). When p is n  p  n2 algorithm’s 

complexity is O(n2). But s(Pn) value equal to all chosen values 

at n-bit length is always less than n. This is because the prime 

numbers are infinite [18, 19, 20, 21].  

Non-collision possibility of n-bit integer hash function is 

proved at mathematical analysis section. Additionally, 

collision and distribution tests are made for 8, 16, 32 and 64 

bit sets. After the tests, there is no collision for 8 and 16 bit 

sets. There aren’t any collisions determined for 32 and 64 bit 

sets in 223 values. Also, hash values produced for 8, 16, 32 and 

64 bit sets show a proper distribution. Table III shows current 

integer Hash functions’ comparisons. 

 
TABLE II 

Comparison Table of the Integer Hash Functions for 32-bit 

Key Value 

Algorithms 

Thomas 

Wang 

(January 

2007 version) 

Thomas Wang 

(last version 

3.1) 

Robert 

Jenkins 

 

Knuth Our 

0x000000d7 0x07568e43 0x47162bbc 0x139faf13 0x609733a7 0x9f4e4b4d 

0x000002d9 0x5c7f5c7f 0x7a483c15 0x888c9a2a 0x0bf98909 0xb7fd21b0 

0x00016e0f 0x0586ac91 0x7a94aa7c 0xcdb5d637 0x153b2f5f 0xa1dccdd0 

0x003c89aa 0xd132d132 0x03a14ca9 0xbefd9a95 0x4672888a 0x03ee8f82 

0x1cc4844e 0xba91ba91 0x37cd7a70 0x41719047 0x572a57ee 0xc8d9b0b3 

0x2d80a6ec 0x99f899f8 0x2a1b39fd 0xb46a1299 0x498cf52c 0xf6a757e1 

0x7fffffff 0x07d8396a 0x22e84a14 0xeb5744b1 0x61c8864f 0x0c6f213d 

 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING  Vol.1, No.1 

 

14 

Bit variance (avalanche) comparison between key values 

and hash values that are produced with integer hash algorithms 

compared at Table II are shown at Table III. When avalanche 

values are examined, it is seen that developed integer hash 

algorithm results positively. The highest average avalanche in 

algorithms belongs to developed hash algorithm. 

 
TABLE III 

The comparison of bit variance between hash and key values of algorithms  

 

Algorithms 

Key Values 

A
v
er

ag
e 

A
v

al
an

ch
e 

0
x

0
0
0

0
0
0

d
7

 

0
x

0
0
0

0
0
2

d
9

 

0
x

0
0
0

1
6

e0
f 

0
x

0
0
3

c8
9

aa
 

0
x

1
cc

4
8
4
4

e 

0
x

2
d
8

0
a6

ec
 

0
x

7
ff

ff
ff

f 
Our 18 20 20 10 18 18 17 17,29 

Thomas Wang 

(January 2007 

version) 

14 20 14 13 20 16 17 16,29 

Thomas Wang 

(last version 3.1) 

16 16 17 13 18 16 21 16,71 

Robert Jenkins 

 

18 14 16 18 14 18 15 16,14 

Knuth 14 16 11 9 17 11 18 13,71 

 

The integer hash function developed via the results does a 

proper hashing. Our algorithm is also an effective one in terms 

of performance and complexity.  

IV. CONCLUSION 

In this study, it is aimed to develop a new, integer hash 

function with the length of n-bit. It is fairly clear that no 

conflicts and disagreement has been encountered during all 

tests performed to seek the validation of the developed hash 

function. Added to them, in the part of mathematical analysis, 

it was proven that no disagreement occurred between the 

results compared other methods. The hash values which are 

the product of the hash function provided a good distribution 

inside the hash table. Besides all these, there has been no loss 

of the performance of the developed hash function and it also 

operates with other hash functions simultaneously. As creating 

the hash function, XOR operation was used and operation of 

rotate was done with respect to the array of prime number. 

Also running time of the algorithm is O(n) and average 

avalanche value for 32-bit key values is 17,29. Finally, a 

simple and easy understandable hash function was developed. 
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Abstract—The aim of the lighting in educational environment 

both ensures the optimum visual environment and supports the 

teaching and learning processes for both students and teachers in 

classes and laboratories. From the ergonomic aspect, the visual 

environment in classes and laboratories should meet not only 

ideal view conditions required while making any performances 

but also emotional and psychological needs of students. In this 

study, the relationship between ergonomics and lighting is 

presented and the lighting properties of the electrical power 

systems laboratory are investigated considering ergonomic 

parameters. With DIALux lighting software, it is aimed to 

provide the optimum visual environment in terms of ergonomic 

conditions, to analyze the optimum lighting level of this 

laboratory, and to obtain light intensity curves occurring on 

working plane. 

Index Terms—Lighting, Ergonomics, Educational Environment, 

DIALux 

I. INTRODUCTION 

HANGE  can be seen everywhere as a result of the 

developing technology. The change diversifies and 

develops the human abilities in the working places from the 

physical and mental aspects. Furthermore, humans have some 

structural (anatomic), dimensional (anthropometric), and 

psychological properties. As a result of these human properties 

and also necessary needs, Ergonomics, defined as Engineering 

of Human Factors or Science of Work, has been constituted as 

a discipline trying to establish the basic laws of the system 

efficiency and human-environment consistency against 

organic and psycho-social stresses which can result from the 

effects of all factors in the working environment [1]. 

The word ergonomics is originated from the Greek words 

“Ergo” and “Nomic”. Ergo means work and Nomic means 

rules. Therefore, Ergonomics can be defined as “providing 

optimum working conditions for human” [1]. In terms of 

Ergonomics, defined as the evaluation of human and 

environment, not only evaluating the environment perceived 

by human, but also the factors affecting the perception of 

human should be considered. Major factor affecting the 

perception of the human is the sight. There are some criteria 

about assessing the eye sight and the most important one of 
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these criteria is lighting. 

Lighting is an art as well as a science. It should meet 

aesthetic, emotional as well as economic and functional 

requirements concurrently. Providing a good and efficient 

lighting system requires co-ordination between the architect, 

the consultant and the lighting engineer. A good and efficient 

lighting system should provide adequate lighting with uniform 

light distribution all over the working plane, to provide light of 

suitable color and avoid glare and hard shadows as far as 

possible. Earlier conventional offices used to include just 

reading or writing documents on horizontal plane, but with the 

introduction of computers in modern offices, the lighting 

designer has to take into consideration more factors like glare, 

static & dynamic imbalance etc. [2].  

A well designed lighting system that applied to any places 

increases the working performance and productivity of people, 

makes up a suitable atmosphere for people and reduces 

fatigue. On the other hand, disadvantages of the lighting 

systems designed improperly include rapid fatigue, lethargy, 

headaches, eyestrain, eye burn and overall visual impairment 

[3]. The process of lighting design for any facility is quite 

complex. These process starts by calculating the volumetric 

dimensions of the room and then applying various formulae, 

depending on the method selected and the use for which the 

room is intended, in order to arrive at the average lighting 

level per square area required in the room. The light 

characteristics of various fittings are then compared and the 

selected fitting is subjected to further calculations to determine 

the optimum number of fittings required in the room. The 

layout of these fittings within the room can then tax the 

creativity of the best of architects. When the dimension of 

energy bills is added to this complex process, it is normal that 

the facility designers throw up their hands in exasperation. 

The most commonly used method for arriving at the lighting 

layouts & designs (as per the results of the market survey) is 

the use of thumb rules & experience [2]. 

Looking at the recent developments in Lighting 

Technology, these technologies available today have enabled 

many lighting manufacturers to develop and market numerous 

energy efficient equipments. However, the high initial 

investment & lack of knowledge about their quick payback 

periods has inhibited the use of these equipments. Lighting 

accounts for 20% to 30% of the total energy consumption in 

software industry. For any typical lighting system, energy cost 
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is about 80% to 90% of the annual cost & 65% to 85 % of the 

life cycle cost. So while designing the system more emphasize 

should be put on reducing the running & recurring costs as 

compared to reduction of the initial cost. One can save more 

than 30% of energy consumed in lighting system by efficient 

use of ‘right amount of light, at right place & right time’. 

Energy efficient upgrades along with the use of modern 

control systems offer almost 50% energy savings with little or 

no user impact [4-6].  

Lighting design software have been available in developed 

countries for many years, but in most developing countries, 

these software are used by the lighting manufacturers merely 

as a marketing tool for selling their lighting products. As a 

result, the aesthetic aspects of lighting designs were gaining 

greater interest as compared to the energy efficiency aspects. 

However, the recent interest in global energy saving efforts 

has led to the development of various software solutions for 

the professionals to analyze the energy saving potential in 

lighting designs[7,8]. Europic, Calculux, Silicht, Relux, and 

Dialux are some of the lighting programs. The most popular 

and preferred one of these programs is Dialux. The DIALux 

lighting computer program has been developed by the German 

Applied Light Technique Institute in order to gather armature 

data from companies and standardize the calculations made by 

using different methods. There are many versions of the 

DIALux program. The latest version is DIALux 4.4. DIALux 

includes the armature and lamp information from many 

companies, such as AEG Lichttechnik, Zumtobel, Regiolux, 

Siemens, Thorn, Erco, Wila, Ridi, LBM and Idman, in its 

database[9, 10].  DIALux which is a lighting simulation 

program supports many room shapes, such as rectangular, 

square, polygon, L shaped or the shapes designed by the user, 

and allows the user to choose from among those shapes. The 

program, which supports the addition of more than one piece 

of furniture to the place, also takes into consideration factors 

such as lighting level, reflection and glitter which can be seen 

on the furniture [10-12]. 

 

II. THE IMPORTANCE OF THE LIGHTING AND 

ERGONOMIC IN EDUCATIONAL ENVIRONMENT  

The most important parameter in eye sight is providing the 

optimum view conditions. It is clear that the optimum sight 

conditions can be performed by good lighting. Lighting is an 

indispensable element for good sight conditions for some 

circumstances like limited or unlimited places with conditions 

of inefficient or non-sunlight or insufficient optimum 

conditions. The good sight conditions, mainly based on the 

lighting technique, should present aesthetically successful 

images under the aspects of architecture and art according to 

the properties of lighting subject. In the scope of emotional 

and perceptive data of human, lighting and visional perception 

have an important place. Between 80%-90% of these, all 

perceptions are done by sight. Sight perceptions are originated 

by color and light activators. For this reason, performing the 

educational and training activities in optimal lighting 

conditions is important for humans’ eye health and saving the 

sight ability. As it is known, eye is the most important sensor 

for perceiving the facts [13-14]. 

 
Fig1. Visual Area [24] 

The area perceived by eyes when the head is fixed called 

“visual area” in ergonomics. Visual area is assessed in three 

parts. These are: 

- Sharp sight area angles 1
0 
vertically 

- Middle area angles 40
0 
vertically 

- Surrounding area angles 40
0
-70

0 
vertically (Figure 1). 

One of the conditions to maintain a relaxing environment 

for an effective working is lighting. In the transition from 

normal or excessive lighting to less illuminated environments, 

a time for the adaptation to the environment is needed. If 

sufficient time is spent for the adaptation, in sudden transitions 

from excessive illuminated environments to less illuminated 

environments, falling, slipping and bumping can occur. At this 

point, the lighting level appears as a critical factor for the 

adaptation mechanism[24]. The closest distance for the vision 

of the objects is classified in below according to age. 

 8 cm for 16 years old 

 12,5 cm for 32 years old 

 25 cm for 44 years old 

 50 cm for 50 years old 

 100 cm for 60 years old [14]. 

 

25~30 minutes is needed to get 80% adaptation in transition 

to a dark environment from an environment where you 

exposed to day light. Most of the tiredness that is caused by 

work is thought to be eye exhaustion. There are a lot of 

parameters that affect the ergonomic conditions of the 

environments where education takes place. One of the 

parameter is lighting. For both students and instructors to 

carry out healthy, safe and efficient education activity, lighting 

of the classroom, library and education environments should 

be performed properly [15]. 

The pleasant and enlivening effect of good lighting is a 

known fact that increases the working efficiency, encouraging 

learning of people along with affecting the users’ behavior in 

positively. Ergonomics and lighting is closely related with 

each other in educational institutions. Insufficiently 

illuminated class or laboratory environment causes students 

face with lots of problems. The problems could be defined as 

hardly seeing of the board because of the insufficient level of 

lighting of the students, lack of eye contact of instructors with 

the students, lack of interest and curiosity of students what 

instructors told. In contrast to this situation, similar situations 

can occur in an environment that is illuminated more than 
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enough. If the students cannot see the board because of 

excessive lighting or dazzling, as a result of the exposure of 

the students’ and instructors’ eyes to excessive lighting 

intensity, they can face with problems like eye health 

malfunction. Unless lighting, which is a parameter of 

ergonomics, is proper, obviously, there can be many obstacles. 

If people don’t work in sufficiently illuminated environments 

in a proper way to see the details of their work, it would be the 

possible reason for the increase of the risks in the working 

environments and the reduce of efficiency and effectiveness of 

work. For the effective and efficient lighting in the education 

activity, the height of the table and studying surface should be 

properly determined and the distance between the sitting 

height should be properly evaluated (Figure 2) [14]. 

30O

30O

 
Fig 2. Working Settlings 

 

It has been observed that people, who work in environments 

where light vibrations occur, have perception problems, and 

they perceive the rotation of the machine as if it slowed down 

or even reversed. This situation is caused by the lighting 

fixtures that are not properly chosen in working environments 

and it is known as “Stroboscopic effect”. There are lighting 

fixtures that are designed for the places where people could be 

exposed to stroboscopic effects. Yet, problem can be solved to 

a certain level via energization of the lighting fixtures by 

connecting them to different phases.Another problem in 

illuminating which directly effects working efficiency is 

shadowing. Unless lighting is not properly done as it is 

needed, depending on the random shadowing it can cause 

perception mistakes. The brightness, however, the low or 

excessive intensity of lighting affect students in a positive or 

negative way [15]. 

The suitability of lighting source to environment colors, in 

education environments at the visualization process, has an 

increasing or decreasing effect. Lamps show variation in their 

characteristic spectrum features. However, the specific colors 

of the light have to be differentiated and the returning index of 

color to be attended. The returning index of color is highly 

important especially in performing color based works. When 

this value increases, the evaluation rate and effectiveness 

increase. In illuminating sources where the returning color 

index is below 60, it is accepted that the color based 

applications will be insufficient [16]. This feature is important 

in terms of performing an activity in different people that 

work in illuminated environments. Thus, warm and peaceful 

atmosphere can be created by lighting sources that have 

different color features. Besides, this atmosphere also affects 

stimulating and encouragement for work. Direct lighting is the 

most appropriate one in classroom where the education 

activity takes place. In direct lighting, the light that comes 

from the lighting fixture is directed to bottom via special 

reflectors with various angles. This comprehension is the 

opposite of classical lighting. Light distribution is obtained via 

configuration of various veiling surfaces [14]. Owing to 

directed lighting, energy can be saved and high efficiency can 

be obtained with the lighting fixtures that have low light flux. 

Direct lighting is not only economical but also maintains the 

best and the ideal lighting of the environment. The light flux 

of artificial lighting in classrooms where everyone can sit 

freely is appropriate if the light comes in the same direction 

parallel with the day through the window [16-18].  In the 

positioning of the lighting fixtures with such kind of lighting, 

all the students that sit facing the board sit back at the 

classroom and whose backs are towards the window has 

proper vision conditions in their desks. 

III. STUDIES ON THE LIGHTING PROPERTIES AND 

ERGONOMICS FOR VARIOUS WORKING PLANE  

Educational institutions which give technical education in 

addition to theoretical knowledge have to obtain working 

areas in which knowledge can be transformed into skills 

during teaching-learning periods. As applications are done in 

these areas, they are expected to have enough technical 

equipment such as machines and also adequate lighting and 

ergonomic conditions. Because, during lessons, it is important 

to provide students to get the right idea in a comfortable way, 

and efficient lighting is the only way to prevent accidents 

which may occur by misunderstanding. By good lighting, 

sight becomes better, eye fatigue and carelessness decrease. 

As workers feel better and more comfortable, their attention 

for the subject and success get higher. What’s more, optimum 

lighting conditions must be chosen, in other words it is very 

important to provide the most comfortable and economic 

lighting [15]. There is little paper on examining by means of 

lighting and ergonomic in working area. Some of them are 

below:  

Aksoy and Kelesoglu argued the ergonomic qualities of the 

laboratory in the construct, machine and metal education 

depending on systematic information and scientific methods, 

for the aim of proceeding appropriate working conditions for 

students. The lighting level, noise level and air condition of 

those laboratory are basically investigated [19]. Another study 

is done by Demirci and Armagan[20]. They evaluated physical 

environment components such as lighting, air condition, noise, 

temperature and humidity, and examined to influence upon the 

workers of these factors. Walavalkar and De analyzed the 

impact of the new trends in energy efficient lighting design 

practices on human comfort and productivity in the modern IT 

offices. They conducted a scientific project which is named 

Joint Research Project on Ergonomic Evaluation of modern IT 

Offices for 15 months, in India during year 2000-2001. They 

took inputs data from the Energy Management program run by 

Walavalkar for the various offices of Tata Infotech in India 

during 1998-2001, for analyzing the impact of efficiency and 

ergonomics [2]. 
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IV. LIGHTING DESIGN CRITERIA FOR INDOOR MEDIA 

A. The choice of Artificial Lighting Type 

One of the primary functions of a luminaire is to direct the 

light to where it is needed. The light distribution produced by 

luminaires is characterized by the Illuminating Engineering 

Society as follows:  

 Direct lighting, 

 Semi-direct Lighting, 

 General Diffuse or Direct-IndirectLighting 

 Semi-indirect Lighting 

 Highlighting 

In the direct lighting, 90 to 100 percent of the light is 

directed downward for maximum use. However, in the 

indirect lighting, the light spreads over the mass reflecting 

from a surface, a part of it is absorbed depending on the light 

reflecting factor of the surface it is reflected. If not needed 

with aesthetic concerns and other reasons, especially in the 

institutions where day length lighting is required, direct 

lighting should be preferred. At the universities where 

engineering education is given, in the classrooms and labs, 

direct lighting should be preferred. The entire light sent is 

conveyed to workplace without meeting any obstacle, thus, the 

learning motivations of students are positively affected. In 

indirect lighting, 90 to 100 percent of the light is directed to 

the ceilings and upper walls and reflected to all parts of a 

room. While 60 to 90 percent of the light is directed 

downward with the remainder directed upward in the Semi-

Direct lighting, the equal portions of the light are directed 

upward and downward in General Diffuse or Direct-Indirect 

Lighting. Finally, the beam projection distance and focusing 

ability characterize this luminaire in the highlighting [21,22].   

 

B. The Choice of Lamp, Armature and Secondary Devices 

In the education environment, the choice of lamp, armature 

and secondary items has been the most discussed issue in 

terms of the efficient energy use. Lamps occupy a huge place 

in the energy consumption with their efficiency values. 

Although the incandescent lamps are preferred for their color 

characteristics, they consume energy more than the other 

lamps because their efficiency values are quite low. In the 

education environment, such types of lamps are not preferred 

to be used. Instead of them, in laboratory, classes or the 

multifunctional used places, preferably, it is possible to obtain 

the same light flow by consuming less energy with compact 

florescent lamps that are designed similarly in terms of color 

properties, having E27 heading, electronic igniter and ballast. 

CFLs which are used during day time or at nights permanently 

or for a long time in the facilities have the demanded quality 

in terms of color among the lamps. Moreover, the choice of 

the lamp with high efficiency value is important for the 

influential use of enlightening energy. Armatures are the 

devices that regulate the light spread of the lamp, prevent 

glare, protect the lamp and sub-materials against outer factors 

and contribute to the aesthetical values of the environment 

they are found. In the armatures that reflect the light coming 

out of bare light and/or transmit it to the environment, the 

absorption of a certain amount of the light with this reflection 

and transit is also in question. Due to this absorbed light, the 

light flow emitted from the armature will be less that the light 

flow coming from the lamp, and this rate completes the 

productivity of armature. Thus, in the choice of armature, the 

productivity of armature should be taken into consideration. 

With respect to the effectual use of energy, in such buildings 

like education centers where electricity load is generally for 

enlightening purposes high productive armatures should be 

chosen [21,22]. 

In the education buildings, because of high efficiency 

factor, fluorescent systems are commonly used. For this 

reason, the type of ballasts to be used with florescent lamps 

and the extra powers they get from mains are important factors 

we see in terms of energy consumption. While 36W 

fluorescent lamp used with inductive ballast withdraws 46W 

powers, the power that the same lamp withdraws from mains 

when used with electronic ballast remains as 36W again [23]. 

 

C. Volume Inner Surface Colors and the Choice of Light 

Reflecting Factors 

The light reflecting factors of inner volume in buildings is 

one of the variants that enormously affect the volume’s 

lighting productivity. The magnitude of total light flow 

necessary to provide lighting levels determined as the 

necessity of comfort of the user within the volume is counted 

depending on the lighting productivity of the volume. When 

the inner surfaces are covered with light colors, in other words 

the light reflecting factors of the inner surfaces are large, the 

light will be less absorbed and therefore in the working level, 

the required lighting level will be provided by a system that 

uses less power. When the inner surfaces are covered with 

darker colors, since the light keeping factors of the surfaces 

will be bigger, it will result in the withdrawal of more 

electricity energy from mains to reach the desired lighting. In 

particular, in the indirect, semi-indirect, mixed and semi-direct 

lighting systems, because a part of the light flow coming out 

of devices will reach the working level reflecting from the 

inner surfaces, such kinds of systems should not be preferred 

in educational environment. 

 

D. Determination of Proper Armature Locating Heights 

The locating heights of the armatures, especially in the 

lighting systems set through ceilings are a variant that directly 

impact the gratitude of the total light flow expected from 

devices. As known, in accordance with the law of “distances 

law”, lighting levels change in inversely proportional to the 

square of the distance of lighted surface. In the educational 

constructions visited until now (the universities), armatures 

have been integrated into ceiling. In an area lighted from 

ceiling, the more the distance between the working level and 

armature is the more the total light flow that the armatures are 

to give. Accordingly, since more lighting armatures will be 

necessary, the energy consumption will increase. For this 

reason, on the condition that glare control is made, the height 

between working level and armature should be decreased to 
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lowest level that is allowed [21,22]. 

 

E.The Selection of the Lighting Programs to be used  

In the design process of lighting system, a wide kind of 

calculation models which were developed based upon “light 

flow method” or “light intensity method” are used. As the 

majority of the developed programs use the self-productions 

of the instrument manufacturers as data, in the situation when 

it is used for a different product, it can give highly incorrect 

results. As a result of this, a setting power table that is bigger 

than required may be encountered. For this reason, the 

programs to be used in calculations should be correctly 

selected and data of devices and lamps should be carefully 

added into the calculations [21]. 

 

F. Consideration of Maintenance Factor 

Maintenance factor is important because the performance of 

the environment inner surfaces and armatures decreases after a 

certain period of time. Since the dirtiness that dust and similar 

items will make on the surfaces inner environment will reduce 

the reflection properties, firstly, the determination of high 

repair factor and thus the way of decreasing setting load 

should be preferred. Besides, as a result of the fact that the 

components of armatures that reflect or transmit light are 

polluted due to the air pollution and other environmental 

factors and thus their performance of light reflecting and 

transmitting accordingly decreases and their efficiency 

declines. Therefore, either the demanded comfort conditions 

are not provided or more energy consumption is needed to 

enable the desired conditions. For this reason, the regulations 

that will be done about increasing the frequency of repair 

periods of armatures should be kept as high as possible with 

firm projects or directives, the first setting load of the system 

should not reach upper values unnecessarily because of this 

reason [21].   

V. INVESTIGATION OF ELECTRICAL POWER 

SYSTEMS LABORATORY IN TERMS OF THE LIGHTING 

PROPERTIES AND ERGONOMICS 

The department of Electric and Energy Technologies has 

electrical power systems laboratory. The courses of the 

electric circuits, electric power systems, and energy 

transmission and distribution are conducted in this laboratory.  

Electrical power systems laboratory comprises analysis and 

design of electric and integrated power systems including their 

planning, design and operation.  In this study, considering the 

lighting properties, a laboratory that can provide 

ergonomically the most proper laboratory conditions will be 

designed and built. Besides ameliorating the conditions of an 

existing laboratory, ergonomically, it will also be designed in 

the way to appeal to the visual comfort, psychological relief 

and aesthetic emotions of people.   

In this research, the electrical power systems laboratory 

which is one of the most important laboratories in Electric and 

Energy Technology at Kırklareli University is investigated for 

its ergonomic conditions. There are six tables in this 

laboratory and there are six active working students at each 

table. Compact fluorescent lighting fixtures were used for 

lighting system. Six lighting fixtures from 2x36W fluorescent 

lamps are in use. Walls and ceilings are painted white and 

light white in order. Lighting intensity for working areas like 

laboratories has been specified by International Commission 

on Lighting (CIE) as 700 lux. The settling position of the 

laboratory is shown below. 

 

 
Fig 3. The placement Electrical Power Systems of Laboratory 

 

In general, working students in front of the table are more 

important than writings on the board in laboratories. In an 

ergonomic lighting condition, the experimental arrangements 

on the table have to be seen clearly while students are 

performing or watching the action to enhance their learning 

activity. For this reason, as students do open seating during 

experiments, it is necessary to maintain suitable lighting 

conditions at each table. In classes, the board and walls with 

windows must not be parallel positioned to avoid dazzling 

caused by the sunlight coming from the windows. In this 

system, positions of the lighting fixtures with windows are 

changed from parallel to vertical to take the advantage of 

sunlight. Standard TL-D model fluorescent lamps and lighting 

fixtures without reflectors were used in the laboratory. Color 

discrimination index and efficiency factors of these lamps are 

low. If they use  TL-5 serial new generation lamps which have 

high efficiency factors and long lasting lamps with electronic 

ballasts, a good lighting condition with less lighting fixtures 

will be provided. 

 
Fig 4. Lighting Fixture Positioning of the New Laboratory Design 
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DIALux lighting computer program was used to specify 

optimum ergonomic lighting system for this laboratory. If you 

enter necessary parameters to DIALux lighting computer 

program, you can calculate some parameters which effect 

human ergonomics such as optimum lighting intensity, 

lighting fixture number, light flux occur at working height. 

DIALux, prepared this DIALux computer program for 

German Practical Light Technique Institute (DIAL) to collect 

lighting fixture data of companies and to standardize these 

data. DIALux program has lots of versions. The last version is 

DIALux 4.9. DIAlux program has lots of companies having 

lighting fixture and lamp information such as, AEG 

Lichttechnik, Zumtobel, Regiolux, Siemens, Thorn, Erco, 

Wila, Ridi, LBM and Idman. DIALux program which is also a 

simulation program, makes possible to form rectangular, 

square, polygon, L-shaped and user desired/designed room 

types. The program which makes possible to add one or more 

furniture into the environment, considers also the factors such 

as lighting level, reflection and sparkle. 

 
            Table 1The Information about the Laboratory  

Length (a) 6,40 m Ceiling Reflection 

Coefficient 

0,70 

Width (b) 4,60 m Wall Reflection 

Coefficient 

0,50 

Height (h1) 2,20 m Floor Reflection 

Coefficient 

0,20 

Working Height 

(h2) 

0,80 m Dirtiness Factor 1,00 

Hanger Length 

(h3) 

0 m   

 

The information about our laboratory is shown in Table 1. The 

light intensity which is desired in the laboratory environments 

has been accepted as 700 Lux by commissions such as CIE 

(Commission Internationale de L’Eclairage) and IES (The 

Illuminating Engineering Society of America). When the 

information given above as parameter and the type of the 

lighting fixture are entered into DIALux program, required 

optimum calculation is carried out by program. Generally, 

fluorescence light fixtures are preferred in the laboratory 

working areas. Among these lighting fixtures, a better lighting 

level can be obtained with new generation TL-5 series lighting 

fixtures having higher color separation index and activity 

factors, longer lifetime and electronic ballast. 

   

 
Fig 5. Render Image of the laboratory with DIALux Program 

 

Without changing the number and the type of lighting 

fixtures used in the current system, the situation of which 

isohyps are given below is observed in the current 

environment by putting reflector on to each lighting fixture. 

Here, the amount of light flux at every point of the 

environment is seen. If the isohyps are examined carefully, the 

light intensity is increased especially on the tables which the 

experimental works have been carried out on.  

 
Fig 6. The isohips image of Light Flux Curves of Laboratory Environment 

 

By putting reflector on the current lighting fixtures or 

replacing the lighting fixtures with TL-5 series fluorescent 

lamps, desired light intensities would be obtained in the 

experiment areas. Adequate and suitable lighting in terms of 

ergonomics, in the laboratory environment, is made by 

maintaining desired light intensity. Desired light intensity is 

defined as the level of optimum lighting in which a person can 

see around. 

VI. CONCLUSIONS  

Lighting is the most important parameter to provide an 

optimum visual environment in terms of the ergonomics. In 

this study, necessary arrangements have been made by taking 

on the necessary parameters, to optimize the lighting 

properties in a current environment. The conditions such as 

the localization of the lighting fixtures of the current system 

and how to position them according to the window have been 

evaluated one by one. For efficient use of energy in the 

present lighting system, lamps in the lighting fixtures were 

replaced with TL-5 series lamps. The effects of the factors 

such as the colors of walls, ceiling and the floor, on the 

instructor and the students in the process of active learning 

and teaching, were examined. Necessary arrangements have 

been made to maintain the optimum ergonomic environment.  
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Abstract—In this study, a graphical user interface has been 

designed for the simulations of single phase trigger circuits 

which take place within the syllabus of power electronics 

course given in the engineering and technical education 

faculties and it has been conveyed to vocational education. The 

simulation of the circuit was realized with MATLAB Simulink 

and the design of the interface was made with MATLAB GUI. 

The interface prepared enables the user to select the type of 

whatever circuit he wants. Besides this, arranging the input 

parameters of the circuit to the values he desires, the user can 

view the results on the same interface numerically and 

graphically. Furthermore, since animations are used in the 

interface, the effects of parameter changings can be watched 

visually. Thus, the simulation process carried out and the 

obtained results are presented to the user in a short time and in 

coherence and much negativity that decrease productivity in 

education are prevented. 

 

Index Terms—Matlab, Simulink/Simpower Systems, GUI, 

Vocational Education 

 

I. INTRODUCTION 

T is known that the visual elements used in educational 

environments help permanent learning. Then, it is obvious 

that the visual course materials used in the right place and in 

an effective way make it possible for education to reach its 

aim in a shorter period of time. At the head of these 

materials, undoubtedly computers come. With the use of 

computers in the field of education, many studies are being 

carried out to make education more productive, generalize 

and individualize it [1-2]. Such kinds of studies which are a 

part of computer-supported education have gained 

acceleration and become more interesting. 

Computer-supported education is the general name of the 

practices in teaching process of computer technology. The 

major ones of these practices are; to provide information, to 

tutor, to contribute the improvement of a skill. The 

computers commonly used in every field of education have 

a special importance in vocational and technical education. 
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There are a lot of advantages of using computers for 

education. Its providing possibility to individual studies and 

each student to increase his/her learning speed. 

Computers are commonly used in the education 

environments due to the fact that they make saving from 

student‘s learning time as they provide instant feedback, 

they enable the students to repeat the missed course or 

subject whenever desired, they facilitate teacher‘s duty 

providing students‘ active participation in the class, they 

enable the students to repeat the missed course or subject 

whenever desired, they facilitate teacher‘s duty providing 

students‘ active participation in the class, they help the 

teacher making even the most boring courses easier and 

more enjoyable. In the technical fields, one of the facilities 

provided by computers is to be able to make the simulations 

of many systems before production thanks to the improved 

softwares. Thus, many experiments which are impossible to 

be carried out in educational environment are made in 

virtual platform [3-4]. In this study, the modelling of single 

phase trigger circuits known as dimmer circuit and the use 

of the model for educational purposes by being inspected by 

the user interface designed have been emphasized. Thus, a 

sample program has been made relating to the use of 

MATLAB program in education.  

 

II. THE SIMULINK MODEL OF DIMMER CIRCUIT 

In the Simulink model of Dimmer circuit, while one 

thyristor is used for half-wave supervision, in full-wave 

supervision, two thyristors were linked inverse parallel [5]. 

The simulink model prepared for dimmer circuit has been 

shown in Fig. 1. In the Simulink model, it is quite difficult 

to observe results for various values and use these results for 

education. To open the dialogue window of the block whose 

parameter change is made for each simulation, to write a 

decimal numerical value in the relevant parameter, to 

confirm it, to activate the start button of the simulation, to 

open the scope screen where curves appear include rather 

long and complicated processes. These processes both 

consume time and cause a big disconnection in the 

observation of the influence of the change on the output. 

Especially, in educational environments, these situations 

lead to both ineffectual use of time and students‘ losing their 

attention. In this study, to eliminate such kinds of 

negativities and facilitate the simulation of a circuit model 

Education Purpose Design of User Interface 

(Matlab/GUI) for Single Phase Trigger  

Circuits 
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prepared in simulink, a user interface has designed [6-8]. 

 
Fig. 1. The Simulink model of Dimmer circuit. 

 

 

III. THE CREATION OF INTERFACE IN 

MATLAB/GUI 

Matlab is a platform that provides the graphic based 

applications prepared by the programmer of Graphical User 

Interface, in other words, Matlab GUI, Matlab to reach the 

last user interactively through mouse and keyboard 

interface. Today, Matlab GUI applications have been needed 

because of the fact that the applications are graphic based 

and these applications provide user with the facility of 

usage. Besides, Matlab GUI is an easy application so much 

as to be created by everyone who prepares m-file or m-

function [9-14].  

To reach the previously prepared program, there needs to 

enter dimmer in the command line of Matlab and confirm it 

or to open the file named dimmer with the help of file 

opening icon. Completing this process, the interface and 

loading bar seen in Fig. 2 comes to screen. 

 

Fig. 2. Opening interface composed in GUI. 

 

Some choices concerning the circuits and graphics in the 

opened window are needed to be activated. At the head of 

these, the circuit type choice seen in Fig. 3 comes. Here two  

 

 

 

different dimmer circuits, full-wave (with triac) and half 

wave (with thyristor) have been designed. According to the 

ype of chosen circuit, just under the choice menu, a picture 

showing the circuit model is opened. 
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Fig. 3. Choice of Circuit type. 

 

Later coming to the interface in Fig. 4 where source 

voltage and trigger point take place, the efficient value of 

the voltage and its frequency are arranged to the desired 

value. This part has been designed counting the peak value 

of the voltage and period of the frequency automatically in 

such a way to demonstrate them just below the relevant 

parameters. The voltage, current, and power of the lamp 

obtained after simulation are numerically seen in the section 

of output values.  

 

 
 

Fig. 4. The interface showing the input and output values. 

 

In the interface, two different choices have been presented 

to determine the trigger point. One of these choices is the 

textbox that the user can directly enter the trigger point; the 

other one is the sliding bar that represents potentiometer. 

The textbox makes it possible to enter the trigger point at 

certain value with the help of keyboard. The voltage, 

frequency and trigger point parameters chosen in this 

section are required to be within certain limits. For, the 

values entered as very big or very small may cause over 

extension of simulation time and even the lockout of the 

program. For this reason, there are warning windows that 

will provide the simulation to be realized between certain 

parameters in the design. For instance, when a value that is 

not suitable for trigger point is entered by the user, the 

warning window in Fig. 5 is opened. Similar warning 

messages have also been designed for source voltage or 

frequency parameters. 

 

 
 

Fig. 5. Warning window for erroneous trigger point. 

 

With the move of mouse on the sliding bar, the trigger 

point can be more easily changed. Thus, after each 

parameter change, simulation is immediately realized and 

the results and graphics are conveyed to the interface. The 

lamp symbol on the interface shown in Fig. 6 stand for the 

load in the circuit. The lamp power can be chosen as 60W, 

75W or 100W from the choice list.  

 

 
 

Fig. 6. The interface demonstrating the choice of lamp power and graphics. 

 

As a result of the simulations implemented the colour 

tone of the lamp changes according to the output power. 

Thanks to this design, the user has the possibility of seeing 

the output parameters visually, numerically and graphically 

on the same interface. The displays of the graphics 

belonging to input and output parameters in the chart area 

have also been left to the choice of the user, whether the 

chart is chosen or not has been given in written in the 

relevant area. Pressing on the ‗Circuit Schema‘ icon on the 

right down corner of the interface, a new window seen in 

Fig. 7 is opened. In this window is found the basic principle 

schema of the circuit. In the designed interface, when it is 

pressed on ‗Information‘ icon, a document including 

theoretical information about alternative phase transducers 

is opened. With the help of this document shown in Fig. 8, 

the user easily has an access to all of the subtitles and 

mathematical calculations he needs.  

 

 
 

Fig. 7. The window demonstrating the basic principle schema of dimmer 

circuit.
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Fig. 8. The window demonstrating theoretical information about phase splitter. 

 

 

 
Fig. 9. The simulation results obtained in the designed interface 

 

As a sample application, full-wave control of a 100 

Watt lamp connected in series to a 50 Hz - 220 V voltage 

source has been made at 90 degree. The output values and 

the graphics obtained have been shown on the interface in 

Fig. 9.  

 

IV. CONCLUSION 

The dimmer circuit used in this study is an important 

sample in terms of students‘ learning how thyristor and triac 

run. In this essay, the models of different dimmer circuits 

have been designed on Matlab Simulink at first, and then 

shown in a single window by constituting an interface with 

the help of GUI. Via this interface, students; 

 Have a good command of the subject of dimmer circuit, 

 Can observe the impact of the of circuit parameters‘ 

changing on output voltage and output current instantly, 

 Get rid of losing attention because there is visually in the 

interface. 

In addition to these, while the user is transferring 

information dealt with the subject; such factors that 

negatively affect learning as decrease of attention, loss of 

time have been minimized. 

In this study, it is possible to adapt the user interface 

constituted only for dimmer circuit to other subjects, even to 

use it for checking the models of the systems found outside 

the electricity science. It is believed that such kinds of user 

interfaces will raise the quality in education. 
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Abstract— In this study, corona discharges occurring on 

insulators, the factors affecting the discharge of corana and 

corona effects may occur after discharge were investigated 

experimentally. Especially increased rate of moisture in the air or 

rainy weather is higher than the corona effect, for these 

conditions discharge was investigated. 

In this study; corona discharge, representing the humid airs 

rain droplets on insulators (electrodes) is examined, graphical 

results, with the help of the horn antenna technology removed. 

The results of; theoretical knowledge compared with previous 

experimental results, observed in full compliance. 

 

Index Terms—Corona voltage, horn antenna, gas-discharge 

 

I. INTRODUCTION 

nergy transmission lines reductions of faults and in terms 

of ensuring the continuance of the process of energy flow, 

insulation of power transmission lines, break and short-

circuit is very important to investigate the events [1-6]. High-

voltage power transmission lines, Insulators to protect against 

external and internal over-voltage [1] lines or power 

transmission lines is very important to detect short circuit 

events in advance. In this way, dimensions of the insulation in 

high voltage devices are possible. Power lines and bus of 

transformer stations from each other are separated by air gaps. 

Air gaps with drilling of high-voltage lines, short circuits 

occur. In general, in an inert gas protected from external 

influences transmit electricity. However, a voltage is applied 

between the two electrodes and the voltage gradually 

increased, the voltage of a specific value is a sudden increase 

in current, and thus, the air loses its insulation property. This 

is a change of state of a gas or air, is called discharge event [3-

14]. 

In this study, similar to the corona discharge (self-

sustaining) discharge event between two water droplets, the 

water droplets were applied to 5-10KV voltage value After 

corona discharge, the voltage is held to raise the voltage of 

certain value, the full discharge occurs.  
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In this study, short circuit isolators without the prior 

discharges, with the help of the experimental horn antenna, the 

computer tries to explain graphically.      

 

II. THEORETICAL KNOWLEDGE ABOUT THE GAS-

DISCHARGE AND CORONA DISCHARGE 

Damp and foggy weather, power transmission line, the 

phase conductors is ionized air to the surface of the purple-

collared, illuminated rings are seen. This is a result of the 

corona phenomenon. On the surface of the conductor in 

contact with each other if this purple colour and light 

cylinders, are perforations on the surface of the conductor. In 

the meantime, the sound vibrations can be heard. This 

phenomenon is rather less than the radiuses of the distance 

between the conductors 15 are found on the phase conductors. 

Peek, normal weather conditions, the intensity began to 

ionization by collision, 30 kV / cm as a given. A larger value 

of the voltage, becomes conductive light throughout and  it is 

called the corona voltage is indicated by Uk. 

The voltage is increased further, the full discharge between 

the electrodes, that is, short-circuit occurs. That the value of 

the voltage is called breakdown voltage is indicated by Ud. [1-

19]. There are many factors that affect the corona voltage, and 

 some of them; are conductor radius, roughness, clearance 

between the conductors, air conditions. 

 Of voltages and field strengths given above, there are the 

following equations. 

     

              (1) 

      

                         (2)  

 

Here, E0=21,2 KVef/cm, δ=0,392 p/T (mm.Hg/K) ve r(cm) 

shows that the radius of the conductor. 

Power transmission systems, insulators used as insulation 

property loss is caused by discharges. Mentioned in this study, 

RF (radio frequency) antenna is used, the transmission lines 

would be expected to prevent the losses that may occur. In this 

study, a high voltage corona discharge are reviewed, maintain 

the distance of 1 meter from for full access to the data 

produced during the discharge of the electrical field and RF 

antenna is placed on the test system while maintaining the 

distance. Electrical field, inter-electrode distance and pressure 

changes. In this study, the pressure is fixed by changing the 

distance between the corona discharge electrodes are 

examined.  The distance between two water drops changes, 
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volume and surface condition of this experimental 

observations insulator infected (Figure 3, 4). 

Changes in the frequency spectrum of 800 MHz - 900 MHz 

and 1.25 GHz - 1.4 GHz measurements were made. These 

values are sufficient values to observe the corona discharge 

and to determine insulators used in high-voltage transmission 

lines. [11-29]. 

Insulators used in high voltage transmission lines, are made 

of gelmiflt material. Although these are non-conductive 

material, they sometimes, can cause electrical discharges. One 

of the reasons that is, there maining water droplets on 

insulators. As long as these drops remain, high-voltage 

transmission lines where the discharge occurs due to 

insulators. These discharges occurring on insulator 

(discharges), insulator is harm. 

This is the situation in order to determine in advance, horn 

antenna is used, or RF (radio frequency) sensors are 

recommended. [19-34] 

 

III. EXPERIMENTAL STUDY AND SPECTRAL 

ANALYSIS 

5-10 KV voltage source voltage is used. In Figure 1, input 

voltage 100 V (TR1), the output voltage 15 KV (TR2), which 

are high-voltage transformer, voltage divider resistors, 

isolation transformer and measuring instruments to make a 

high voltage transformer stability control, established circuit 

arrangement shown. After checking the robustness of 

transformer, circuit resistance is extracted. 

 

 
       Fig. 1. Test Scheme for the Control of High Voltage Transformer 

 

In Figure 2, horn antenna, RF (radio frequency) link is 

shown using corona discharge to obtain spectral analysis. Full 

picture of the experiment, high voltage test is not given here, 

occupies a large place, but given schematically in Figure 4. 

 

           
a)                                         b) 

Figure 2. Values were obtained with Horn Antenna and Connection Diagram 

The main task of insulators, high voltage power 

transmission system is to isolate portions of the bottom. In 

addition, the second most important task is to carry the 

mechanical loads. Insulators, usually made with mechanical 

handling the task successfully, although not able to sometimes 

as insulation. Capacitive-resistive leakage current to flow from 

the surface of the insulator-featured, providing that disrupts 

the distribution of the surface contamination, high voltage 

insulators, and therefore often causes a short-circuit events 

occur in the incident energy shortages and economic losses. 

[8-10]. The layer of dirt becomes, wet because of rain, fog 

humidity and so an. And this dirty layer causes leakage 

currents and energy loss. 

  Energy loss is greater than the intensity, especially in the 

narrow parts of the insulator polluted regions and more heated 

dry "dry belt" leads to the formation of the so-called parts. As 

a result, deterioration of voltage distribution across the 

surface, the structure becomes non-uniform. [10-19].Dry-band 

regions of the air resistance of the voltage drop occur 

exceeded pre-discharges. Pre-discharges will often, in some 

circumstances, give rise to the surface by spreading a short 

circuit resulting in the jump event. 

In this study, the normal weather conditions, as a result of 

omissions caused by water droplets formed on insulators, 

corona discharge experiments were performed in order to 

investigate the problem of damaged insulators to perform this 

experiment, the same volume of the droplet of water in a two 

nano - to composite materials were dropped through a 

dropper. Displaced both water drop contact metal electrodes 

15 KV 50 Hz. AC transformer output.  Electrodes connected 

to the water droplets is shown in Figure 3. 

 

  
a) 

 

 
b) 

Fig. 3. Electrode Connection with Water Droplets 

The electrical field signal that creates corona discharge is 

detected via the horn antenna 1 meter away.  Pay attention to 

the frequency settings while experimenting with 0-2.5 GHz 

frequency has to be achieved between try lifelike graphics, 

Experimental mechanism is shown in Figure 4. 

 

 
Fig. 4. Experiment Mechanism 

In the experiment, a sample of epoxy on different distances 

for each test consisting of the water droplets in the discharge 

was recorded with the help of the horn antenna.[11-15]. 

Carried out the experiment, 0.2 ml, 0.4 ml, 0.6 ml, weight is 

given a high voltage of the two water droplets. (Figure 5). 
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a)              

 
                    b) 

 
                    c) 

 
Fig. 5. 0.2-0.4-0.6 ml Used experimental Style (a), (b), (c), respectively, of the  

 

An experiment carried out when the distance between two 

water droplets is 1.5-2-2.5 cm. carried out the experiment. The 

spectrum analysis of each experiment is shown in Figure 6, 7 

and 8. 

 

 
a) 

 

 
b) 

 

 
c) 

 

Figure 6.  0.2 ml of water droplet corona discharge performed 

a) 1,5 cm  b) 2 cm  c) 2.5 cm 

 

Figure 6, Figure 7 and Figure 8, the horizontal axis the 

frequency, the vertical axis is the electric field values. Located 

under the colored parts of the graphics states that the spectral 

values of the electric field. There are some colors under the 

horizontals axis. There colors are sometimes constant. This is 

because the horn antenna sometimes receives other 

frequencies. 

 

 
a) 

 
b) 

 
c) 

Fig. 7. 0.4 ml of water droplet corona discharge performed. 

a) 1,5 cm    b) 2 cm    c) 2.5 cm 

 

Certain frequencies up to a value for each of the graphics 

from baseline were recorded. Each of graphs 1, 2, 3, numbered 

values represent values equivalent to examine the corona 

discharge between the electrodes. 

 

 
a) 

 

 
b) 

 

 
c) 

Fig.  8. 0.6 ml of water droplet corona discharge performed. 

a) 1,5 cm b) 2 cm c) 2.5 cm 
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This, the number 1 is taken as the reference value. 

Detection environment of any signal from the RF antenna 2, 3 

number values are affected. Base on this value, so the first 

number. Figure 6 (a) graph, the distance between the 

electrodes 1.5 cm. are set to the test when there are Obtained. 

Here, value is based on the number 1, the electric field 

exceeds a value greater portion of the value that the chart. 

Figure 6 (b) the distance between the electrodes 2 cm. 

When set to a value compared to the decrease observed in the 

number 1.Figure 6 (c) distance between the electrodes 2,5 cm. 

When the experiment, the resulting chart, the number 1 has 

been observed value decreased slightly. Figures 7 and 8 as a 

reference in the chart, the number 1 examine the values in the 

same way, with increasing distance between electrodes, the 

electric field is low the increased volume of water droplets, 

however, observed that the electric field. Figures 6, 7 As can 

be seen in the graphs are examined, the electric field increases, 

the increase in the volume of water droplets understood. The 

resulting graphs were compatible with the theory [21-34]. 

 

IV. RESULTS AND DISCUSSIONS 

This experimental study, with the help of RF technique for 

water droplets between corona discharge of discharge has 

been observed. During the experiment, the distance between 

the water droplets, corona discharge, arc discharge, and finally 

set to turn into a short circuit. In this study, the value of 5 kV 

corona discharge starts, the applied voltage is taken as 

approximately 5KV experiments, the distance between the 

water droplets 1,5-2-2,5 cm. made to. The results obtained in 

this study, is understood to be in harmony with the theory. 

[30-34] Using RF sensor used in this study, the frequency of 

the electric field and between the aggregates are obtained 

directly. As you can see in Figure 6, 7 and 8 as you increase 

the distance between the electrodes, an electrical field is 

decreasing. Therefore, distance between the electrodes is of 

great importance. As seen in previous studies, the water 

droplets on the high-voltage corona discharge over time, cause 

the electrical field there is increasing. Corona discharge, 

affecting not only the distance between the water droplets, 

where the volumes of the drops are important. Having made 

the experiment, 0.2 ml, 0.4 ml, 0.6 ml volume drops were 

used. 

 

V. CONCLUSIONS 

In this study, 0-200000 MHz. in the range of 1, 2, 3 

numbers of the values is taken as the reference value of the 

number 1 and the electrodes by the distance to the volume of 

the water, the number 1 electrical field value changes were 

observed. Volume of 0.2 ml of water droplets and the distance 

between the electrodes 1.5 cm. graphical examination of the 

electrical field increases, which increases the volume of water 

is understood. RF electric field sensing to see the experiment, 

ie, the horn antenna is used. 0 to 2.5 GHz. frequency spectrum 

analyses of the results show the properties of the discharge. 

Under normal conditions, to obtain data from the corona 

discharge, it can be difficult to observe. 

To perform this procedure, the horn antenna horn antenna is 

used through LCS program, were obtained and interpreted in 

the desired graphics. According to the obtained graphs, the 

corona discharge monitor, high-voltage lines feature before 

losing in the dielectric insulators, is important to take the 

necessary precautions. According to the information obtained 

from this experiment, the RF sensors can be observed using 

the discharge of high-voltage lines. 

This information is a high voltage transmission lines, 

corona discharge before they happen, transmission lines is 

placed 1 meter away from the radio-frequency detection 

device, if lines occurring on the corona discharge, the chances 

of observing reveals to intervene. In addition, the isolators to 

observe events occurring on a discharge, several types of 

sensors can be used, operating similarly to the RF technology. 

Thus, the discharge events detected with the help of sensors is 

saved to the computer; the necessary measures can be taken 

without harming Isolator. 
 

REFERENCES 

 

[1] Kueffel, E.; Abdullah, M.: ―High Voltage Engineering Pergamon Pres‖, 

(1970). 

[2] Nasser, E.: ―Fundamentalsof  Gaseous Ionizahun and Plasma 

Electronics, Wiley Interscience‖ Newyork, (1971). 

[3] Özkaya M.: ―Yüksek Gerilim Tekniğinde Deşarj Olayları‖, İstanbul, 

(1988). 

[4] Brown, S.C.: ―Basic Data Of Plasma PhysicsThe M.I.T. Press‖ , (1959). 

[5] Kuffel, E.; Zaengi, W.S.; Kuffel, J.:―High Voltage Engineering, 

Fundamentals‖, (2006). 

[6] Kuffel, E.;Zaengi, W.S.; Kuffel, J.: ―High Voltage Engineering‖, 

(1996).MCGraw – Hill – USA 

[7] Rumeli, A.: ―Kirli İzole Yüzeylerde Deşarjların Yayılımı ve Atlama‖ 

Elektrik Mühendisliği, (1973). 199: 419-427. 

[8] Rumeli, A.; Hızal, M.; Demir, Y.: ―Analytical Estimation of Flashover 

Performances of Polluted Insulators‖ ISPPISD, Madras.(1981). 

[9] Mackevich, J.;Shah,M.: ―Polymer outdoor insulating materials Part I: 

Comparison of porcelain and polymer electrical insulation‖IEEE 

Electrical Insulation Magazine, (1997)5-12. 

[10] Gorur, R.;Karady G.; Jagota A.; Shah M.; Yates A.: ―Agingin silicone 

rubber used for outdoor insulation‖IEEE Transactionson Power 

Delivery, (1992)525-538. 

[11] Zhu, Y.;Otsubo M.; Honda C.: ―Behavior of water dropletone 

electrically stressed polymeric coating surface‖Surface and Coatings 

Technology, Feb. (2007)5541-5546. 

[12] Phillips, A.;Childs D.;Schneider H.: ―Aging of nonceramicinsulators due 

to corona from water drops‖IEEE Transactionson Power Delivery, 

(1999)1081-1089. 

[13] Gorus, R.;Cherney E.;  Hackam R.: ―The AC and DC performance of 

polymeric insulating materials under accelerated aging in a 

fogchamber‖IEEE Transactions on Power Delivery, (1988) 1892-1902. 

[14] Meyer, L.;Jayaram S.; Cherney E.: ―Correlation of damage, dry band 

arcing energy, and temperature in inclined plane testing of silicone 

rubber for outdoor insulation‖IEEE Transactionson Dielectrics and 

Electrical Insulation, (2004) 424-432. 

[15] El-Hag, A. H.:  ―Leakage current characterization for estimating the 

conditions of non-ceramic insulators' surfaces,‖ Electric Power Systems 

Research, Mar. (2007) 379-384. 

[16] Kumagai, S.;Yoshimura N.: ―Leakage current characterization for 

estimating the conditions of ceramic and polymeric insulating 

surfaces‖IEEE Transactions on Dielectrics and Electrical Insulation, 

(2004) 681-690. 

[17] Lopes, I.;Jayaram S.; Cherney E.: ―A method for detecting the transition 

from corona from water droplets to dry-band arcing on silicone rubber 

insulators‖ IEEE Transactions on Dielectrics and Electrical Insulation, 

(2002) 964-971. 

[18] Fernando, S. C.;Wong K. L.; Rowe W. S. T.: ―RF radiation from corona 

discharge between two water droplets on epoxy and silicone-rubber 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING  Vol.1, No.1 

 

31 

surfaces‖  Proceedings of Asia-Pacific Microwave Conference, , (2011) 

1582-1585. 

[19] Sarathi, R.;Nagesh G.: ―UHF technique for identication of discharges 

initiated by liquid droplet in epoxy nano composite insulation material 

under ac voltages‖ Journal of Physics D:Applied Physics, Vol. 41, 

155407, (2008). 

[20] Higashiyama, Y.;Yanase S.; Sugimoto T.: ―DC corona discharge from 

water droplets on a hydrophobic surface" Journalof Electrostatics, 

(2002) 351-360. 

[21] Imano, A.;Beroual A.: ―Study of the behavior of AC discharges of water 

drops on both conducting and dielectric solid surfaces‖ IEEE 

Transactions on Dielectrics and Electrical Insulation, (2010) 1569-1575. 

[22] Rowland, S. M.;Lin F. C.: ―Stability of alternating current discharges 

between water drops on insulation surfaces‖ Journalof Physics D: 

Applied Physics, (2006) 3067-3076. 

[23] Fernando, S. C.;Wong K. L.; Bojovschi A.; Rowe W. S. T.:―Detection 

of GHz frequency components of partial discharge in various 

media‖Proceedings of 16th International Symposiumon High Voltage 

Engineering (ISH 2009), Cape Town, South Africa, (2009)687-692. 

[24] El-Kishky, H.;Gorur R.: ―Electric field computation on an insulating 

surface with discrete water droplets‖IEEE Transactions on Dielectrics 

and Electrical Insulation, (1996) 450-456. 

[25] Guan, Z.;Wang L.; Yang B.; Liang X.; Li Z.: ―Electric field analysis of 

water drop corona‖ IEEE Transactions on Power Delivery, (2005)964-

969. 

[26] Fujii, O.;Honsali K.;Mizuno Y.;Naito K.: ―A basic study on the effect of 

voltage stress on a water droplet on a silicone rubber surface‖ IEEE 

Transactions on Dielectrics and Electrical Insulation,(2009) 116-122. 

[27] Gao, H.;Jia Z.; Mao Y.; Guan Z.; Wang L.: ―Effect of hydrophobicity on 

electric field distribution and discharge salong various wetted 

hydrophobic surfaces‖ IEEE Transactionson Dielectrics and Electrical 

Insulation, (2008)435-443. 

[28] Zhu, Y.;Otsubo M.; Honda C.; Hashimoto Y.; Ohno A.:―Mechanism for 

change in leakage current waveform on a wet silicone rubber surface - A 

study using a dynamic 3-D model‖ IEEE Transactions on Dielectrics 

and Electrical Insulation, (2005)556-565. 

[29] Kim, S.;Cherney E.; Hackam R.: ―Effect of dryband arcing on the 

surface of RTV silicone rubber coatings‖  IEEE International 

Symposium on Electrical Insulation, (1992)237-240. 

[30] Qıu, Y.: ―Simple Expression of Field Nonuniformity Factor for 

Hemispherically Capped Rod-Plane Gaps‖  IEEE Trans. Elect. Insul. 

Vol. EI-21 No:4, 673 - 675. (1986). 

[31] Azer, A.A.;Comsa, A.P.:―Influence of Field Nonuniformity on the 

Breakdown Characteristic of SF6‖  IEEE Trans,EI.8., 136 - 142. (1973). 

[32] Nagata, M.;Yokoı, Y.; Mıyachı, I.: ―Electrical Breakdown 

Characteristics in High Temperature Gases‖ Elect.Eng. Japan, Vol.97, 1 

- 6. (1977). 

[33] HABAŞ.: ―Özel Gazlar -Argon Gazı ve diğerleri‖ Katalog, Bahriye 

Cad.No:199, Kasımpaşa, İstanbul (2002). 

[34] Haykin, S.: ―Neural Networks a Comprehensive Foundation‖, 

PrenticeHall, N. J., (1999). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Taner Dindar (Feb’87) received B.Sc.  

and M.Sc. degrees from Marmara 

University Department of Electrical 

Education in Istanbul, Turkey, in 2009 

and 2012 respectively. He is currently 

working at Ankara University, Ankara, 

Turkey. He worked as a lecturer in Arel 

University, Department of Electricity 

from 2011 to 2012 in Istanbul, Turkey. His research interest 

includes the high voltage systems, energy applications, and 

control systems.  

 

 

N. Fusun Oyman Serteller received her 

B.Sc., M.Sc. degrees from the Istanbul 

Technical University (ITU), and Ph.D. 

degree from the Marmara University, 

Electrical Engineering Department, in 

1988, 1993 and 2000 respectively. 

Between 1990 and 1994, she worked at 

Balikesir University. She is currently 

Associate professor of electrical and electronics engineering 

department at Marmara University. Him research interests are 

electrical machines, electrical power systems and high voltage 

energy systems. 

 

 

Tahir Cetin Akinci was born in 

Pınarbası in Turkey. He graduated from 

Electrical Engineering department at 

Klaipeda University. He received M.Sc.  

and Ph.D. degrees from Marmara 

University of Istanbul, Turkey, in 2002 

and 2009 respectively. He is currently 

assistant professor of electrical and 

electronics engineering department at Kirklareli University. 

His research interests are signal processing, control systems, 

electrical power systems, non-linear dynamical systems, soft 

computing and condition monitoring techniques. 

 
 

 

 



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING, VOL. 1, NO. 1, 2013 32

The Connection between real-ω and real-k
Approaches in an Absorbing Medium

Mehmet Emre Taşgın

Abstract—We investigate the transmission and reflection of a
pulse that is incident from air on to an absorbing medium of
frequency dependent dielectric. In the literature solution on the
absorbing part is expressed as the fourier integral over all real
frequency (ω) range, with corresponding complex wave-vectors
k = kR(ω)+ ikI(ω). We show that, the solution in the absorbing
part must be written as the Fourier sum of all real wave-vectors
(k), with the corresponding complex frequencies ω = ωR(k) +
iωI(k). Then, we try to show that these two approaches result in
different function, in space and time, for the transmitted pulse.
On the contrary, we show that two approaches give the same
result.

On the other hand, we manage to derive a mathematical con-
nection between the fourier components of the two approaches.
This makes the comparison of the two types of group velocities
accessible; with fixed position and with fixed time. We calculate
a velocity in two different ways: using the i) real-ω and ii) real-
k approaches. Then we compare the two results and decide
if the velocity definition is reliable or not. This paper is the
complementary work leading to Ref. [1]

Index Terms—group velocity, dispersive medium, superluminal
propagation, real frequency, complex frequency, pulse reshape.

I. INTRODUCTION

We consider the problem of pulse transmission from air
to an absorbing medium of complex dielectric susceptibility
ϵ(ω) = ϵR(ω)+ iϵR(ω) which gives a complex index n(ω) =
nR(ω) + inI(ω).

The solution of the Maxwell equations in complex indexed
medium is given, [2], [3], by the integral sum of the real
frequency fourier components such as

E(x, t) =

∫ ∞

−∞
dωe−iωt

(
C1(ω)e

in(ω)ωx/c

+D1(ω)e
−in(ω)ωx/c

)
. (1)

In section II-A we show that, in the general solution of the
Maxwell equations in complex indexed medium, wave-vector
k must be treated real. Treating k as a real variable brings out
the complexity of the frequency ω. Furthermore, according to
the usual model of absorption, as well as the polarization, this
phenomenon is a behavior due to the time response of the
atoms. This brings out the decision that the solutions must
decay in time, locally.

M.E. Tasgin is with the Department of Electrical & Electronics Engineering,
Kırklareli University, Kırklareli, Karahıdır 39020 Turkey and Center for
Advanced Research, Kırklareli University, Kırklareli, Karahıdır 39020 Turkey
e-mail: metasgin@kirklareli.edu.tr.

In contrast to the literature solution (1), we show that the
general solution must be in the form of

E(x, t) =

∫ ∞

−∞
dkeikx

(
C2(k)e

i ck
n(k)

t +D2(k)e
−i ck

n(k)
t
)
,

(2)
where n(k) is the index as a function of the real wave-vector
k, treated in section II-B.

After then, we try to show the difference in between the
two approach; real-ω approach and real-k approach. We use
the boundary conditions(BC) in order to establish a connection
between the fourier components of the two approaches in
section III. The suspicion of the inequality of two approaches
originates from the following decision. The equality of the
sum of the fourier components at the boundary∫ ∞

−∞
dωD1(ω)e

−iωt =

∫ ∞

−∞
dkD2(k)e

−i ck
n(k)

t (3)

does not imply the equality of the electric fields∫ ∞

−∞
dωD1(ω)e

iωn(ω)x/ce−iωt

=

∫ ∞

−∞
dkD2(k)e

ikxe−i ck
n(k)

t (4)

in whole space and time. Carrying the integration over com-
plex ω space may change the result of the two integrals in (4),
due to the enclosed poles or branch cuts of D1(ω), D2(k) or
n(k).

In section IV we try to show the difference of two ap-
proaches. For the cases, we considered here, there occurs no
difference between results of the two approaches. However,
we limited the behaviors of the functions such as the index
n(ω) and the frequency distribution of the incident pulse
A(ω). In example we limited A(ω) to convergent to zero
at all infinities in the whole complex plane. This excludes
the Gaussian functions, in example. Furthermore, in some
dielectric mediums, created using three level systems, index
n(ω) may exhibit strange behaviors, out of the lorentzian type.

So that, there exists the possibility of the presence of
deviation from the equivalence of the two approaches for other
types of incident pulse shapes.

Beyond the discussion of the equivalence/inequality of
the two approaches, we managed to establish a connection
between the fourier components of the two approaches. This
opens the feasibility of some research topics, discussed in
several papers.

Reference [4] examined the group velocity of a pulse,
propagating in an absorbing medium. They derived the average
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of the time ⟨t⟩x that describes where the pulse is in time, for
a given space point x. They also announced, eighth reference
in this paper, that they would publish a second paper, where
they were going to treat the average pulse position ⟨x⟩t for
a given time. They, however, did not publish such a paper.
We performed this study, which is very very similar to the
method discussed in [4]. The result of ⟨t⟩x contains the fourier
components in real-ω approach D1(ω). The result of ⟨x⟩t,
however, contains the fourier components in the real-k space
D2(k). Since the two approaches have been unable to be
connected, they could not compare the velocity from the two
approaches. This is the probable reason for not to publish.

Being established the connection, we plan to investigate
average pulse position ⟨x⟩t and compare the results with the
⟨t⟩x of reference [4]. For a beginning research we observed
that, see figure 9, we showed the group velocity in the two
approaches are different. Tracking the propagation of the pulse
position (v2) always results in higher average velocity than the
tracking of the arrival time (v1). This is going to be considered
in a separate report.

In the band structure calculations for the frequency depen-
dent dielectric materials, the method of k-real (complex-ω)
is also used, [5], in order to compare the results with the
ω:complex(k:real) method. The parallel behavior is exhibited.
However, the direct relationship between the band structures
were not derived.

A proper definition of the group velocity in complex indexed
medium, whether uniform or not, has not been established yet.
Whatever the formula for a group velocity is, it must generate
the same results in both approaches. The closer values of the
velocities in two approaches, the generated formula of group
velocity is closer to reality.

II. MAXWELL EQUATIONS IN ABSORBING
MEDIUM

A. Realness of k

In this section we show that the solution of the Maxwell
equations in an absorbing medium is the Fourier integral of
real k vectors and complex frequency ω.

Maxwell equations are

∇ ·D = 0 ∇ ·B = 0
∇E = −∂B

∂t ∇H = ∂D
∂t .

(5)

For auxiliary magnetic field field we assume vacuum per-
meability H = B

µ0
. Displacement field depends on the the

electric field as

D(x, t) = ϵ0E(x, t) +

∫ ∞

−∞
χ(τ)E(x, t− τ)dτ. (6)

The physical interpretation of equation (6) is as follows.
Electron, about the atomic or molecular core, response to the
applied electric field in a finite time which is less than the
frequency of the light. This creates an electric dipole moment
oscillating in time and a magnetization at later times . The
dipole moment M(x, t) at time t, generated by the applied
electric field E(x, t−τ) at time t−τ , superposes with the the
electric field E(x, t) at time t. Absorbtion of the incident E
field is modelled as the interference with the dipole moment

of the medium. This shows, even before attempting to solve
Maxwell equations, that the attenuation shall be considered in
time.

Due to causality, χ(τ) = 0 for τ < 0. dielectric function
becomes

D(x, t) = ϵ0E(x, t) +

∫ ∞

0

χ(τ)E(x, t− τ)dτ. (7)

Now, lets solve the Maxwell equations (5) more carefully.
Using the third and the fourth equations in (5) we obtain the
wave equation

∇2E(x, t) =
1

c2
∂2E

∂t2
+

1

c2

∫ ∞

0

χ(τ)
∂2E

∂t2
(x, t− τ)dτ (8)

for the electric field. Since there is no source ∇ · E = 0.
We reduce our problem to one dimension, assuming normal
incidence. We separate the equation into two, by separation of
variables E(x, t) = E1(x)E2(t), in time and in space

−c2k2E2(t) =
d2E2(t)

dt2
+

∫ ∞

0

χ(τ)
d2E2

dt2
(t− τ)dτ (9)

−k2E1(x) =
d2E1(x)

dx2
. (10)

k2 is the separation constant, which we have equated to the
− 1

E1(x)
∂2E1(x)

∂x2 . The solution of space equation (10) is straight
forward E2(x) = A2cos(kx) +B2sin(kx) with E2(x) real.

On the time equation (9) we apparently see that k2 must be
real, since both χ(t) and E2(t) are real. Note that the condition
for E(x, t) = E1(x)E2(t) to be real is both E1(x) and E2(t)
are to be real. After fixing(choosing) a k value, due to equation
(10), we must solve equation (9) for this k value.

To be able to determine E2(t; k), we Fourier expand the
time function of electric field and the dielectric susceptibility
as

E2(t) =
∫∞
−∞ E2(ω)e

−iωtdω , (11)

χ(τ) =
∫∞
−∞ χ(ω)e−iωτdω (12)

with E2(−ω) = E∗
2 (ω) and χ(−ω) = χ∗(ω). Putting (12) in

(9) we determine that E2(ω; k) = 0 for all ω, except for the
ω̄ with ω̄2(1+χ(ω̄)) = c2k2. This equation has two solutions
ω̄1,2 = ±|ω̄|, since χ(ω) is symmetric function. (This is also
valid for complex ω case when ωR → −ωR and ωI → ωI .)

Then solution, for a fixed k value, is E2(t; k) =
C2e

i|ω(k)|t+D2e
−i|ω(k)|t. C2 and D2 are totally unconnected,

except that E(x, t) must be real.
Note that, the form of this solution E2(t; k) is independent

of the solution we chose for E1(x).
If we use E1(x) = cos(kx) or E1(x) = sin(kx), the

time solution would be E2(t; k) = Re{C2}cos(ω(k)t) +
Im{C2}sin(ω(k)t). The solution equivalently can be written
in the form

E1(x)E2(t) = eikx(C2e
i|ω(k)|t +D2e

−i|ω(k)|t)

+e−ikx(C∗
2e

−i|ω(k)|t +D∗
2e

i|ω(k)|t). (13)
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The most general solution, which may contain any k, can be
written as

Eb(x, t) =

∫ ∞

−∞
dkeikx

(
C2(k)e

iω(k)t

+D2(k)e
−iω(k)t

)
, (14)

not as

Ea(x, t) =

∫ ∞

−∞
dωe−iωt

(
C1(ω)e

−ik(ω)t

+D1(ω)e
ik(ω)t

)
. (15)

For real χ(ω) functions (14) and (15) are equivalent. They
are only scaled versions of each other. When χ(ω) is complex,
however, for a given incident pulse the transmitted pulse(so
reflected) may differ in two approaches.

B. Index n(k) and real-k integration

Since ω and k are dependent on each other via ωn(ω) = ck,
we may write equations (14) and (15) as

Eb(x, t) =

∫ ∞

−∞
dkeikx

(
C2(k)e

ickt/n(k)t

+D2(k)e
−ickt/n(k)

)
, (16)

Ea(x, t) =

∫ ∞

−∞
dωe−iωt

(
C1(ω)e

−iωn(ω)x/c

+D1(ω)e
iωn(ω)x/c

)
. (17)

For real ϵ(ω) = n2(ω), n(k) and n(ω) are the same within
only a transform of the arguments k → ωn(ω)/c. When
ϵ(ω) is complex, however, n(k) and n(ω) differs functionally.
Moreover, n(k) can not be determined analytically due to the
nonlinearity in n(ω).

When k is constrained to be real, we find index n(ω) as
follows. Equation n(ω)ω = ck is now separated into two
equations

ωRnI +ωInR = 0 and ωRnR+ωInI = ck . (18)

Since nR(ω) and nI(ω) are given functions of ω, ωR and
ωI are solved computationally for a given value of real k.
Then, these ωR and ωI values are substituted in n(ωR + iωI)
in order to determine the index value for the real k value,
n(k) = nR(k) + inI(k).

In figure 1a we plotted the real and imaginary parts of
index with respect to real k. And in figure 1b we depicted the
corresponding ωR(k) and ωI(k) values for the real parameter
space k = −2 . . . 2. We observe similar properties for n(k),
nR(−k) = nR(k) and nI(−k) = −nI(k), as it is for n(ω). A
zoomed version of n(k) is plotted in figure 2, that is compared
with n(ω). We see that n(k) and n(ω) are almost the same
except that n(k) is little bit greater at both nR and nI peaks.
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frequency ω(k) = ωR(k)+iωI(k) values. This is the real-k integration path∫
C
dω, represented in the complex-ω plane. Red line is the real-ω integration

path.
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Fig. 2. Complex index for real-ω values n(ω) and for real-k values. n(k)
also exhibits lorentzian type behavior, although analytically not achievable.

C. Integration path in the complex ω plane:

In order to be able to compare functions (16) and (17), we
write (14) as∫

C

dω

(
dk

dω

)
eiωn(ω)x/c

(
C2

(
ωn(ω)

c

)
e−iωt

+D2

(
ωn(ω)

c

)
eiωt

)
(19)

Integration is in the complex ω plane, on the line of constraint
k is real. The curve is given in figure 1b with black line.
Black arrows indicate the direction of integration, whose limits
approaches the real ω axis. The integration with real ω in 17 is
drawn with a red line, which is on the real axis. The direction
of real ω integration is also indicated with red arrows.

In the next sections we determine the coefficients D1(ω),
D2(k) ≡ D2

(
n(ω)ω

c

)
and investigate the difference of func-

tions Ea(x, t) (real ω) and Eb(x, t) (real k).

III. PULSE TRANSMISSION THROUGH AN ABSORBING
MEDIUM

In this section we investigate the pulse transmission through
an absorbing medium in 1D. We solve the boundary match
problem for the two approaches expressed by electric fields
(15) for real ω and (16) for real k.
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n = 1 n(ω) = nR(ω) + inI(ω)

EL(x, t) = ER(x, t) =∫∞
−∞ dωA1(ω)e

i(kx−ωt)
∫∞
−∞ dωD1(ω)e

i(k1(ω)x−ωt)

+
∫∞
−∞ dωB1(ω)e

i(kx+ωt)

k = ω/c k1 = ωn(ω)/c

Fig. 3. The pulse A(ω), travelling to right, is incident on the plane interface
from the air n = 1. There exist a reflected wave B1(ω) on the LHS. On the
RHS there is only right travelling wave with frequency components D1(ω).
The solution on the RHS is considered in real-ω approach.

In subsection III-A we determine the fourier coefficients for
real ω case, which we use them to determine Ea(x, t) in the
absorbing medium.

In subsection III-B we determine the fourier coefficients
for real k case, which we use them to express Eb(x, t).
However, we perform this approach in two steps.First for
constant dielectric ϵ case, in order to show the equivalence
between the two approaches for real n(ω) case (part III-B1).
Second for complex index n(ω), where two approaches depart
from each other (part III-B2).

A. Real ω Approach

We assume a plane interface, see figure 3 , between air
n = 1 and an absorbing medium of complex dielectric n(ω) =
nR(ω) + inI(ω). Since the incident wave approach from the
left(L), there is no left travelling wave on the RHS.

We apply the boundary conditions(BC) EaL(0, t) =
EaR(0, t) and ∂EaL

∂x (0, t) = ∂EaR

∂x (0, t) to obtain the equations
at x = 0 as∫ ∞

−∞
dωA1(ω)e

−iωt+
∫∞
−∞ dωB1(ω)e

iωt

=

∫ ∞

−∞
dωD1(ω)e

−iωt(20)

∫ ∞

−∞
dωωA1(ω)e

−iωt −
∫ ∞

−∞
dωωB1(ω)e

iωt

=

∫ ∞

−∞
dωωD1(ω)e

−iωt.(21)

We use the sufficient condition that the integrands are equal
for each frequency ω component. Then, fourier components
are given by

B1(ω) =
1− n(ω)

1 + n(ω)
A1(ω),

D1(ω) =
2

1 + n(ω)
A1(ω). (22)

The behavior of the transmitted wave in space and time, is
then, given by

EaR(x, t) =

∫ ∞

−∞
dω

2

1 + n(ω)
ei(n(ω)ωx/c−ωt) , (23)

where each frequency component decay in space with expo-
nential e−nI(ω)ωx/c. However the physical intuition (in addi-
tion to mathematics) tells that each frequency component must

n = 1 n=const.

EL(x, t) = ER(x, t) =∫∞
−∞ dkA2(k)e

i(kx−ωt)
∫∞
−∞ dkD2(k)e

i(kx−ω1t)

+
∫∞
−∞ dkB2(k)e

i(kx+ωt)

ω = ck ω1 = ck/n

Fig. 4. Real-k approach for the constant dielectric. Two approaches are
equivalent for real n(ω).

decay in time. This is easily seen by considering an oscillating
dipole, which has no interaction with the neighboring dipoles.
Since absorption is a local interference effect, the solution
must decay in time for a fixed position. One may also tell that
equation (23) is only a representation and the decay in time
is transferred to the an effective decay in space. We will see
in the next section, however, that real k solution differs from
(23).

B. Real k Approach
1) Constant Dielectric Case: ϵ : In this part we introduce

the real k approach and we show the equivalence (and indicate
the reasons of equivalence) between the two approaches when
index n is real, see figure 4.

When dielectric response is constant and real, the dispersion
ck = nω relation comes out only as a scaling transformation
between ω and k.

Applying the same BCs, EbL(0, t) = EbR(0, t) and
∂EbL

∂x (0, t) = EbL(0, t) = EbR(0, t) and ∂EbR

∂x (0, t), we obtain
the integral equations∫ ∞

−∞
dkA2(k)e

−ikct +

∫ ∞

−∞
dkB2(k)e

ikct

=

∫ ∞

−∞
dkD2(k)e

−i k
n ct, (24)

∫ ∞

−∞
dkkA2(k)e

−ikct −
∫ ∞

−∞
dkkB2(k)e

ikct (25)

=

∫ ∞

−∞
dk

k

n
D2(k)e

−i k
n ct.(26)

For only mathematical reasons we may define frequency
transformations ω = ck on the LHS and ω1 = ck

n on the
RHS. Equations transform to

1

c

∫ ∞

−∞
dωA2(

ω
c )e−iωt +

1

c

∫ ∞

−∞
dωB2(k)e

iωt

=
n

c

∫ ∞

−∞
dω1D2(

nω1

c
)e−iω1t, (27)

1

c2

∫ ∞

−∞
dω ωA2(

ω

c
)e−iωt − 1

c2

∫ ∞

−∞
dωωB2(k)e

iωt

=
n2

c2

∫ ∞

−∞
dω1ω1D2(

nω1

c
)e−iω1t. (28)

Since ω and ω1 are dummy variables we equate the integrands
to obtain the relations

A2

(ω
c

)
+B2

(
−ω

c

)
= nD2

(nω
c

)
(29)
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n = 1 n(ω) ≡ nR(k) + inI(k).

EL(x, t) = ER(x, t) =∫∞
−∞ dkA2(k)e

i(kx−ωt)
∫∞
−∞ dkD2(k)e

i(kx−ω1t)

+
∫∞
−∞ dkB2(k)e

i(kx+ωt)

ω = ck ω1 = ck/n(k)

Fig. 5. Same configuration of 3, but this time problem is treated with the
real-k approach: RHS is expressed as the sum over real-k plane waves of
fourier coefficients D2(k).

ωA2

(ω
c

)
− ωB2

(
−ω

c

)
= n2ωD2

(nω
c

)
(30)

between the fourier components. In 30 ω cancels. However,
we kept ω in order to remind the reader that ω = ck on the
LHS, but it is ω = ck

n on the RHS. Consequently the fourier
components are calculated to be

B2

(ω
c

)
=

1− n

1 + n
A2

(ω
c

)
,

D2

(nω
c

)
=

2

n(1 + n)
A2

(ω
c

)
. (31)

Solution of D2(k) seems different than real ω result (22).
However, if it is put in the form nD2

(
nω
c

)
= 2

1+nA2

(
ω
c

)
, it

is seen that∫ ∞

−∞
dkD2(ω)e

ikx− k
n ct =

∫ ∞

−∞
dω

2

1 + n
eiωx/c−ωt. (32)

When n is real the results (31) and (22) are equivalent,
in determining Ea(x, t) ≡ Eb(x, t) = E(x, t). However, the
usual physical interpretation ”Frequency does not change for
light changing medium between dielectrics.” here transforms
to only a mathematical scaling transformation which cannot
be performed in the complex ϵ(ω) case.

2) Complex (frequency-dependent) Dielectric Case: ϵ(ω) =
ϵR(ω) + iϵI(ω) : In this part we discuss the pulse trans-
mission/propagation into/through an absorbing medium. We
extend the real-k approach to frequency dependent complex
index, n(ω) = nR(ω) + inI(ω). We determine the integral
equations connecting the fourier components A2(k), B2(k)
and and D2(k). The explicit connection, however, is not
straightforward to obtain as it is in the real-ω approach. This
is left to section IV.

The solutions on the LHS and RHS, see figure 5, are given
by

EbL(x, t) =

∫ ∞

−∞
dkA2(k)e

i(kx−kct)

+

∫ ∞

−∞
dkB2(k)e

i(kx+kct) (33)

EbR(x, t) =

∫ ∞

−∞
dkD2(k)e

i
(
kx− k

n(k)
ct
)

. (34)

Applying the BC.s EbL(0, t) = EbR(0, t) and ∂EbL

∂x (0, t) =

∂EbR

∂x (0, t), as usual, we obtain the integral equations∫ ∞

−∞
dkA2(k)e

−ikct +

∫ ∞

−∞
dkB2(k)e

ikct

=

∫ ∞

−∞
dkD2(k)e

−i k
n(k)

ct,(35)

∫ ∞

−∞
dkkA2(k)e

−ikct +

∫ ∞

−∞
dkkB2(k)e

ikct

=

∫ ∞

−∞
dkkD2(k)e

−i k
n(k)

ct.(36)

This time, however, the fourier components A2(k) and B2(k)
cannot be connected to D2(k) easily. This is because we
cannot equate the integrands directly, as it is in real-ω approach
III-A, or with a scaling transformation, as it is in constant
index case III-B1.

One may try to perform the transformation ω = ck an
the LHS and ω2 = ck

n(k) on the RHS. This time, however,
the integral on the RHS transform to a line integration over
the complex ω2 plane as is mentioned in subsection II-B. So,
integrands cannot be equalized.

C. The Connection between Fourier Components D2(k) and
D1(ω)

The incoming pulses are common in both approaches. So
that we equate∫ ∞

−∞
dkA2(k)e

i(kx−ckt) =

∫ ∞

−∞
dωA1(ω)e

i(ωx/c−ωt) (37)

in order to obtain the relation 1
cA2(k) = A1(ω).

Before solving equations (35) and (36) for D2(k) explicitly,
it is not possible to obtain B2(k) in terms of A2(k). Without
any proof, however, we take

B2(k) =
1− n(k)

1 + n(k)
A2(k) . (38)

This is because we aim to show that the resultant electric fields
EaR(x, t) and EbR are different in the absorbing medium.
Equation (38) corresponds to taking fourier coefficients equal
on the LHS.

When the fourier components on the LHS are the same,
functional behavior of EaL(x, t) and EbL(x, t) also match due
to scaling transformation ω = ck. Then, the integrals of fourier
coefficients on the RHS are also equal∫ ∞

−∞
dkD2(k)e

−i k
n(k)

ct =

∫ ∞

−∞
dωD1(ω)e

−iωt. (39)

Due to the complexity of the transformation ω2 = ck
n(k) ,

integrands are not able to be equalized. Furthermore, due to
the line integration over the complex ω2 plane, the presence
of equation∫

C

dω

(
dk

dω

)
D2

(
ωn(ω)

c

)
e−iωt

=

∫ ∞

−∞
dω̄D1(ω̄)e

−iω̄t (40)
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Fig. 6. The behavior of dk
dω

for real-k case. The real part is symmetric, the
imaginary part is anti-symmetric.

originating from equation (39), does not imply the equality∫
C

dω

(
dk

dω

)
D2

(
ωn(ω)

c

)
ei(k(ω)x−ωt)

=

∫ ∞

−∞
dω̄D1(ω̄)e

i(k(ω̄)x−ω̄t), (41)

in general. This is because of the possibility of including any
pole or branch cut of D2

(
n(ω)ω

c

)
. The bar symbol refers to

the reality of frequency.

IV. DIFFERENCE BETWEEN TWO APPROACHES

In the previous section we obtained a direct connection
between he fourier components of real-ω approach D1(ω)
and the ones for the real-k approach D2(k), at equation (40).
In this section we aim to show that this connection leads to
different functions for the transmitted pulses EaR(x, t) and
EbR(x, t), in the absorbing medium.

We assume that D2

(
n(ω)ω

c

)
converges to zero at all infini-

ties, as |ω| → ∞. WE make this assumption to be able to use
the contour integral formalism; that integration over infinite
circles does not contribute.

If ω, on the LHS of equation (40) were real we could use
the Dirac delta function formula

∫∞
−∞ e−(ω−ω̄)tdt = δ(ω− ω̄)

in order to connect
(
dk
dω

)
D2

(
n(ω)ω

c

)
to D1(ω). The existence

of imaginary part of ω, however, makes the time integral
divergent. Above, bar symbol ω̄ implies the reality of the
variable.

In order to overcome this difficulty we integrate for a finite
time, t = T . . . T , after then we take the limit T → ∞. The
fourier component of the real-ω approach is given in terms o
the real-k approach as

2πD1(ω̄) = lim
T→∞

∫
C

dω

(
dk

dω

)
D2

(
n(ω)ω

c

)
×
∫ T

t=−T

dte−i(ω−ω̄)t, (42)

which transforms to

2πD1(ω̄) = lim
T→∞

∫
C

dω

(
dk

dω

)
D2

(
n(ω)ω

c

)
×ei(ω−ω̄)T − e−i(ω−ω̄)T

i(ω − ω̄)
(43)

when the time integration is carried out.
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Fig. 7. Real-k integration path,
∫
c
dω, in the complex-ω plane.The contours

C1,2 are the branch cuts of lorentzian n(ω). There exists no pone nor branch
cut of D2

(
n(ω)ω

c

)
in between the curve C and the real-ω axis. The ω̄ is

the single pole of equation (47) .

In equation (43) we obtained D1(ω̄) in terms of
D2

(
n(ω)ω

c

)
. So, our strategy becomes to place (43) into the

solution for the real-ω approach

EaR(x, t) =

∫ ∞

−∞
dω̄D1(ω̄)e

i(k(ω̄)x−ω̄t) (44)

to be able to compare EaR(x, t) with the real-k approach
solution

EbR(x, t) =

∫
C

dω

(
dk

dω

)
D2

(
n(ω)ω

c

)
ei(k(ω)x−ωt) (45)

where integration path C is depicted in figure 1 that is not
closed. Equation (45) originates from equation (34).

A. D2

(
n(ω)ω

c

)
has no pole , no branch cut

If D2

(
n(ω)ω

c

)
does not have any pole nor branch cut, see

figure 7, integrand in equation (43) has pole only at ω = ω̄ and
branch cut below the real-k contour due to

(
dk
dω

)
. The ω = ω̄

pole contributes if real-k contour is closed up for ei(ω−ω̄)T

term and branch cuts contribute if if real-k contour is closed
down for e−i(ω−ω̄)T term. We obtain the relation

D1(ω̄) =

(
dk

dω

)
ω=ω̄

D2

(
n(ω̄)ω̄

c

)
− lim

T→∞

∑
1,2

∮
C1,2

dω

(
dk

dω

)
D2

(
n(ω)ω

c

)
e−i(ω−ω̄)T

2πi(ω − ω̄)
. (46)

When we put (46) into (44), electric field for the real-ω
approach becomes

EaR(x, t) =

∫ ∞

−∞
dω̄

(
dk

dω

)
ω=ω̄

D2

(
n(ω̄)ω̄

c

)
ei(k(ω̄)x−ω̄t)

− lim
T→∞

∑
1,2

∮
C1,2

dω

(
dk

dω

)
D2

(
n(ω)ω

c

)
×

×e−iωT

2πi

∫ ∞

−∞
dω̄

eiω̄T

(ω − ω̄)
. (47)

The last integral of the last term of (47) is evaluated by closing
the contour up. Defined by C1,2 contours, ω is always below
the real-ω line. So that, the second term in (47) is zero. Then,
electric field for the real-ω approach comes out to be

EaR(x, t) =

∫ ∞

−∞
dω̄

(
dk

dω

)
ω̄

D2

(
n(ω̄)ω̄

c

)
ei(k(ω̄)x−ω̄t)

(48)
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Fig. 8. Real-k integration path,
∫
c
dω, in the complex-ω plane. We assume

that D2

(
n(ω)ω

c

)
has two symmetric poles at ω1 = ω1R − iω1I and ω1 =

−ω1R − iω1I . Equation (51) has three poles at ω1,2 and ω̄.

which is equal to the real-k approach one

EbR(x, t) =

∫
C

dω

(
dk

dω

)
D2

(
n(ω)ω

c

)
ei(k(ω)x−ωt) ,

(49)
because there is no pole nor branch cut of D2

(
n(ω)ω

c

)
in

between the integration paths of (48) and (49). In this case
both approaches give the same result.

B. D2

(
n(ω)ω

c

)
has pole in between the integration lines

We assume, in difference to the previous case IV-A, that(
dk
dω

)
D2

(
n(ω)ω

c

)
has pole between the two integration lines,

see figure 8. If it has a pole at ω1 = ω1R − iω1I , due to
the symmetry property, there must be another pole at ω2 =

−ω1R − iω1I . Then we may express
(
dk
dω

)
D2

(
n(ω)ω

c

)
as

(
dk

dω

)
D2

(
n(ω)ω

c

)
=

F (ω)

[ω − (ω1R − iω1I)][ω − (−ω1R − iω1I)]
,(50)

where F (ω) has the symmetry as ωR → −ωR. Note that ωI

has same symmetry as ωR → −ωR.
Closing the contours up, for ei(ω−ω̄)T , 3 poles contribute

to D1(ω) in (43). Closing the contour down, for e−i(ω−ω̄)T

term, only branch cuts due to
(
dk
dω

)
contribute. We obtain

D1(ω̄) =

(
dk

dω

)
ω̄

D2

(
n(ω̄)ω̄

c

)
+ 2πi

F (ω1R − iω1I)

2ω1R

ei(ω1R−ω̄)T eω1IT

2πi(ω1 − ω̄)

+ 2πi
F (−ω1R − iω1I)

−2ω1R

ei(−ω1R−ω̄)T eω1IT

2πi(ω2 − ω̄)

− lim
T→∞

∑
1,2

∮
C1,2

dω

(
dk

dω

)
D2

(
n(ω)ω

c

)
e−i(ω−ω̄)T

2πi(ω − ω̄)
.(51)

When this is put into equation (44) the last term gives zero,
since eiω̄T is closed up of the real-ω axis. Due to the symmetry
property F (ω1) = F (ω2). Fourier component of the real-ω

case becomes

D1 (ω̄) =

(
dk

dω

)
ω̄

D2

(
n(ω̄)ω̄

c

)
+

F (ω1)

2ω1R
eω1IT e−iω̄T ×

×
(

eiω1RT

(ω1R − iω1I − ω̄)
− e−iω1RT

(−ω1R − iω1I − ω̄)

)
.(52)

We put (52) into (44) to determine the electric field for the
real-ω approach as

EaR (x, t) =

(
dk

dω

)
ω̄

D2

(
n(ω̄)ω̄

c

)
ei(k(ω̄)x−ω̄t)

+ lim
T→∞

F (ω1)

2ω1R
eω1IT

∫ ∞

−∞
dω̄e−iω̄T ei(k(ω̄)x−ω̄t)

×
(

eiω1RT

(ω1R − iω1I − ω̄)
− e−iω1RT

(−ω1R − iω1I − ω̄)

)
.(53)

Since T to∞, due to the e−iω̄T term real ω̄ integration is
closed down. The contour includes two poles at ω̄ = ω1R −
iω1I and ω̄ = −ω1R − iω1I and two branch cut loops C1,2.
Branch cuts occur due to the eik(ω̄) term. Each branch cut is
marked with two points ωb1 = ωbR1−iωbI , ωb2 = ωbR2−iωbI

for the contour C1 and ωb3 = ωbR3− iωbI , ωb4 = ωbR4− iωbI

for the contour C2. All have same imaginary part. Electric
field becomes

EaR(x, t) =

∫ ∞

−∞
dω̄

(
dk

dω

)
ω̄

D2

(
n(ω̄)ω̄

c

)
ei(k(ω̄)x−ω̄t)

+ lim
T→∞

F (ω1)

2ω1R

(
eik(ω1)x−ω1t − eik(ω2)x−ω2t

)
+ lim

T→∞

F (ω1)

2ω1R
eω1IT e−ωbIT

×
(∫ ωbR2

ωbR1

dωbRf(ωbR) +

∫ ωbR2

ωbR1

dωbRf(ωbR)
)
, (54)

where the integrals on the last term are carried over the
two sides of the each branch cut line. The last term does
not contribute, because limT→∞ eω1IT e−ωbIT = 0 since
|ωbI | > |ω1I |.

Then the electric field for the real-ω approach (54) is the
same with the real-k approach

EbR(x, t) =

∫
C

dω

(
dk

dω

)
D2

(
n(ω)ω

c

)
ei(k(ω)x−ωt). (55)

This is because, the open contour C, joined with the reverse
real axis integration, also contains the poles ω1,2.

In this case, too, no difference between the two approaches
exists.

V. AVERAGE ENERGY FLOW OF OPTICAL PULSES IN
DISPERSIVE MEDIUM

Peatross et. al. [4] analytically derived an expression for
the average velocity of a pulse in an absorbing medium. They
used the Poynting vector to calculate the average time

⟨t⟩x =

∫∞
−∞ dt t S(x, t)∫∞
−∞ dtS(x, t)

(56)
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at which the pulse is on the space point, let it be a detector,
x. WE simplified the problem to 1D.

The same problem can be treated in a different point of
view: Average spatial position

⟨x⟩t =
∫∞
−∞ dx x S(x, t)∫∞
−∞ dxS(x, t)

(57)

where the pulse is at time t.
One may calculate the pulse velocity referring both to

(56) and (57). If Poynting vector average is a good identity
to determine the group velocity of a signal, then these two
approaches must give similar velocities.

When the index of the medium is complex, (56) is easily
treated in the real-ω approach [4] since S(x, t). is easily fourier
transformed. Average position (57), however, is easily treated
in the real-k approach.

Since the mathematical procedure relating the fourier coeffi-
cients E(x, ω) and E(k, x) has not been studied in a complex
indexed medium, however, two group velocity could not be
compared.

Being derived the aforementioned connection in the previ-
ous subsection III-C, we managed to compare the time arrival
velocity (from (56)) and pulse center propagation velocity
from (from (57)).

In subsections V-A and V-B we shortly mention the velocity
derivation using the real-ω and real-k approaches, respectively.
In subsection V-C we compare the two velocities, nothing that
they belong to the same pulse.

A. ⟨t⟩x Real-ω Approach

Since the time average is considered we expend the electric
field and magnetic field as

E(x, t) =
1√
2π

∫ ∞

−∞
dωE(x, ω)e−iωt,

H(x, t) =
1√
2π

∫ ∞

−∞
dωH(x, ω)e−iωt, (58)

where H(x, ω) = k
ωE(x, ω). Then we can write the average

Poynting vector(flux) as the frequency component summation∫ ∞

−∞
dtS(x, t) =

∫ ∞

−∞
dωE(x, ω)H∗(x, ω), (59)

and the average time∫ ∞

−∞
dt t S(x, t) = −i

∫ ∞

−∞
dω

∂E(x, ω)

∂ω
H∗(x, ω), (60)

where we have used the integration by parts, E(x, ω =

±∞) = 0, and t = 1
−i

∂e−iωt

∂ω .
Time of arrival of a signal from a source at position x0 to

the detector at position x0 is given by ∆t = ⟨t⟩x − ⟨t⟩x0 .
When we express the temporal dependence explicitly as

E(x, ω) = eik∆xE(x0, ω), (61)
H(x, ω) = eik∆xH(x0, ω) (62)

the arrival time becomes

∆t = −i×

×
[e−2kI∆x

∫∞
−∞ dωF(ω;∆x, x0)H

∗(x0, ω)

e−2kI∆x
∫∞
−∞ dωE(x0, ω)H∗(x0, ω)

(63)

−
∫∞
−∞ dω ∂E(x0,ω)

∂ω H∗(x0, ω)∫∞
−∞ dωE(x0, ω)H∗(x0, ω)

,
]

(64)

where

F(ω;∆x, x0) =

{(
∂k

∂ω
∆x

)
E(x0, ω) +

∂E(x0, ω)

∂ω

}
.

(65)
This results in a simple arrival time velocity(inverse)

1

v1
=

∆t

∆x
=

∫∞
−∞ dω ∂k

∂ωS(x0, ω)∫∞
−∞ dωS(x0, ω))

, (66)

where complex harmonic Poynting vector is defined as
S(x0, ω) = E(x0, ω)H

∗(x0, ω). Note that wave-vector k is
complex.

B. ⟨x⟩t Real-k Approach

When the spatial average is considered we expend the
electric field and magnetic field as

E(x, t) =
1√
2π

∫ ∞

−∞
dkE(k, t)eikx, (67)

H(x, t) =
1√
2π

∫ ∞

−∞
dkH(x, ω)eikx, (68)

where H(k, t) = k
ωE(k, t), again. Then we can write the

average Poynting vector(flux) as the frequency component
summation∫ ∞

−∞
dxS(x, t) =

∫ ∞

−∞
dkE(k, t)H∗(k, t), (69)

and the average spatial pulse position∫ ∞

−∞
dx x S(x, t) = i

∫ ∞

−∞
dk

∂E(k, t)

∂k
H∗(k, t), (70)

where we have used the integration by parts, E(k = ±∞, t) =

0, and x = 1
i
∂eikx

∂k .
The change of the pulse center position from at time t0 to

at time t is given by ∆x = ⟨x⟩t − ⟨x⟩t0 . When we express
the temporal dependence explicitly as

E(k, t) = e−iω∆tE(k, t0), (71)
H(k, t) = e−iω∆tH(k, t0), (72)

we obtain the pulse center propagation velocity

v2 =
∆x

∆t
=

∫∞
−∞ dk ∂ω

∂kS(k, t0)∫∞
−∞ dkS(k, t0))

. (73)

complex Poynting vector is defined as

S(k, t0) = E(k, t0)H
∗(k, t0). (74)

Now, frequency ω is complex.
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Fig. 9. (solid-line) Group velocity calculated by Poynting vector average
⟨t⟩x0 for fixed position x0. Treated in real-ω approach. (dotted-line) Group
velocity calculated by Poynting vector average ⟨x⟩t0 for fixed time x0.
Treated in real-k approach.

C. Comparison of the Velocities
We assume fourier distributions D1(ω) and D2(k) which

does not have any poles nor branch cuts in between the
integration paths depicted in figure 1. Then we are able to
use the identity (46), D1(ω̄) =

(
dk
dω

)
ω̄
D2

(
ω̄n(ω̄)

c

)
. Note that

the second term in (46) approaches zero as T → ∞, since all
ω on C1,2 are complex.

The fourier components are E(x0, ω) ≡ D1(ω) and
E(k, t0) ≡ D2(k). Magnetic field components are H(x0, ω) ≡
k(ω)
ω D1(ω) = n(ω)D1(ω) and E(k, t0) ≡ k

ω(k)D2(k) =

n(k)D2(k). Then the first velocity becomes

v1 =

∫∞
−∞ dω̄n∗(ω̄)|D1(ω̄)|2∫∞

−∞ dω̄n∗(ω̄) dkdω (ω̄)|D1(ω̄)|2
, (75)

where ω̄ indicates the reality of the frequency.
Since there is no pole between the integration paths, Fig. 7,

second velocity can be written as

v2 =

∫
C
dω dk

dω
dω
dk n

∗(ω)|D2(k(ω))|2∫
C
dω dω

dk n
∗(ω)|D2(k(ω))|2

(76)

=

∫∞
−∞ dω̄n∗(ω̄)|D2(k(ω̄))|2∫∞

−∞ dω̄ dω
dk (ω̄)n

∗(ω̄)|D2(k(ω̄))|2
.

If we use (46) as D2(k(ω̄)) =
(
dω
dk

)
ω̄
D1(ω̄), we transform v2

into the form

v2 =

∫∞
−∞ dω̄n∗(ω̄)

∣∣dω
dk (ω̄)

∣∣2 |D1(ω̄)|2∫∞
−∞ dω̄ dω

dk (ω̄)n
∗(ω̄)

∣∣dω
dk (ω̄)

∣∣2 |D1(ω̄)|2
. (77)

Since v2, in equation (77), is written in terms of the fourier
coefficients of the real-ω approach, we are able to compare
the results of the two velocities (75) and (77).

For the frequency spectrum we chose a lorentzian dis-
tribution D1(ω) = 1

[ω−(ν0+∆ω−iζ)][ω−(−ν0−∆ω−iζ)] ,
whose poles are below the lorentzian index n(ω) =
[ω−(β0−iρ)]1/2[ω−(−β0−iρ)]1/2

[ω−(ν0−iρ)]1/2[ω−(−ν0−iρ)]1/2
, since ζ > ρ. We used ρ = γ/2

and ν20 = ω2
0 + ρ2, which are defined in [2].

The numerical results are depicted in figure 9. We observe
that real-k approach (77) results in higher velocity everywhere
than real-ω approach (75).

Then, the velocity of the center of pulse propagation in spa-
tially is always greater than the average arrival time velocity.

We plan to check the similar velocities for defined as the
energy average.

D. Why to treat ⟨t⟩x and ⟨x⟩t in different approaches?

In section V-A, while calculating the time average ⟨t⟩x, we
used the real-ω approach. In section V-B, while calculating
position average ⟨x⟩t, we preferred to use the real-k approach.
This parallelism, at first, may seem like that; we performed
the calculation of the same quantity in the two approaches and
found different results. This is a misunderstanding.

The true story is as follows. After we showed the equiva-
lence of the two approaches, in section IV, we calculated the
two different quantities ⟨t⟩x and ⟨x⟩t. The first is analytically
trackable in the real-ω approach, second is in the real-k
approach.

As an example we try to treat spatial average ⟨x⟩t in
the real-ω approach, and show the dead-end. Starting from
equation (57) we fourier expand the electric fields with real-
ω’s∫ ∞

−∞
dx x S(x, t) =

1

2π

∫ ∞

−∞
dx

∫ ∞

−∞
dω1

∫ ∞

−∞
dω2 ×

×1

i

∂eik(ω1)x

∂k(ω1)
e−iω1tE(ω1)e

ik(ω2)xe−iω2t
k(ω2)

ω2
E(ω2), (78)

which can be put in to the form, using similar arguments as
in equation (64),

∆x =

∫ ∞

−∞
dx

∫ ∞

−∞
dω1

∫ ∞

−∞
dω2

(
∂ω1

∂k(ω1)
∆t

)
E(ω1)

×k(ω2)

ω2
E(ω2)e

ik(ω1)xe−iω1teik(ω2)xe−iω2t . (79)

This is, however, cannot be simplified further. Because integral∫ ∞

−∞
dxeik(ω1)xeik(ω2)x ̸= 2πδ(k1 − k2) , (80)

since k1 and k2 are now complex. Furthermore, this integral
diverges. In order to make a progress in (79), one already has
to study the mathematics of the previous sections.
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Abstract – This study is focused on the investigation of PV-

panel performance in terms of the solar radiation and 

temperature. For this purpose, a data collection system is 

established in campus of Kirklareli University and the collected 

data depending on the seasonal variations are analyzed as well 

as collection. The collected data set contain of electrical 

current, voltage, solar radiation and temperature hence, the 

data are presented by a computer interface.  

 

Index Terms—Solar energy, measurement system, PV-panel, 

data collection. 

 

I. INTRODUCTION 

 HE increase in demand for energy in the World, harms 

of the fossil fuels to the environment and the increase in 

their prices as they run short increase the demand for the 

renewable energy sources [1]. At last decade, the solar 

energy and its related applications began to get an 

importance in energy environments. The solar energy has 

essentially two different applications. In this manner, one of 

them is heat production and another one is electrical energy 

production. 

 

Photovoltaic cells are semiconductor substances that directly 

convert sunlight into electrical energy. Photovoltaic cells 

work based on photovoltaic principle which means that 

electrical voltage arises when light falls into them. The 

source of the electrical energy given by the cell is the solar 

energy on the surface. Solar energy can be converted into 

electrical energy with a 5% to 30% productivity according 

to the structure of the photovoltaic cell. Many solar cells are 

series or parallel connected in order to increase the power 

output and installed onto a space which structure is called as 

photovoltaic module [2]. With the advancing technology, 

manufacturing technologies of the PV chips have also 

developed and the productivity has been raised. 

 

For the design and implementation of the solar energy 

systems solar radiation values are needed [3,4]. In Turkey, 

yearly sunshine duration on avarage is 2640 hours/year and 

yearly total solar energy on average is 1311 kwh/m
2
.  

 

Despite the high solar energy potential of Turkey, this 

potential cannot be evaluated sufficiently. Appropriate 

values are needed for the determination of the solar energy 

potential. In this study, solar energy measurement of 

Kirklareli is investigated by designing a measuring system. 

 

 

 
* S. Gorgulu is is with the Electrical-Electronics Engineering Department, 
Technology Faculty, University of Kırklareli, Kırklareli, Turkey, (e-mail: 

sertac.gorgulu@kirklareli.edu.tr). 

 

 

II. GENERAL PRINCIPLES OF THE MEASUREMENT 

SYSTEM 

 

In the experimental system formed, there are 40w PV panels 

of 32 cells and a resistor unit where the energy produced is 

consumed. In the measurement system, there are a 

thermometer which is to measure the surface temperature 

and air temperature on the panel, a multimeter to measure 

the current and voltage values and a solarimeter to measure 

the solar radiation values. 

 

40W PV panel has 32 cells. Short circuit current of PV is 

2.75A, open circuit voltage is 19.48V, maximum power 

current is 2.53A and maximum power voltage is 15.84V. 

Multimeter accuracy is 0.06%, voltage range is 0.01mV to 

1000VDC, current range is 0.01μA to 20A. Solarimeter 

irrigation measuring range is 1-1300 W/m
2
, accuracy is 5%. 

Thermometer operating temperature range is -40 to +260°C, 

accuracy is ±0.2°C, 

 

 

                 
           Thermometer  Multimeter             Solarimeter 

 
Fig.1. Measurement devices 

 

III. DATA COLLECTION 

 

Measurement system can be seen on Fig. 2. Measurements 

are every 60 seconds and continue 24 hours straight. All 

devices record data and these data are transferred to the 

computer. The transfer is made after all the values are zero 

in order not to have data loss.  

 

Measurements’ transfer to the computer is started manually 

but the transfer to the computer from the devices is 

conducted automatically with the relevant program. The 

losses occurred when the multimeters transfer data is 

completed by tracking on the device and the data is recorded 

completely. 

 

Data transfer program image of the multimeters could be 

seen on Fig. 3.  

 

 

 

 

 

 

 

T 
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Fig.2. Measurement system 

 

 

 
Fig. 3. Program for multimeter 

 

Thermometer’s data transfer image could be seen on Fig. 4. 

 

 
 

Fig 4. Datalogger program for thermometer 

 

Solarimeter’s data transfer program image could be seen on 

Fig. 5. 

 

 
 
Fig.5. Program for solarimeter 

 

 

Data kept at all devices are transferred to computers with 

their own programs. The data transferred to the computer are 

recorded in an Excel document. The data in excel are 

aggregated in one document and daily files are constituted.  

 

IV. CONCLUSIONS 

 

Determination of the solar energy potential works is 

important as they will lead the solar energy investments. A 

location’s solar energy potential is determined with the 

evaluation of the data of the measurements taken. Optimum 

conduction of the PV system investments which is of 

foreign origin and have high first installation cost are aimed 

with the accurate analysis of the data. In this study, the 

measurement system that is formed to collect solar radiation, 

temperature, current and voltage values for Kirklareli is 

introduced. The data of the measurement system are 

important for the determination of the solar energy potential 

of Kirklareli. 
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Abstract—The aim of this paper is to point out the advantages 

of the use of the time-frequency analysis in the digital processing 

of the waveforms recorded in the high voltage impulse tests.  

Impulse voltage tests are essential to inspect and test insulation 

integrity of high voltage apparatus. The measured waveforms in 

practice may contain oscillations and overshoots due to 

contribution of different noise sources. The different methods 

incorporating signal-processing method such as wavelets and 

Short Time Fourier Transform are proposed for failure 

identification. It is now possible to distinguish failure during 

lightning tests as well as chopped lightning impulse tests. The 

method is experimentally validated on a transformer winding. 

Obtained voltage waveforms usually have some sort of 

interferences originated from the different sources. These 

interferences have to be removed from the original impulse data 

in order to evaluate the waveform characteristics precisely. In 

this paper two impulse signal are given concerned with the 

methods used for the time-frequency analysis. The impulse 

signals are at the pressure of 1 and 3 bar. In this study pressure 

of the signal are taken as a parameter. Signals are compared 

according to pressure by using time frequency analysis. Time-

frequency analysis is powerful signal processing tool in order to 

recognize the noise of impulse voltage data. Thus the sources of 

the noise can be found and eliminated. 

 
Index Terms—Impulse Voltage, Time-Frequency Analysis, Short-

Time Fourier Transform. 

 

I. INTRODUCTION 

MPULSE voltage test on high-voltage equipment is 

essential to evaluate the insulation integrity and to identify 

the ability to withstand over-voltages encountered during 

operation. The significance of chopped impulse application is 

of paramount importance in impulse testing of transformer. 

The measured waveforms in practice may contain oscillations 

and overshoots due to contribution of different noise sources. 

One of the major challenges of impulse voltage and current 

measurements is the existence of noise that affects the precise 

identification of impulse parameters. The measurement of 

lightning impulses with superimposed overshoot or oscillation 

has been the subject of extensive studies in the last few years 

in light of results of an important study [1-2] with regard to 

the relationship of the effective peak voltage and the overshoot 

frequency.  The main findings of the study are the test 

voltage equation for the determination of the effective peak 
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voltage. The evaluation of the overshoot and the test voltage 

from an output waveform is performed with the residual 

filtering method. Basically the evaluation of the high voltage 

impulse signals consists on the evaluation of the peak amplitude 

(Umax) and three time parameters (T1: Front time, T2: Time to half 

value for full impulse and Tc: Cut-off  time ). When the level of 

disturbance in signals is low, computation of these parameters are 

also quite simple but when the disturbance level rises, they get 

much more difficult. In terms of frequency contents, there are 

three kinds of disturbance: Oscillation on the test circuit, 

electromagnetic disturbance and digitizer noise. The results show 

that those three disturbance types have different frequency 

characteristics [3]. The oscillations due to the test circuit have 

frequency above 500kHz, the electromagnetic disturbance usually 

is characterized by frequencies in the range of several hundreds of 

kilohertz (more than 500kHz) up to a few megahertz (less than 

10MHz) and the digitizer noise that come from digitizers used in 

high voltage test halls and  these frequencies are clearly above 

10MHz. Taking this information into account, the standard 

states that the evaluation of the HV impulse parameters must 

be based on the low voltage part of high voltage signal that is 

actually applied to the equipment under test. The 

characterization of HV impulses is based on the evaluation peak 

and time parameters so their spectrum is important to detect the 

presence of disturbance. Thus, all of the disturbances having 

frequency above 500 kHz can be removed from the low voltage 

part before the evaluation of the impulse parameters.  For this 

reason it is very important to know the sources and eliminate the 

noises [4]. 

The attention of many researchers has been focused on the 

disturbances caused by the combination of a high rate of rise 

of impulses with the stray capacitances and inductances that 

are present in the circuit. The measuring circuit, as well as the 

generating circuit, should be as free as possible from 

oscillations and overshoot. Oscillations can only be accepted if 

it is certain that they are produced by the test object in 

connection with the high voltage circuit. It is necessary to 

ensure that they are generated in the measuring system, e.g. in 

the low voltage arm of the divider. For this reason in this 

study, the effect of impulse voltage at the pressure of 1 and 3 

bars are considered. It is important to examine the above 

atmospheric pressure because circuit breakers are used in high 

pressure like 2-3 bars. It has many advantages over existing 

methods, since it does not assume any model for estimating 

the mean-curve, is interactive in nature, suitable for full and 

chopped impulses, does not introduce distortions due to its 

application, is easy to implement and does not call for changes 

to existing standards.  
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II. TIME-FREQUENCY ANALYSIS 

In this section, mathematical background to be used in this 

application is focused on the Short-Time Fourier Transform 

(STFT) techniques and coherence analysis which is presented 

as cross spectral property between two signals [5].  

 

A. Short-Time Fourier Transform  

The signal to be transformed is multiplied by a window 

function which is defined for a short time period and then it 

can be represented by the integral form of the classical Fourier 

transform sliding the window function along the time axis.  In 

application there are so many window type, however, one of 

the most popular one is “Hanning type windowing”. The 

shape of this window function is appeared as a Gaussian 

function at around the zero value [6]. In this manner, Short-

Time Fourier Transform of a given signal x(t) is described as 

below: 

 

    { ( )}   (   )  ∫  ( ) (   )     
 

  
         (1) 

 

For discrete case, STFT of discrete time domain signal x[n] 

is given by the following equality 

 

    { [ ]}   (   )  ∑  [ ] 
     [   ]      (2) 

 

III. MEASUREMENT SYSTEM AND DATA 

 The lightning impulse voltages used in this study are 

produced by a 1 MV, 50 kJ, Marx type impulse generator (Fig. 

2). The voltages are measured by means of a capacitive 

divider and a HIAS 743 digital oscilloscope with 12 bit real 

vertical resolution at 120 Mega sample / sec. All data have 

sample frequency of 1 Giga sample /sec. Experimental set-up 

is shown in Fig. 1. The present paper describes a study of two 

full impulse signal analysis of Sulphur-hexafluoride (SF6) at 

the pressure of 1 and 3 bar.  Sulphur-hexafluoride gas due to 

its exceptional insulating and arc-extinguishing properties has 

been widely employed as insulation of high voltage power 

apparatus.  

Signals are carried out using rod-plane electrode with a rod 

diameter of 1 mm and electrode gap spacing is 5 cm. Rod 

electrode is connected to high voltage while plane electrode is 

earthed. Electrodes are mounted in a pressure vessel of 120 

mm diameter and 600 mm length. The full impulse signals are 

shown in figure 3 and figure 4 for the pressure of 1 and 3 bar 

respectively. All measurements of the experimental study are 

given in IEC standard.  

 
Fig. 1. Experimental set up 

 

 
 

Fig.2. 1 MV Marx impulse generator 

 

T1 and Umax values of the signals which have the pressure 

of 1 bar and 3 bar are 0.968 µs, 167.1 kV and 0.997 µs, 286.5 

kV respectively. The signal evaluation of the pressure value in 

time-frequency analysis is carried out by using STFT. The 

impulse signals are compared over a wide range from 0 to 500 

MHz, which is the spectrum of the impulse.   

 

Fig. 3.  Full Impulse Voltage Signal for the pressure of 1 bar 

 

These spectrums are shown in figure 5 and figure 6. When 

the spectrums are examined, it is shown that especially in the 

range of frequency of 0-4 MHz frequencies are the same and 

predominant. There are the weak same frequencies which have 

between 4-500 MHz for two signals. The reason of this is that 

the frequencies in this range belong to test circuit. In some 

cases, the oscillations or the overshoot can be eliminated or 

reduced by improving the electric circuit. 
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Fig. 4.  Full Impulse Voltage Signal for   the pressure of 3 bars 

 

It is difficult to establish traceability of the test results and 

compare them with those of other high-voltage (HV) testing 

laboratories. All the disturbances with frequencies above 500 

kHz must be removed from the lightning voltage waveform 

before the evaluation of the impulse parameters [7-9]. 

Removal of noise with low frequency is comparatively 

difficult as to removal of noise with high frequency.  

 

 
Fig. 4. Time-Frequency Analysis for Impulse    

Voltage Signal for the pressure of 1 bar 

 

 
Fig. 5. Time-Frequency Analysis for Impulse  

Voltage Signal for the pressure of 3 bars 

 

Fig. 6. Detailed Time-Frequency Analysis for Impulse  

Voltage Signal for the pressure of 3 bars 

 
According to these spectrums, the most important difference 

in spectrum analysis is shown between the frequency range of 

0- 15 MHz. As seen from figure 5, for impulse voltage signal 

which has the pressure of 3 bar, the frequencies between 0 and 

15 MHz are more intensive compared to than that of 1 bar at 

the time range of 0-2 µs. This case is shown in figure 6 

clearly. The common frequencies for the two signals are in the 

range of 4-500 MHz. These frequencies are occurred at the 

time range of 1.5 µs-2.5 µs and 2-2.5 µs for the pressure of 1 

and 3 bar respectively. These frequencies belong to 

electromagnetic disturbance and digitizer disturbance coming 

from environmental. This can be eliminated by using filter and 

shielding as much as possible. This time range corresponds to 

the rise time of impulse signals. At this range, corona 

discharges begin between electrodes before the breakdown 

phenomena. Corona discharges cause the distortion in the 

circuit. Electromagnetic interferences radiated from a high 

voltage impulse generator are mainly caused by the discharges 

occurring in air gaps, which are used to switching on the 

impulse generator. Effect of these interferences increases with 

increase of the applied voltage and decreases with go away the 

generator.  The measuring circuit, as well as the high-voltage 

generator, should produce or cause as few oscillations and 

overshoots as possible. Oscillations can only be accepted if it 

is certain that they are produced by the device under test in 

connection with the high-voltage generator. It is necessary to 

ensure that they are generated in the measuring system, e.g. in 

the low voltage arm of the divider. The increasing pressure 

creates frequencies which have the range of 0-15 MHz at 

between 0-1.5 µs. The space charges are pushed back at the 

time range of 0-1.5 µs for 3 bars.  This pressure range can 

make easy to ionization and weaken the links of SF6 

molecules. 

IV.    CONCLUSIONS AND DISCUSSIONS 

When the interference level is high enough, it might not be 

possible to distinguish signal parameters from the recorded 

data. One of the major challenges of impulse voltage and 

current measurements is the existence of noise that affects the 

precise identification of impulse parameters [10-12]. In some 
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cases noise interfacing with the measured data can be strong 

necessitating utilization of de-noising algorithms on measured 

data, where conventional filtering is inadequate as in the case 

of white noise [13-14]. This time-frequency analysis has been 

proven to give quick and reliable results and helps to find the 

frequency of disturbance. In this study the disturbances noises 

which are approximately at front of the signal can be reduced 

by shielding. The electromagnetic interferences in the circuit 

and the digital recorder quantization noise have been 

predominant source of error. For our electrode system, the 

peak of frequency of distortions which has the above 15 MHz 

belong the digitizers and environmental. As mentioned before, 

the reason of these situations can be disturbance depending on 

electrode system. This caused more distortion peaks due to the 

corona phenomena before the breakdown. The aim of this 

analysis to determine frequency content of the disturbances 

whether a given frequency component corresponds to a 

disturbance that should be removed or not. It can be said that 

corona begins around the rod electrode. However as in many 

practical situations, a transient electromagnetic interference 

can enter the measuring circuit at the divider low-voltage arm, 

or penetrate through the coaxial cable sheath and the digital 

recorder enclosure. Ideally, all these devices shall be protected 

by a perfect electromagnetic shield, but in reality its shielding 

efficiency decreases with frequency. In this study, the 

disturbance effect of impulse signal can be reduced in some 

degree by using shielding cabinet.  
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