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#### Abstract

This paper adapts a new numerical technique for solving twodimensional fractional integral equations with weakly singular. Using the spectral collocation method, the fractional operators of Legendre and Chebyshev polynomials, and Gauss-quadrature formula, we achieve a reduction of given problems into those of a system of algebraic equations. We apply the reported numerical method to solve several numerical examples in order to test the accuracy and validity. Thus, the novel algorithm is more responsible for solving two-dimensional fractional integral equations with weakly singular.
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## 1. Introduction

Integral equations has an important role in many applications in various areas, including mathematical chemistry, electrochemistry, physics, semi-conductors, seismology, scattering theory, heat conduction, fluid flow, metallurgy, population dynamics and chemical reaction [1]-[6]. Fractional calculus provides high accuracy in modeling many engineering and physical phenomena, such as anomalous transport [7], economics [8], bioengineering [9] and others [10]-[15]. As the increasing of employing fractional differential and integral equations in many social and scientific fields, the main challenge we confront is that obtaining solutions for them. Unfortunately, for most of these fractional problems, no one able to achieve analytic solutions for such problems. Therefore, the creation, improvement and development of numerical methods for solving fractional problems have received considerable attention in recent years [16]-[23].

In recent three decades, spectral methods (see [24]-[33]) are often efficient and highly accurate numerical schemes when compared with other local schemes. The main characteristic of the spectral methods is the exponential rate of convergence. In addition, they also have a high level of accuracy. From the overview of methodology, the spectral method has been classified into four kinds namely collocation [34]-[40], tau [41, 42], Galerkin [43] and Petrov-Galerkin [45] methods. In spectral collocation method, we enforce the numerical solution to almost satisfy the mentioned problem as closely as possible. Thus, the residuals may be allowing to be zero at specific collocation nodes [46, 47].

The main aim is to develop a numerical method for solving two-dimensional fractional integral equations. Utilizing the spectral collocation method with some properties of the left-sided mixed Riemann-Liouville integral of order $\nu$ and combination between shifted Legendre polynomial and shifted Chebyshev polynomial, we reduce such problems into a system of algebraic equations which greatly simplifies the problem. Finally, we implement this technique to achieve approximate solutions for numerous examples for the present problems to ensure that the proposed spectral algorithm is accurate and efficient compared with alternative methods.

The outline of the paper is arranged as follows. We present few properties of fractional calculus, shifted Legendre polynomial and shifted Chebyshev polynomials in the next section. In Section 3, we introduce the novel method for solving two-dimensional fractional integral equations with weakly singular. Numerical examples and simulations are presented in Section 4 to show the accuracy and effectiveness of the proposed underlying method. In the last Section, some observations and conclusions are introduced.

## 2. Mathematical preliminaries

### 2.1. Fractional calculus.

2.1. Definition. The operator $J^{\mu}$ of Riemann-Liouville fractional integral has the form [15, 21]

$$
\begin{align*}
J^{\mu} f(x) & =\frac{1}{\Gamma(\mu)} \int_{0}^{x}(x-\zeta)^{\mu-1} f(\zeta) d \zeta, \quad x>0  \tag{2.1}\\
J^{0} f(x) & =f(x)
\end{align*}
$$

where

$$
\Gamma(\mu)=\int_{0}^{\infty} x^{\mu-1} e^{-x} d x .
$$

and $\mu>0$. The operator $J^{\mu}$ fulfills the following properties [15, 21]

$$
\begin{align*}
& J^{\nu} J^{\mu} f(x)=J^{\nu+\mu} f(x), \\
& J^{\nu} J^{\mu} f(x)=J^{\mu} J^{\nu} f(x),  \tag{2.2}\\
& J^{\mu} x^{\beta}=\frac{\Gamma(\beta+1)}{\Gamma(\beta+1+\mu)} x^{\beta+\mu} .
\end{align*}
$$

2.1. Definition. [15, 21] The next equation define Riemann-Liouville fractional derivative $D^{\mu}$ of order $\mu$

$$
\begin{equation*}
D^{\mu} f(x)=\frac{1}{\Gamma(m-\mu)} \frac{d^{m}}{d x^{m}}\left(\int_{0}^{x}(x-t)^{m-\mu-1} f(t) d t\right), \quad m-1<\mu \leq m, x>0 \tag{2.3}
\end{equation*}
$$

where $m$ is the ceiling function of $\mu>0$.
2.2. Definition. Let $\nu=\left(\nu_{1}, \nu_{2}\right) \in(0, \infty) \times(0, \infty)$, and $\alpha=(0,0)$, the left-sided mixed Riemann-Liouville integral of order $\nu$ of u is defined as [11, 12]

$$
\begin{equation*}
J_{\alpha}^{\nu} u(x, t)=\frac{1}{\Gamma\left(\nu_{1}\right) \Gamma\left(\nu_{2}\right)} \int_{0}^{x} \int_{0}^{t}(x-y)^{\nu_{1}-1}(t-z)^{\nu_{2}-1} u(y, z) d z d y \tag{2.4}
\end{equation*}
$$

the properties of left-sided mixed Riemann-Liouville integral:

$$
\begin{align*}
& J_{\alpha}^{\alpha} u(x, t)=u(x, t), \quad\left(J_{\alpha}^{\nu} u\right)(x, 0)=\left(J_{\alpha}^{\nu} u\right)(0, t)=0,  \tag{2.5}\\
& J_{\alpha}^{\mu} u(x, t)=\int_{0}^{x} \int_{0}^{t} u(x, t) d y d z, \quad \text { where } \quad \mu=(1,1),  \tag{2.6}\\
& J_{\alpha}^{\nu} x^{\lambda} t^{\omega}=\frac{\Gamma(\lambda+1) \Gamma(\omega+1)}{\Gamma\left(\lambda+\nu_{1}+1\right) \Gamma\left(\omega+\nu_{2}+1\right)} x^{\lambda+\nu_{1}} t^{\omega+\nu_{2}} . \tag{2.7}
\end{align*}
$$

2.2. Shifted Legendre Gauss-Lobatto interpolation. In this subsection, we list some approximation results for the shifted Legendre Gauss-Lobatto (SL-GL) interpolation. The Legendre polynomials $P_{k}(x)(k=0,1 \ldots)$ satisfy the Rodrigue's formula

$$
\begin{equation*}
P_{k}(x)=\frac{(-1)^{k}}{2^{k} k!} D^{k}\left(\left(1-x^{2}\right)^{k}\right) \tag{2.8}
\end{equation*}
$$

Accordingly, $P_{k}^{(p)}(x)$ (the $p$ th derivative of $\left.P_{k}(x)\right)$ [48, 49, 50] is given by

$$
\begin{equation*}
P_{k}^{(p)}(x)=\sum_{i=0(i+k=e v e n)}^{k-p} C_{p}(k, i) P_{i}(x) \tag{2.9}
\end{equation*}
$$

where

$$
C_{p}(k, i)=\frac{2^{p-1}(2 i+1) \Gamma\left(\frac{p+k-i}{2}\right) \Gamma\left(\frac{p+k+i+1}{2}\right)}{\Gamma(p) \Gamma\left(\frac{2-p+k-i}{2}\right) \Gamma\left(\frac{3-p+k+i}{2}\right)} .
$$

Next, denoting by $\|u\|$ and $(u, v)$ the norm and inner product of space $L^{2}[-1,1]$. The set of $P_{k}(x)$ is a complete orthogonal system in $L^{2}[-1,1]$

$$
\begin{equation*}
\left(P_{j}(x), P_{k}(x)\right)=\int_{-1}^{1} P_{j}(x) P_{k}(x) d x=h_{k} \delta_{j k} \tag{2.10}
\end{equation*}
$$

where $h_{i}=\frac{2}{2 i+1}$ and $\delta_{j k}$ is the Dirac function. Thus for any $v \in L^{2}[-1,1]$,

$$
\begin{equation*}
v(x)=\sum_{i=0}^{\infty} a_{i} P_{i}(x), \quad a_{i}=\frac{1}{h_{i}} \int_{-1}^{1} v(x) P_{i}(x) d x \tag{2.11}
\end{equation*}
$$

Let $S_{N}[-1,1]$ be the set of all polynomials of degree at most $N(N \geq 0)$. Thus, for any $\varphi \in S_{2 N-1}[-1,1]$ we have

$$
\begin{equation*}
\int_{-1}^{1} \varphi(x) d x=\sum_{i=0}^{N} \varpi_{N, i} \varphi\left(x_{N, i}\right) \tag{2.12}
\end{equation*}
$$

where $x_{N, k}(0 \leq k \leq N)$ and $\varpi_{N, k}(0 \leq k \leq N)$ are denoted to the nodes and Christoffel numbers of Legendre Gauss-Lobatto (L-GL) interpolation on the classical interval $[-1,1]$, respectively. The norm and discrete inner product are defined as

$$
\begin{equation*}
\|u\|_{N}=(u, v)_{N}^{\frac{1}{2}}, \quad(u, v)_{N}=\sum_{j=0}^{N} u\left(x_{N, j}\right) v\left(x_{N, j}\right) \varpi_{N, j} . \tag{2.13}
\end{equation*}
$$

Let us denote by $P_{L, k}(x)$ the shifted Legendre polynomials which defined on the interval $[0, L]$. These polynomials can be engendered from the recurrence relation:

$$
\begin{equation*}
(k+1) P_{L, k+1}(x)=(2 k+1)\left(\frac{2 x}{L}-1\right) P_{L, k}(x)-k P_{L, k-1}(x), \quad k=1,2, \cdots \tag{2.14}
\end{equation*}
$$

The analytic form of $P_{L, i}(x)$ may be written as

$$
\begin{equation*}
P_{L, j}(x)=\sum_{k=0}^{j}(-1)^{j+k} \frac{(j+k)!}{(j-k)!(k!)^{2} L^{k}} x^{k} \tag{2.15}
\end{equation*}
$$

The orthogonality condition is

$$
\begin{equation*}
\int_{0}^{L} P_{L, j}(x) P_{L, k}(x) d x=h_{k}^{L} \delta_{j k} \tag{2.16}
\end{equation*}
$$

and $h_{k}^{L}=\frac{L}{2 k+1}$.
If function $u(t) \in L^{2}[0, L]$. Then one can express it by means of $P_{L, i}(t)$ as

$$
u(t)=\sum_{i=0}^{\infty} c_{i} P_{L, i}(t)
$$

where $c_{i}$ is given by

$$
\begin{equation*}
c_{i}=\frac{1}{h_{i}^{L}} \int_{0}^{L} u(t) P_{L, i}(t) d x, \quad i=0,1,2, \cdots \tag{2.17}
\end{equation*}
$$

In the approximation $u(x)$ may be expanded as

$$
\begin{equation*}
u_{N}(t) \simeq \sum_{i=0}^{N} c_{i} P_{L, i}(t) \tag{2.18}
\end{equation*}
$$

2.3. Shifted Chebyshev Gauss-Radau interpolation. The Chebyshev polynomials defined on $[-1,1]$ fulfill the following recurrence formula

$$
\begin{equation*}
T_{i+1}(t)=2 t T_{i}(t)-T_{i-1}(t), i=1,2, \ldots \tag{2.19}
\end{equation*}
$$

Also

$$
\begin{equation*}
T_{k}( \pm 1)=( \pm 1)^{k}, \quad T_{k}(-t)=(-1)^{k} T_{k}(t) \tag{2.20}
\end{equation*}
$$

Let $w^{c}(t)=\frac{1}{\sqrt{1-t^{2}}}$, the we introduce the following norm and inner product of the weighted space $L_{w^{c}}^{2}$ as

$$
\begin{equation*}
\|u\|_{w^{c}}=(u, u)_{w^{c}}^{\frac{1}{2}}, \quad(u, v)_{w^{c}}=\int_{-1}^{1} u(t) v(t) w^{c}(t) d t . \tag{2.21}
\end{equation*}
$$

The set of Chebyshev polynomials satisfies:

$$
\begin{equation*}
\int_{-1}^{1}\left(1-t^{2}\right)^{-\frac{1}{2}} T_{k}(t) T_{j}(t) d x=\delta_{k j} h_{k}^{c} \tag{2.22}
\end{equation*}
$$

where

$$
h_{k}^{c}= \begin{cases}\pi, & k=0 \\ \frac{\pi}{2}, & k \geq 1\end{cases}
$$

Now, we define the following norm and discrete inner product

$$
\begin{equation*}
\|u\|_{w^{c}}=(u, u)_{w^{c}}^{\frac{1}{2}}, \quad(u, v)_{w^{c}}=\sum_{j=0}^{N} u\left(t_{N, j}\right) v\left(t_{N, j}\right) \varpi_{N, j}^{c} . \tag{2.23}
\end{equation*}
$$

Let us denote by $T_{T, n}(t)$ the shifted Chebyshev polynomials which defined on the interval $[0, T]$. The analytic form of $T_{T, n}(t)$ is obtained from

$$
\begin{equation*}
T_{T, n}(t)=n \sum_{k=0}^{n}(-1)^{n-k} \frac{(n+k-1)!2^{2 k}}{(n-k)!(2 k)!T^{k}} t^{k}, \tag{2.24}
\end{equation*}
$$

where $T_{T, n}(0)=(-1)^{n}$ and $T_{T, n}(T)=1$.
The expression of the orthogonality condition read as

$$
\begin{equation*}
\int_{0}^{L} T_{T, m}(t) T_{T, n}(x) w_{T}(x) d x=\delta_{m n}{ }^{c} h_{n}^{T} \tag{2.25}
\end{equation*}
$$

where $w_{T}(t)=\frac{1}{\sqrt{T t-t^{2}}} \operatorname{and}^{c} h_{n}^{T}=\frac{c_{n}}{2} \pi$, with $\quad c_{0}=2, c_{i}=1, i \geq 1$.
As in the previous subsection, if $u(t) \in L_{w_{T}(t)}^{2}[0, T]$. Then one can express it by means of $T_{T, i}(t)$ as

$$
\begin{equation*}
u(t)=\sum_{j=0}^{\infty} a_{j} T_{T, j}(t) \tag{2.26}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{j}=\frac{1}{c^{c} h_{j}^{T}} \int_{0}^{T} u(t) T_{T, j}(t) w_{T}(t) d t, \quad j=0,1,2, \cdots \tag{2.27}
\end{equation*}
$$

## 3. Two-dimensional fractional integral equation with weakly singular

Below we utilized the spectral collocation method to solve the two-dimensional fractional integral equation with weakly singular in the following form

$$
\begin{equation*}
u(x, t)=\int_{0}^{x} \int_{0}^{t}(x-y)^{\nu_{1}-1}(t-\tau)^{\nu_{2}-1} u(y, \tau) d y d \tau+f(x, t) \tag{3.1}
\end{equation*}
$$

where $g(x, t)$ denotes a given function, and $u(x, t)$ represents the unknown function. Adopting (2.4), the integral equation (3.1) is transformed to the fractional integral equation as:

$$
\begin{equation*}
u(x, t)=\Gamma\left(\nu_{1}\right) \Gamma\left(\nu_{2}\right) J_{\alpha}^{\nu} u(x, t)+f(x, t) \tag{3.2}
\end{equation*}
$$

The use of the spectral collocation method based on shifted Legendre and shifted Chebyshev polynomials requires to approximate $u(x, t)$ as

$$
\begin{equation*}
u_{N, M}(x, t)=\sum_{i=0}^{M} \sum_{j=0}^{N} a_{i j} P_{L, j}(x) T_{\tau, i}(t) \tag{3.3}
\end{equation*}
$$

In virtue of (2.7), (2.15), and (2.24), we can express the fractional integration of order $\nu$ of any shifted Legendre polynomial and shifted Chebyshev polynomial $P_{L, j}(x) T_{\tau, i}(t)$ as

$$
\begin{align*}
J^{\mu}\left(P_{L, j}(x) T_{\tau, i}(t)\right)= & P_{L, j}^{\nu_{1}}(x) T_{\tau, i}^{\nu_{2}}(t) \\
= & \sum_{k=0}^{j}(-1)^{j+k} \frac{(j+k)!}{\left(k+\nu_{1}\right)!(j-k)!(k!) L^{k}} \times  \tag{3.4}\\
& i \sum_{\lambda=0}^{i}(-1)^{i-\lambda} \frac{\lambda!(i+\lambda-1)!2^{2 \lambda}}{\left(\lambda+\nu_{2}\right)!(i-\lambda)!(2 \lambda)!L_{2}^{\lambda}} x^{k+\nu_{1}} t^{\lambda+\nu_{2}},
\end{align*}
$$

therefore, easily we can write

$$
\begin{equation*}
J^{\nu} u_{N, M}(x, t)=\sum_{i=0}^{M} \sum_{j=0}^{N} a_{i j} P_{L, j}^{\left(\nu_{1}\right)}(x) T_{\tau, i}^{\left(\nu_{2}\right)}(t) \tag{3.5}
\end{equation*}
$$

Therefore, adopting (3.2) with (3.5), we can write (3.1) in the form:

$$
\begin{equation*}
\sum_{i=0}^{M} \sum_{j=0}^{N} a_{i j} P_{L, j}(x) T_{\tau, i}(t)=\Gamma\left(\nu_{1}\right) \Gamma\left(\nu_{2}\right) \sum_{i=0}^{M} \sum_{j=0}^{N} a_{i j} P_{L, j}^{\left(\nu_{1}\right)}(x) T_{\tau, i}^{\left(\nu_{2}\right)}(t)+f(x, t) \tag{3.6}
\end{equation*}
$$

Now we utilized the spectral collocation method by setting the residual of the previous equation to be zero at the $(N+1)(M+1)$ collocation points, namely:

$$
\begin{equation*}
\sum_{i=0}^{M} \sum_{j=0}^{N} a_{i j} P_{L, j}\left(x_{L, N, k}\right) T_{\tau, i}\left(t_{\tau, M, m}\right)=\psi(k, m), k=0,1, \ldots, N, m=0,1, \ldots, M \tag{3.7}
\end{equation*}
$$

where $\psi(k, m)=\Gamma\left(\nu_{1}\right) \Gamma\left(\nu_{2}\right) \sum_{i=0}^{M} \sum_{j=0}^{N} a_{i j} P_{L, j}^{\left(\nu_{1}\right)}\left(x_{L, N, k}\right) T_{\tau, i}^{\left(\nu_{2}\right)}\left(t_{\tau, M, m}\right)+f\left(x_{L, N, k}, t_{\tau, M, m}\right)$.
Thus, we get:

$$
\begin{equation*}
\left(\mathbf{P} \mathbf{T}+\Gamma\left(\nu_{1}\right) \Gamma\left(\nu_{2}\right) \mathbf{P}^{\left(\nu_{1}\right)} \mathbf{T}^{\left(\nu_{2}\right)}\right) \mathbf{A}=\mathbf{F} \tag{3.8}
\end{equation*}
$$

$$
\begin{aligned}
& \mathbf{P}^{\left(\nu_{1}\right)}=\left(\begin{array}{cccc}
P_{L, 0}^{\left(\nu_{1}\right)}\left(x_{L, N, 0}\right) & P_{L, 1}^{\left(\nu_{1}\right)}\left(x_{L, N, 0}\right) & \ldots & P_{L, N}^{\left(\nu_{1}\right)}\left(x_{L, N, 0}\right) \\
P_{L, 0}^{\left(\nu_{1}\right)}\left(x_{L, N, 1}\right) & P_{L, 1}^{\left(\nu_{1}\right)}\left(x_{L, N, 1}\right) & \ldots & P_{L, N}^{\left(\nu_{1}\right)}\left(x_{L, N, 1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
P_{L, 0}^{\left(\nu_{1}\right)}\left(x_{L, N, i}\right) & P_{L, 1}^{\left(\nu_{1}\right)}\left(x_{L, N, i}\right) & \cdots & P_{L, N}^{\left(\nu_{1}\right)}\left(x_{L, N, i}\right) \\
\vdots & \vdots & \ddots & \vdots \\
P_{L, 0}^{\left(\nu_{1}\right)}\left(x_{L, N, N-1}\right) & P_{L, 1}^{(\nu)}\left(x_{L, N, N-1}\right) & \cdots & P_{L, N}^{\left(\nu_{1}\right)}\left(x_{L, N, N-1}\right) \\
P_{L, 0}^{\left(\nu_{1}\right)}\left(x_{L, N, N}\right) & P_{L, 1}^{\left(\nu_{1}\right)}\left(x_{L, N, N}\right) & \cdots & P_{L, N}^{\left(\nu_{1}\right)}\left(x_{L, N, N}\right)
\end{array}\right), \\
& \mathbf{T}^{\left(\nu_{2}\right)}=\left(\begin{array}{cccc}
T_{\tau, 0}^{\left(\nu_{2}\right)}\left(t_{\tau, M, 0}\right) & T_{\tau, 1}^{\left(\nu_{2}\right)}\left(t_{\tau, M, 0}\right) & \ldots & T_{\tau, M}^{\left(\nu_{2}\right)}\left(x_{\tau, M, 0}\right) \\
T_{\tau, 0}^{\left(\nu_{2}\right)}\left(t_{\tau, M, 1}\right) & T_{\tau, 1}^{\left(\nu_{2}\right)}\left(t_{\tau, M, 1}\right) & \ldots & T_{\tau, M}^{\left(\nu_{2}\right)}\left(t_{\tau, M, 1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
T_{\tau, 0}^{\left(\nu_{2}\right)}\left(t_{\tau, M, i}\right) & T_{\tau, 1}^{\left(\nu_{2}\right)}\left(t_{\tau, M, i}\right) & \cdots & T_{\tau, N}^{\left(\nu_{2}\right)}\left(t_{\tau, M, i}\right) \\
\vdots & \vdots & \ddots & \vdots \\
T_{\tau, 0}^{\left(\nu_{2}\right)}\left(t_{\tau, M, M-1}\right) & T_{\tau, 1}^{\left(\nu_{2}\right)}\left(t_{\tau, M, M-1}\right) & \cdots & T_{\tau, N}^{\left(\nu_{2}\right)}\left(t_{\tau, M, M-1}\right) \\
T_{\tau, 0}^{\left(\nu_{2}\right)}\left(t_{\tau, M, M}\right) & T_{\tau, 1}^{\left(\nu_{2}\right)}\left(t_{\tau, M, M}\right) & \cdots & T_{\tau, N}^{\left(\nu_{2}\right)}\left(t_{\tau, M, M}\right)
\end{array}\right), \\
& \mathbf{A}=\left(\begin{array}{cccc}
a_{00} & a_{01} & \ldots & a_{0 N} \\
a_{10} & a_{11} & \ldots & a_{1 N} \\
\vdots & \vdots & \ddots & \vdots \\
a_{M 0} & a_{M 1} & \ldots & a_{M N}
\end{array}\right), \\
& \mathbf{F}=\left(\begin{array}{cccc}
f_{00} & f_{01} & \cdots & f_{0 N} \\
f_{10} & f_{11} & \cdots & f_{1 N} \\
\vdots & \vdots & \ddots & \vdots \\
f_{M 0} & f_{M 1} & \cdots & f_{M N}
\end{array}\right),
\end{aligned}
$$

where $F=f\left(x_{L, N, k}, t_{\tau, M, m}\right)$. We recall that we can easily solve the obtained system of algebraic equations.

## 4. Numerical results

To demonstrate the effectiveness of the proposed method in the present paper, three test examples are carried out in this section. The comparisons of the numerical results detect that the present algorithm is very appropriate and effective. The numerical results obtained in this paper are computing by means of mathematica program. The absolute error (AE) is defined as
(4.1) $E(x)=\left|u(x)-u_{N}(x)\right|$,
where $u(x)$ and $u_{N}(x)$ are the exact and the approximate solutions at the point $x$, respectively. While, the maximum absolute errors (MAE) is given by
(4.2) $\operatorname{MAE}=\operatorname{Max}\{E(x)\}$.

1. Example. Consider the following problem

$$
\begin{equation*}
u(x, t)=f(x, t)+\int_{0}^{x} \int_{0}^{t}(x-y)^{\frac{1}{3}}(t-\tau)^{-\frac{1}{3}} u(y, \tau) d \tau d y \tag{4.3}
\end{equation*}
$$

where $f(x, t)$ is a given source term such that the exact solution is $u(x, t)=x^{2}\left(t^{2}-t\right)$.

Table 1. AEs for Example 1.

| $(x, t)$ | $N=M=2$ | $N=M=4$ | $N=M=6$ | $N=M=8$ |
| :---: | :---: | :---: | :---: | :---: |
| $(0,0)$ | $1.39 \times 10^{-16}$ | $6.92 \times 10^{-17}$ | $3.00 \times 10^{-25}$ | $1.58 \times 10^{-39}$ |
| $(0.1,0.1)$ | $1.28 \times 10^{-16}$ | $1.53 \times 10^{-16}$ | $2.11 \times 10^{-26}$ | $1.39 \times 10^{-17}$ |
| $(0.2,0.2)$ | $1.25 \times 10^{-16}$ | $9.71 \times 10^{-17}$ | $2.08 \times 10^{-17}$ | $6.94 \times 10^{-18}$ |
| $(0.3,0.3)$ | $1.53 \times 10^{-16}$ | $1.68 \times 10^{-16}$ | $1.39 \times 10^{-17}$ | $1.39 \times 10^{-17}$ |
| $(0.4,0.4)$ | $1.94 \times 10^{-16}$ | $2.36 \times 10^{-16}$ | $1.39 \times 10^{-17}$ | $1.39 \times 10^{-17}$ |
| $(0.5,0.5)$ | $2.08 \times 10^{-16}$ | $2.78 \times 10^{-16}$ | $1.39 \times 10^{-17}$ | $6.94 \times 10^{-18}$ |
| $(0.6,0.6)$ | $1.67 \times 10^{-16}$ | $2.50 \times 10^{-16}$ | $2.78 \times 10^{-17}$ | $2.78 \times 10^{-17}$ |
| $(0.7,0.7)$ | $2.50 \times 10^{-16}$ | $3.47 \times 10^{-16}$ | $1.39 \times 10^{-17}$ | $1.39 \times 10^{-17}$ |
| $(0.8,0.8)$ | $2.71 \times 10^{-16}$ | $3.33 \times 10^{-16}$ | $2.34 \times 10^{-25}$ | $3.37 \times 10^{-39}$ |
| $(0.9,0.9)$ | $2.81 \times 10^{-16}$ | $3.33 \times 10^{-16}$ | $1.38 \times 10^{-24}$ | $3.63 \times 10^{-39}$ |

Table 1 lists the results obtained by the technique explained in Section 3 in terms of the AEs with different choices of $N$ and $M$. We observe very highly accurate results are listed in Table 1. The space-graph of the AE $E(x, t)$ of Example 1 for $N=M=8$, is displayed in Fig. 1.


Figure 1. Space-graph of the AE related to Example 1 for $N=M=8$.
2. Example. Let us analyze the following problem

$$
\begin{equation*}
u(x, t)=f(x, t)+\int_{0}^{x} \int_{0}^{t}(x-y)^{\frac{1}{2}}(t-\tau)^{\frac{-1}{2}} u(y, \tau) d \tau d y \tag{4.4}
\end{equation*}
$$

where $f(x, t)$ is extracted from the exact solution $u(x, t)=x^{2}-t$.
To test the convergence rate of our method, we list absolute errors in Table 2. The results show that we obtain a numerical solution with better accuracy with far fewer nodes. Also, we can observe that our numerical solutions coincide closely with the exact ones. Figs. 2, 3 show the space-graphs of AE $E(x, t)$ of Example 1 for $N=M=4$ and $N=M=8$, respectively. In the case of $N=M=4$, the absolute error curve in $t$ - and $x$-direction of Example 2 are shown in Figs. 4 and 5, respectively.

Table 2. AEs for Example 2.

| $(x, t)$ | $N=M=2$ | $N=M=4$ | $N=M=6$ | $N=M=8$ |
| :---: | :---: | :---: | :---: | :---: |
| $(0,0)$ | $5.55 \times 10^{-17}$ | $2.38 \times 10^{-16}$ | $3.34 \times 10^{-31}$ | $6.38 \times 10^{-30}$ |
| $(0.1,0.1)$ | $1.11 \times 10^{-16}$ | $1.02 \times 10^{-16}$ | $1.39 \times 10^{-29}$ | $5.78 .39 \times 10^{-30}$ |
| $(0.2,0.2)$ | $5.55 \times 10^{-17}$ | $2.07 \times 10^{-16}$ | $5.55 \times 10^{-17}$ | $5.55 \times 10^{-17}$ |
| $(0.3,0.3)$ | 0 | $1.49 \times 10^{-16}$ | $3.69 \times 10^{-28}$ | $1.93 \times 10^{-30}$ |
| $(0.4,0.4)$ | 0 | $2.03 \times 10^{-16}$ | $6.64 \times 10^{-28}$ | $1.40 \times 10^{-31}$ |
| $(0.5,0.5)$ | $5.55 \times 10^{-17}$ | $3.57 \times 10^{-16}$ | $8.85 \times 10^{-28}$ | $1.00 \times 10^{-30}$ |
| $(0.6,0.6)$ | $5.55 \times 10^{-17}$ | $2.34 \times 10^{-16}$ | $8.88 \times 10^{-28}$ | $6.86 \times 10^{-31}$ |
| $(0.7,0.7)$ | $1.11 \times 10^{-16}$ | $1.54 \times 10^{-17}$ | $5.55 \times 10^{-17}$ | $5.55 \times 10^{-17}$ |
| $(0.8,0.8)$ | $1.67 \times 10^{-16}$ | $5.58 \times 10^{-17}$ | $5.55 \times 10^{-17}$ | $5.55 \times 10^{-17}$ |
| $(0.9,0.9)$ | $1.67 \times 10^{-16}$ | $2.11 \times 10^{-16}$ | $5.55 \times 10^{-17}$ | $5.55 \times 10^{-17}$ |



Figure 2. Space-graph of AEs related to Example 2 for $N=M=4$.


Figure 3. Space-graph of AEs related to Example 2 for $N=M=8$.


Figure 4. $t$-direction of absolute error of Example 2 at $x=0$ and $N=M=4$.


Figure 5. $x$-direction of absolute error of Example 2 at $t=0$ and $N=M=4$.
3. Example. We discuss the following problem

$$
\begin{equation*}
u(x, t)=f(x, t)+\int_{0}^{x} \int_{0}^{t}(x-y)^{\frac{1}{4}}(t-\tau)^{\frac{-1}{4}} u(y, \tau) d \tau d y \tag{4.5}
\end{equation*}
$$

and $f(x, t)$ given by the exact solution $u(x, t)=x-t$.
The AEs for example 3 are listed in Table 3. The obtained results show that the proposed method is simple and very accurate numerical scheme for solving several mathematical physics problems.

Table 3. AEs for example 3.

| $(x, t)$ | $N=M=2$ | $N=M=4$ | $N=M=6$ | $N=M=8$ |
| :---: | :---: | :---: | :---: | :---: |
| $(0,0)$ | $3.70 \times 10^{-17}$ | $1.85 \times 10^{-17}$ | $5.27 \times 10^{-30}$ | $1.03 \times 10^{-47}$ |
| $(0.1,0.1)$ | $1.67 \times 10^{-17}$ | $4.71 \times 10^{-17}$ | $2.18 \times 10^{-23}$ | $4.29 \times 10^{-40}$ |
| $(0.2,0.2)$ | $1.65 \times 10^{-17}$ | $3.88 \times 10^{-17}$ | $4.36 \times 10^{-23}$ | $8.58 \times 10^{-40}$ |
| $(0.3,0.3)$ | $4.89 \times 10^{-18}$ | $3.93 \times 10^{-17}$ | $6.54 \times 10^{-23}$ | $1.29 \times 10^{-39}$ |
| $(0.4,0.4)$ | $2.38 \times 10^{-17}$ | $5.45 \times 10^{-17}$ | $8.72 \times 10^{-23}$ | $1.72 \times 10^{-39}$ |
| $(0.5,0.5)$ | $2.62 \times 10^{-17}$ | $2.35 \times 10^{-17}$ | $1.09 \times 10^{-22}$ | $2.15 \times 10^{-39}$ |
| $(0.6,0.6)$ | $7.38 \times 10^{-18}$ | $3.14 \times 10^{-18}$ | $1.31 \times 10^{-22}$ | $2.57 \times 10^{-39}$ |
| $(0.7,0.7)$ | $2.79 \times 10^{-17}$ | $6.18 \times 10^{-17}$ | $1.53 \times 10^{-22}$ | $3.00 \times 10^{-39}$ |
| $(0.8,0.8)$ | $6.55 \times 10^{-17}$ | $1.98 \times 10^{-16}$ | $1.74 \times 10^{-22}$ | $3.43 \times 10^{-39}$ |
| $(0.9,0.9)$ | $8.18 \times 10^{-17}$ | $2.13 \times 10^{-16}$ | $1.96 \times 10^{-22}$ | $3.86 \times 10^{-39}$ |

## 5. Conclusion

In this work, a spectral method for solving two-dimensional fractional integral equations with weakly singular based on left-sided mixed Riemann-Liouville integral of order $\nu$ were presented and developed. Using combination between shifted Legendre polynomials and shifted Chebyshev polynomial as basis functions of the spectral collocation method and the Gauss-quadrature formula, the two-dimensional fractional integral equations with weakly singular is reduced into a problem consisting of easily solvable system of algebraic equations. During three numerical applications, we ensure that the present method is simple and very accurate numerical scheme for solving several mathematical physics problems. Very accurate numerical results are reported by using a limited number of nodes.
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