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Abstract  

Complementary coded waveform and mismatched filter pairs sets are used. On the contrary with Golays matched waveform filter pair the 

mismatched waveform filter pair does exist for all N (number pulses in waveform). Using corresponding shapes of filters and proper chosen of 

waveforms Doppler tolerance may be provided. This property together with a good range side-lobs level suppression makes it’s attractable for 

use in marine radar. 
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1. Introduction 

Application of pulse compression waveforms gives the possibility increasing the range of radar operation under limited 

transmitter peak power; improving detectability small-size targets on the background sea surface by mean increasing Doppler 

selectivity. Extraction of signals from interfering reflections is very important for such kind of radar waveform and filter design. 

The quality of such extraction significantly depends from range-velocity distribution of interfering reflections [1, 2, 3].  The 

problem of the mismatched filter and waveform design that maximizes the signal-to-noise-plus-clutter ratio at the receiver filter 

output has been formulated and addressed in [4], [5], [6], [7], [8], [9], [10], [11]. Mismatched filtering may causes degradations 

in signal-to-white noise ratio. In [10] the method of a filter optimization which maximizes the signal-to-noise ratio under 

additional quadratic constraints was developed. In [12] the methods of joint optimization signal and filter for interfering 

reflections suppression under additional constraints on range resolving performance, signal-to-noise ratio loses and given 

amplitude modulation of signal with different limitations on the memory and the width of the pass band of the filter were 

developed. A key problem in phase coded with a unimodular sequence is the presence of range sidelobes in the ambiguity 

function of the coded waveforms. Range sidelobes from a strong interfering reflector can result in masking of nearby weak 

targets. It is however impossible to design a single unimodular sequence for which the aperiodic cross correlation function has no 

range sidelobes by the methods presented in issues we were pointed above. This has led to the idea of using complementary sets 

of unimodular sequences [13,14] for phase coding. Complementary sequences have the property that the sum of their 

autocorrelation functions vanishes at all delays other than zero. 

The effective ambiguity function of Golay pair of phase coded waveforms, for example, is free of range side lobes along the 

zero-Doppler axis. However, this ideal property is sensitive to Doppler effect. The ambiguity function of Golay pairs for phase 

coded waveforms off the zero-Doppler axis has large range side lobes [2].  

The ambiguity function of a pulse train of complementary waveforms, in which two or more waveforms are transmitted 

alternatively in time over several pulse repetition intervals (PRIs), suffers from the same problem. The sensitivity of 

complementary waveforms to Doppler has been a major barrier for using these waveforms for radar pulse compression.   

Thus the construction a Doppler resilient pulse train of complementary waveforms is very important task for modern radars. 

In [15] was proposed a new multi-channel radar scheme employing polarization diversity for obtaining multiple independent 

views of the target. In this scheme, Golay pairs of phase coded waveforms are used to provide synchronization while Alamouti 

coding [16] is used to coordinate transmission of these waveforms on the horizontal and vertical polarizations. The combination 

of Goley complementary sequences and Alamouti coding makes it possible to do unambiguous radar polarimetry on a pulse-by-
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pulse basis. But this method requires special polarization processing technique. In [17] a Doppler compensation scheme that 

exploits the structure of the received waveform matrix constructed on the base of the Golay complementary pair of sequences. 

It was shown that the received waveform matrix can be processed in a way to minimize effects of Doppler.The drawbacks of 

this approach is the some complexity of the process of minimization the effects of Doppler. The attractive approach is reported in 

[18] where was considered coordinating the transmission of Golay complementary pairs coded waveforms in time by Prouhet-

Thue-Morse (PTM) sequence (over time repetition intervals) to construct Doppler resilient pulse trains, for which the ambiguity 

function is effectively free of range side lobes inside a desired Doppler interval.  

The signals and filters design technique presented in [19] is extension of methods [12] to the case of waveforms and filters 

sets with group-complementary properties, which are optimized simultaneously. From other hand in [26] was shown that if for 

given signal some level of suppression of cross ambiguity function (CAF) in given range-Doppler zone is provided for Doppler 

shifting this zone the same signal is provided the same level of CAF suppression only by means appropriate chosen of filter. It is 

true also for complementary coded waveforms and for any Doppler shift value. More over it is true as for filters, which 

optimized for one cross section, so for the filters optimized in Doppler strip.  For unknown Doppler shift may be used 

multichannel Doppler filter. Although multichannel construction partially resolves the problem of unknown between periods 

Doppler shift case compensation, in the case of two or more targets with closed different Doppler shifts possibility of their 

mutual harmful influence are still remained. That’s why the needs of suppression range side lobes in Doppler strip are still actual. 

For this purpose methods of optimization [19,20] for set of filters (or set of waveforms and filters) may be used. Because these 

methods not only allows to provide group complementary properties, but also provides a possibility for clutter suppression with 

given range-Doppler distribution (including Doppler strip distribution) as well in contradistinction to the methods considered in 

[24,25]. In this paper, we describe more simple approach for construction a Doppler compensation scheme that is constructed in 

three steps. On the first step a set of waveforms and corresponding filters with complementary property is calculated. On the 

second step multichannel Doppler scheme for compensation over period Doppler shift phases is chosen according to [26]. At the 

third stage it is suggested that a few blocks of waveforms and filters with group-complementary properties in each block, which 

were chosen at the first step are used. Each block contains the same waveforms and corresponding filters, but the order of their 

disposition in each block may be different and is chosen for provided decreasing range side-lobes level in Doppler strip. In this 

work we consider discrete signals and the optimizing discrete filters for cases electronically scanning antenna and mechanical 

scanning rotating antenna. The approach for Doppler shift compensation is pointed above may be used for both cases [27]. 

We consider discrete signals and the optimizing discrete filters with complex envelopes [19, 20]: 
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Considering optimization reduces to a choice of the signal S(t) and of the filter W(t) which maximizes the ratio [12]: 
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is the Cross ambiguity function of signal (1) and filter (2); )f(f),()f,( +=
; )f,(   is the range – velocity distribution 

of the interfering reflections; )f( is delta-function; A,
0  are parameters which characterizes the reflecting properties of  the 

target and the interfering reflections; ,  are the parameters for controlling signal–to – noise ratio loses and range resolving 

properties correspondingly. Moreover, for the considered below problem of multiple joint waveforms and filters optimization, by 

a proper parameter selection, the ideal correlation properties (no range side-lobes) for the sum of cross-correlation functions 

(complementary property) may be enforced. 

2. Filter and Waveform Optimization 

We consider the case when,  

TTMqNT f + 00
(if ,,1 NMq f == so TNT 02 )                                                    () 

In the case (5) expression (4) can be written as follows (see [19], [20],[21],[22]) 
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Formula (6) simplifies the task of maximizing (3). So we have got expression (3) for the sets of signals and filters at the same 

form as we have for the single signal and filter and we can use iteration process of joint optimization signal and filter which was 

described in [12]. The iteration process is follows: at first for the given sets of signals we are getting optimal sets of filters, then 

for this sets of filters we are getting optimal sets of signals and so on. The convergence of the iteration process was proved in 

[23]. 

Ratio (3) for signal (1) and filter (2) with using (6) may be rewrite in the matrix form 
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Where S, W are the vectors of complex amplitude of signals set and filters set; I – identity matrix; 
D is correlation matrix 

of interfering reflections with range-velocity distribution )f,( 
. 

At the first iteration of optimization process we choose any initial set of signals vector 0S  and find for it optimum vector sets 

of filters 0W  according to expression [12] 
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At the next iteration for the )(W 0  we find )(S 1   [12] 
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and so on. 

For the given amplitude of the signal at this iteration we choose only phases of the signal according to algorithm which was 

described in [12]. In this work only first iteration of optimization will be considered. 

If consider the case M =N and 
fq = 1 in (7), (8), (9) then dimension of set of signals vector and dimension of set of filters 

vector are the same and equal PN, dimension of matrix is PNPN. 

3. Numerical Results 

We consider the case only filter optimization according to (8). As an example we calculate 
)(W 0
 from (8) for the case 

N=M=3, P=2, (f))f,( =
 [14] vector =t)0(S [1 -1 -1 1 1 1] and calculated filter   

=t)0(W [1 -0,5 -0,5 1 -0,5 0,5]. 
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Cross correlation functions =11WS
R [-0,5;0;2;-0,5;-1]   22WS

R  = [0,5; 0; 1; 0,5; 1]. 

As we can see this pairs of signals and filters are complementary (the sum of cross correlation functions has zero side-lobes). 

This example is interesting because the classical Golay complementary pair for N=3 doesn’t exist, but for mismatched case it 

does [19, 20].  

In this example N=M=3, P=2 signal-to-noise ratio loses [19]  =0,5. But if we increase memory of filter N=3, M=5 we get 

=0,7 [20]. So signal-to-noise ratio loses are decreased. For this case we have 

t)(S 0

1
=[1-1-1]; t)(S 0

2
=[1 1 1];  

t)(W 0

1
=[-0,5;1,0;-0,9;-0,4;0,2]; 

t)(W 0

2
=[-0,5;1,0;0,1;0,8;-0,2] 

Cross correlation functions 

11WS

kR = [0; 0,2;-0,6;-0,7; 2,3;-0,6;-0,5; 0,5; 0];  

22WS

kR = [0;-0,2; 0,6; 0,7; 1,9; 0,6; 0,5;-0,5;0]. 

Another example N=5, M=5, P=2  [20] 

𝑆1
𝑡 = [1 1 1 1-1];  𝑆2

𝑡= [1 1 1-1 1]   

𝑊1
𝑡 = [1 4 1 6-4];  𝑊2

𝑡 = [1 4-1-6 4]; 

Cross correlation functions 

RSW1= [-4;2;3;7;16;0;4;-3;-1]; 

RSW2 = [4;-2;-3;-7;14;0;-4;3;1];  =0,64. 

For increased filter memory N=5, M=7 we have [20] 

𝑊1
𝑡= [-1,5;3,5;2;2;6;-6,5;-1,5]; 

𝑊2
𝑡= [-1,5;3,5;5;1;-6;6,5;1,5];  =0,79. So, signal-to-noise ratio loses are also decrease. 

Consider a few examples else: N=6, M=6, P=2 

𝑆1
𝑡=[1 1 1 1 11]; 𝑆2

𝑡=[11 1 11-1]; 

𝑊1
𝑡=[-1;7;-1;5;11;-7];𝑊2

𝑡=[-1;7;1;-5;-11;7];
  =0,39. 

N=5, M=5 , P=6 

𝑆1
𝑡;=[1111-1]; 𝑆2

𝑡 =[111-11] 𝑆3
𝑡=[11-111];𝑆4

𝑡=[1-1111];  𝑆5
𝑡=[-11111];  𝑆6

𝑡 ==[11111];  W1=S1; W2=S2; W3=S3; W4=S4; 

W5=S5; W6= -S6;  =0,44 

 N=5, M=5, P=4 

𝑆1
𝑡=[111-11]; 𝑆2

𝑡=[1-111-1]; 𝑆3
𝑡=[1-1-1-11];  

𝑆4
𝑡=[1-1-1-1-1];  W1=S1; W2=S2; W3=S3; W4=S4. 
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 N=6, M=6, P=4   

𝑆1
𝑡=[1-111-11];𝑆2

𝑡=[1-1111-1];𝑆3
𝑡=[111-1-1-1]; 

𝑆4
𝑡=[111-111]; 

W1=S1; W2=S2; W3=S3; W4=S4. 

N=7, M=7, P=8  [19] 

𝑆1
𝑡=[111-1-11-1];𝑆2,S3,S4,S5,S6,S7– are cyclic shifts of signal S1; 𝑆8

𝑡=[1111111]; 

𝑊𝑝 =𝑆𝑝 (p =1,2,…P).  

 N=11, M=11, P =4 

𝑆1
𝑡=[111-111-11-1-11];𝑆2

𝑡=[111-11-1-1-1-111];    

𝑆3
𝑡=[111-1111-111-1]; 𝑆4

𝑡=[111-11-1111-1-1];  

𝑊𝑝 =𝑆𝑝p (p = 1,2,… P) ;   =1.  

Cross correlation functions are represented on fig.1-5. 

      

Fig.1 for S1                             Fig.2 for S2 

     

Fig.3 for S3                              Fig.4 for S4 

 

Fig.5 for the sum of the correlation functions 

In last four examples we get the maximum value of p=1, which corresponds to matched filters (without signal-to-noise ratio 

loses). 

For considered cases )f()f,(   =  matrix 
D , S*W  in (7) is formed by the next way: 
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were pkS - vector of signal with number p in set, which is shifted on k position: 
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Considered method of optimization set of filters for given set of waveforms, as a first step of joint waveform-filter sets 

optimization, suggested in [19], gives the possibility to get the solutions for arbitrary discrete signals and arbitrary number of 

signals in set. The minimum loses in signal-to-noise ratio are provided for given sets of signals. For existing non trivial solutions 

only no singularity of matrix (10) should be provided. For example in the case of identical signals in set the matrix (10) is 

singular and no trivial solutions for set of filters, which provided complementary property, doesn’t exist. Increasing memory of 

filters leads to decreasing of signal-to-noise ratio loses. It is very important to note that getting solutions allow getting new sets 

of signals and filters without any additional calculations. Really, if we have set of two signals with equal N and set of two 

corresponding mismatched filters, which are complementary, we may create new complementary sets of two signals and two 

filters, but with twice lengths by the next way[20]: S1(2N)=[S1(N); S2(N)]; S2(2N)=[S1(N); -S2(N)]; 

W1(2N)=[W1(N);W2(N)];W2(2N)=[W1(N);-W2(N)]. 

The value of p is reserved as for the length N. 

We can demonstrate it for example which are considered above for N=3, M=3,P=2 

𝑆1
𝑡(6)=[1111-1-1]; 𝑆2

𝑡(6)=[111-111];       

𝑊1
𝑡(6)=[2-112-1-1];𝑊2

𝑡(6)=[2-11-211]; =0,5. 

If we have set of two signals with different N (N1;N2) and set of two corresponding mismatched filters, which are 

complementary, we may create new complementary sets of four signals and four filters with lengths N1+N2 by the next way[20]: 

S1(N1+N2)=[S1(N1);S1(N2)]; 

W1(N1+N2)=[W1(N1);W1(N2)]; 

S2(N1+N2)= [S1(N1);-S1(N2)]; 

W2(N1+N2)=[W1(N1);-W1(N2)]; 

S3(N1+N2)=[S2(N1);S2(N2)]; 

W3(N1+N2)=[W2(N1);W2(N2)]; 

S4(N1+N2)=[S2(N1);-S2(N2)]; 

W4(N1+N2)=[W2(N1);-W2(N2)]. 

We can demonstrate it for examples which were calculated above for N=M=6=N1=6, P=2 and N=M=3=N2, P=2. 
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𝑆1
𝑡(9)=[11111-11-1-1]; 

𝑊1
𝑡(9)=[-1;7;-1;5;11;-7;1;-0,5;-0,5] 

𝑆2
𝑡(9)=[11111-1-111]; 

𝑊2
𝑡(9)=[-1;7;-1;5;11;-7;-1;0,5;0,5]; 

𝑆3
𝑡(9)=[1111-11111]; 

𝑊3
𝑡(9)=[-1;7;1;-5;-11;7;1;-0,5;0,5]; 

𝑆4
𝑡(9)=[1111-11-1-1-1]; 

𝑊4
𝑡(9)=[-1;7;1;-5;-11;7;-1;0,5;-0,5]; 

 = 0,37 

This suggested approach to construction new complementary sets of filters and signals is an extension of known for the 

matched filters approach for the mismatched case.  

All signals and filters considered may be used for as group-complementary sets of waveforms and filters for the case of 

antenna with electronically scanning. 

In the case of rotating antenna the group-complementary properties of sets of waveform and filters (figure a) are destroyed 

due to amplitude modulation. So the construction waveforms and filters may be realise in other way (figure b), which guarantees 

zero side-lobes level in nearby peak of correlation function zone independently of rotating antenna effect.  

 

Fig.a Diagram of signals for the case of an electronic scanning antenna 

 

Fig.b Diagram of signals for the case of the rotating antenna 

We demonstrates it on the example of N=15 on the base of waveforms and filters set for N1=5, M1=5, P=2, which we 

were considered aboveas the first step of approach: S=[1111-100000111-11];W=[1;4;1;6;-4;00000;1;4;-1;-6;4]. On 

the second step we choose multichannel Doppler filter according to [26]. Filter tuned on the different Doppler frequencies l=0÷
𝑁, (𝑙 = 𝐹𝑤4𝑁𝑇0), (𝐹𝑤 − frequency of filter tuned). Cross correlation functions for these waveform and filters (for l=0; 

l=1; l=2) are shown on Fig. 6. On this Fig. we can see zero side-lobes level in the nearby zone of the cross correlation function 

central peak.  = 0,64.  
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l=0                                    l=1 

 

l=2 

Fig. 6 When the Doppler shift of signal l1=0 for N=15 

 We also may consider the signal and filter N=77, which are constructed on the base of waveforms and filters set for 

N1=11; M1=11; P=4. 

S=[111-111-11-1-1100000000000111-11-1-1-1-11100000000000111-1111-111-100000000000111-11-1111-1-1]; W=S. 

Cross correlation functions are shown on Fig.7 (l=0; l=1; l=2).  = 1. 

   

l=0                                    l=1 

 

l=2 

Fig. 7 When the Doppler shift of signal l1=0 for N=77 

 

The tolerance for Doppler shift of signal should be provided for both cases of antenna scanning (electronically and 

mechanically rotating) by means of special filter counting [26]. Results of such counting for the Doppler shift of signal l1=1 (
) are shown for last two examples on Fig.8 and Fig.9 correspondently. Tolerance to Doppler shift of signal can be 

seen from comparison of the cross sections l1=0, (pictures on Fig.6, Fig.7) and l1=1, (pictures on Fig.8, Fig.9). 
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l=0                                 l=1 

 

l=2 

Fig. 8 When the Doppler shift of signal l1=1 for N=15 

     

l=0                                      l=1 

 

l=2 

Fig. 9 When the Doppler shift of signal l1=1 for N=77 

Third step of approach, connected with decreasing range side-lobes in the Doppler strip nearby zero Doppler frequency, can 

be demonstrated on the base of example for N=5, M=5, P=2, considered above. For this purpose we choose four blocks of 

such waveforms and filters 𝑆1, 𝑆2, 𝑊1, 𝑊2, with next dislocation: 𝑆𝑡 = [𝑆1
𝑡00000𝑆2

𝑡00000𝑆2
𝑡00000𝑆1

𝑡], and 𝑊𝑡 =
[𝑊1

𝑡00000𝑊2
𝑡00000𝑊2

𝑡00000𝑊1
𝑡]. 

Explanation of such kind of dislocation may be given by the next. Really in each block mutual subtraction of range sidelobes 

of aperiodic cross correlation functions and summation of their main lobes are provided due to their complementary property. So 

relatively to the range side lobes between periods subtractions are created of the one group of aperiodic cross correlation 

functions side lobes summation (which represents one group of  waveforms and corresponding filters) from another group 

aperiodic cross correlation side lobes summation (corresponded to another group of  waveforms and filters). Thus we may 

denotes one group of waveforms and corresponding filters as 1 and another group of waveforms and corresponding filters 

as -1. Such approach is used for the case of two waveforms in block under matched filtering (Golay complementary pairs) with 

dislocation blocks according to PTM sequences in [18]. 

Appointed above subtraction  may be interpreted as passing the summation of aperiodic cross correlation functions side-lobes 

of one group waveforms and corresponding filters and the summation of aperiodic cross correlation functions side-lobs for 

another group waveforms and corresponding filters through Single moving-target indicator (MTI) (with delay T) Canceler with 

weights 1 and –1 correspondingly. 
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So in one block of waveforms and filters is provided simple subtraction of side-lobs and that is equivalent of their passing 

through single canceler [2,3] and corresponding initial dislocation two groups of waveforms and filters in block is 

     --1 1        (12) 

For providing double subtraction two blocs of waveforms and corresponding filters are needed. From the difference of first 

block subtraction the difference of second block should be provided. This is equivalent to the passing through double canceler. 

Corresponding dislocation groups in two blocks is 

--1 1 1- -1          (13) 

For realization third order subtraction and corresponding third order canceler four blocks are needed with next dislocation 

groups in them 

    --1 1 1 --1 1 --1 --1 1          (14) 

For the forth order we have 

  --1 1 1 --1 1 --1 --1 1 1—1--1 1--1 1 1--1        (15) 

And so on …  

Number of blocks is needed for m order canceler is 

             𝑃1 =  2𝑚−1           (16) 

Redoubling number of blocks at each following subtraction is needed for increasing of canceler order. It follows from (16).  

Dislocation of groups in blocks also has very simple structure. Under each increasing of canceler order new dislocation repeats 

previous one with adding the same dislocation with opposite sign. 

The magnitude of the frequency response which corresponded m order subtraction is given by 

|𝐻(𝑓)|𝑚 = |(1 − 𝑒−𝑗2𝜋𝑓𝑇)|
𝑚

= 2𝑚|sin (𝜋𝑓𝑇)|𝑚           (17) 

Expression (17) gives only limited characteristics of m order subtraction and depends from concrete composition of 

waveforms in the block and order of disposition of signals of in each block. As can be seen from (17) with increasing order of 

subtraction the magnitude of frequency response nearby Doppler frequency f=0 is flatting, and correspondingly the width of 

Doppler side lobes suppression strip is increased. It is confirmed by considered example of waveforms disposition corresponded 

(13) (second order canceler) and results of calculations which are presented on Fig.10 and Fig.11. 

Comparison Fig.10 and Fig.11 with Fig.6 and Fig.8 (which corresponded first order canceler) shows significant decreasing of 

side lobes level in Doppler strip we have got by means increasing number of blocks with proper choosing order of their 

dislocation in each block.   
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l=0                                    l=1 

 

l=2 

Fig.10 When the Doppler shift of signal l1=0 for N=75 

    

l=0                                     l=1 

 

 l=2 

Fig.11 When the Doppler shift of signal l1=1 for N=75 

The results of calculation for example on the base of N=3, M=3, P=2 with dislocation of waveforms and filters according to 

(13) also shows good coordination with expression (17).    
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