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Abstract

Although the artificial newral network models have been increasingly applied
fo solve variety of real life problems in last few decades, there are still some
modeling problems exists in development of these models. This paper infends to
provide a comprehensive review of the artificial neural network applications in
stock market forecasting. Our goal is to provide a useful and up-to-date analysis
of the literature, which will guide the future studies, by placing a special emphasis
on the modeling issues. Furtherniore, an application of neural network models for
predicting the daily returns of ISE-30 index is presented.
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Ozet

YAPAY SINIR AGLARYT MODELLERI ILE
) HISSE SENEDI PIYASASI TAHMINLERI:
LITERATUR ANALIZI VE IMKB-30 ENDEKSI UZERINE BIR UYGULAMA

Son yillarda yapay sinir aglort modelleri gercel hayata dair pek cok
problemin  gdziimiinde yaygwn gekilde kullandmalla beraber, bu modellerin
gelistirilmesi agamasinda halen bazi problemler bulinmaktadir. Bu calisma hisse
senedi pivasast tahminlerinde yapay sinir aglart modelleri uygulamalaring
kapsamlt gekilde incelemeyi amaglamstrr. Calismanm temel hedefi literatiire
gecmis wygulamalar: ozellikle modelleme ydniinden irdeleyerek, lleride yapilacak
aragtiwrmalar icin faydalt ve giincel bilgiler sunmakivr. Bunu yamnda, IMKB-30
endeksinin giinlik getirilerini tahmin etmeye yénelik bir uygulama yapilnugter.

Anahtar Kelimeler: Yapay Siniv Aglart Modelleri, Hisse Senedi Piyasa
Tahminleri
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1, INTRODUCTION

For the last decade, neural network applications in finance have an
increasing popularity by means of increasing studies on the subject and also by
means of applications in different ficlds of finance. The applications of the
neural networks in finance include market forecasting, portfolio selection and
diversification, risk scoring, bond rating and business failures prediction.

The reason for the wide spread usage of the neural network meodels
hinders in their unique features like fault tolerance, generalization, adaptabtlity
(Medsker, et.al., 1993:11), being data driven model, which did not require a
model specification (Desai and Bharati, 1998a: 128), being universal
approximators (Hornik, etal, 1989; Cybenko, 1989; Homik, et.al, 1990),
ability to deal with complex information even the functional form of the data
was not known (Hill, et.al., 1994:6), hence nonlinearity (Cao, et.al. 2005:2502).
Moreover, even if the neural network models are nonlinear in nature, these
models can also be used effectively in forecasting linear time series (Zhang,
2001:1199).

However, utilizing the benefits of the neural network models requires
valuable modeling considerations. Special emphasis must be placed
architectural considerations like number of layers and number of nodes.
Although, some rule of thumbs exists in the literature to overcome some
modeling issues of neural network models, most of the vital parameters have
been determined according to trial and error procedure (Kaastra and Boyd,
1996:217; Zhang, et.al. 1998:55).

Several studies have been devoted to guide the researchers on the
modeling issues of the neural network models (Hush and Home, 1993; Bishop,
1994; Kaastra and Boyd, 1996; McMenamin, 1997; Refenes, et.al., 1997; Yao
and Tan, 2001). On the other hand, some other studies are trying to help the
researchers on this area by addressing the most common modeling procedures
utilized in the literature. Among this type of studies, some researchers reviewed
the applications that utilized the neural network models as a forecasting tool
(Marquez, et.al., 1992, Hill, et.al., 1994; Zhang, et.al., 1998}, while some others
investigated the neural network applications in variety of business fields
including accounting, auditing, finance, management, and marketing (Vellido,
et.al., 1999). And, some studies focused on specific application fields of these
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models, like finance (Fadlalla and Lin, 2001), business failures (O’Leary, 1998;
Perez, 2006) and stock market (Thawornwong and Enke, 2003).

This paper intends to provide a comprehensive review of the neural
network applications in stock market forecasting. Our goal is to provide a useful
and up-to-date analysis of the literature by placing a special emphasis on the
modeling issues. Although, there are substantial studies on neural network
applications in stock markets, it is decided to limit the literature with the
applications in forecasting stock(s) or index(es) values or returns in the last
decade in order to present the latest improvements and findings in the area. The
literature review is covering total of 63 studics selected from the outstanding
articles and conference proceedings, which have been published in generally
respected and referred academic journals or conferences during 1996-2007.
Furthermore, the forecasting performance of neural network models in
predicting ISE-30 index (Istanbul Stock Exchange 30 index) will also be
examined.

2. THE DEVELOPMENT OF THE NEURAL NETWORK
MODELS

The origin of artificial neural network models dates back to McCulloch
and Pitts’s study in 1943 (Garson, 1998:1). However, the learning ability of the
artificial neural network models was introduced by Donald Hebb in 1949
(Haykin, 1994:37). By 1962, more powerful learning rule was introduced by the
work of Rosenblatt, who focused on learning ability in perceptrons, or single-
layer feedforward networks (Gumey, 1997:209).

One of first significant study on the application of the neural network
models for stock market applications was White’s study in 1988. This study was
questioning the validity of the efficient market hypothesis by examining the
forecasting accuracy of the neural network models on IBM stock’s daily returns
(White, 1988: 451-458).

Following the White’s study, several studies were conducted in order to
measure the stock market forecasting power of artificial neural network models.
While some studies were concentrated on measuring forecasting performance of
one type of artificial neural network models (Gencay, 1996; Chandra and Reeb,
1999; Quah and Srinivasan 1999; Walczak, 1999; Eakins and Stansell, 2003;
Lam, 2004; Sun et. al., 2005), some other studies were conducted with the aim
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of comparing the forecasting performances of different artificial neural network
models (Kohara, ef. al. 1997, Saad, et al. 1998; Kim and Chung, 1998). Besides
the studies that utilized only the artificial neural network models, there were
some other studies, which compared the forecasting performances of different
statistical forecasting methods (Dropsy, 1996; Desai and Bharati, 1998a; Lim .
and McNelis, 1998; Leung, et al., 2000; Maasoumi and Racine, 2002; Olson and
Mossman, 2002; Rodriguez, et al., 2005),

Although, some contrary views exist in literature, results of most studies
imply that the neural network models are superior to alternative forecasting
techniques and the neural network models exhibit promising results for future
studies.

3. FINANCIAL APPLICATIONS OF NEURAL NETWORK
MODELS IN TURKEY

Although the neural network models have been utilized in variety
financial applications (including market forecasting, portfolio selection and
diversification, risk scoring, bond rating and business failures), the financial
applications of neural network models in Turkey were mainly focused on the
stock market forecasting and the financial failure prediction.

Among the studies that considered only the neural network models as a
forecasting technique, Diler (2003:65-81) utilized the technical analysis
indicators (momentum, MACD etc.) in a backpropagation neural network model
(BPNN) in order to estimate the direction of the Istanbul Stock Exchange (ISE)
for the following day. After examining several different architectures with
changing momentum and learning rates, the model with 10 hidden nodes was
found as the best model according to RMSE. The results of the study presented
that the direction of the ISE-100 index could be predicted at a rate of 60.81%.

On the other hand, Egeli, ef al. (2003) utilized the neural network models
to forecast the ISE-100 index daily value. They compared the forecasting power
of generalized feedforward (GNN) and multi layer perceptron models (BPNN)
with the performance of moving averages rule. Total of 6 neural network
models were trained with different number of hidden layers (1-2-4). Based on
the mean relative percentage errors measure, the neural network models were
superior to moving averages rule. When the neural network models compared
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with each other, the generalized feedforward neural network model was found
to be more appropriate for predicting stock market index value,

Furthermore, Aver (2007:128-42) investigated the forecasting
performance of the backpropagation neural network model for ISE-10¢ index
with daily and sessional data. The findings of the study presented that
decreasing the data frequency (from daily to sessional data) increases the
forecasting performance of neural network models for ISE-100 index. For all
the periods under examination the forecasis of sessional analysis were superior
to the daily analysis. Moreover, after utilizing the sensitivity analysis, it was
also stated that including only the most important variables in the analysis had a
positive effect on the forecasting performance of the neural network models.

In an another study, Aver and Cinko (2007) examined the forecast
performance backpropagation neural network (NN) models for daily index
returns in six Buropean emerging stock markets (Czech Rep., Hungary, Poland,
Romania, Slovenia and Turkey). The neural network models were able to beat
the market in 28 periods out of 36 analyzed periods. It was also shown that the
statistical performance measures were unable to determine the most profitable
neural network models,

Besides the studies, which examined only the neural network forecasting
performance, there were some other studies that compared forecasting
performance of the neural network models with other statistical forecasting
techniques. All of these studies utilized the linear regression model as a
benchmark model. Among this type of studies, Altay and Satman (2005:18-33)
compared the forecast performances of neural network models with the linear
regression for ISE-30 and ISE-All indexes. The forecasting performance of the
backpropagation neural network model with different architectures investigated
for daily, weekly and monthly data. The findings of the study showed that the
forecasting performance of neural network models on the basis of statistical
performance measures for daily and monthly data were failed to outperform the
liner regression model, however these models were able to predict the direction
of the indexes more accurately. Moreover, when the returns calculated from a
hypothetical portfolio, neural network models were able to beat the linear
regression and buy-and-hold strategy.

In the same manner, Karaath et. al. (2005:22-48) compared the monthly
forecast performance of backpropagation neural network model and linear
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regression for ISE-100 index. On the basis of root mean square error (RMSE), it
was found that the neural network model dominated the linear regression.

In comparing forecasting performances of the neural network model and
stepwise regression, Cinko and Aver (2007:301-307) utilized the ISE-100 index
daily and sessional data. For both of the sessional and daily analysis, the
backpropagation neural network model was superior to stepwise regression for
all the periods based on the normalized mean square error and trend accuracy.
However, according to mean square error performance measure, the stepwise
regression dominated the neural network model for some periods under
investigation,

Table f: Technical details of the applications

Networl Architecture

Article NN Type  (Number of layers and Tra"s.f er Performance Measures
L Function
nodes in each layer)
21571 RMSE, MAE, Theil’s U
Altay ct.a. (2005) BPNN 210-10-1 Tahn y » NS L
HIT, Return
7-80-1
14-7,14,28-%
Aver 2007) BPNN 10-7.14.28-1 Tahn MSE, NMSE, MAE, Return
Aver etal. (2007} BPNN 5-5,10,12-1 Sig MSE, NMSE, MAE,HIT,
Return
Cinko et.al (2007} BPNN NP NP MSE, NMSE, HIT
Diler (2003) BPNN 7-6,7,8,9,10,11,12,15-1 NP RMSE, HIT
BENN ‘ 811
Egeli et.al. (2003) GNN 8-7-7-1 NP R* MRPE
8-2-2-7-2-1

Karath et.al. (2004) BPNN 7-7-3-3-1 NP RMSE
HIT: The hit rate or the proportion of the correct MAPE: Mecan absolute percentage error
directional forecasts, positive or negative or overall ~ MRPE: Mean Relative Percentage Error
NMSE: Normalized Mean-Squared Error MSE: Mean squared error
NP: Not provided RMSE: Root medn squared etvor
MAE: Mean absolute ertor Returte: Return caleulated for hypothetical investment

Table 1 provides the technical details of the neural network applications
for ISE forecasting. As it can be seen from the table, the BPNN model is
utilized in all of the studies. Other than the BPNN model, only one study
utilized some other neural network mode] (GNN).
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In deciding the optimal architecture of the neural network models, all the
reviewed studies followed the trail-and-error procedure. Several different
architectures were tested with different number of hidden layers (1, 2, 3 and 4)
and different number of hidden nodes. Moreover, the studies, which reported
the activation functions, utilized tangent or sigmoid activation functions.

The performances of the neural network models were tested according to
several statistical performance measures. HIT, MSE, NMSE and MAE were the
most common statistical performance measures. Only three studies (Altay and
Satnan, 2005; Aver, 2007; Aver and Cinko, 2007) analyzed the profitability of
the neural network models according to trading strategy. Furthermore, Karaatl,
et.al. (2004), Altay and Satman (2005), Cinko and Avci (2007) were the studies
that compare the neural network models’ performances with some other
statistical forecasting model.

Table 2: Data analysis of the applications

Data Sets

Article Data Pre-Processing Data Frequency (Train-Validate-Test)
Altay et.al, (2005) Logarithmic Difference Daily-Weekly-Monthty 5% - NA -25%
Aver (2007) Logarithmic Difference Daily T0% - 20% - 10%
Avcietal. 2007) Logarithmic Difference Daily T0% -20% - 10%
Cinko et.al.{2007) Logarithmic Difference Daily 70% - 20% - 0%
Diler (2003) Normalization Daily 80% - NA - 20%
Epgeli elal. (2003) NP Daily 90% - NA- 10%
Karatl et.al. (2004) NP Monthly 80% - NA. - 20%

NA: Not applied

NP: Not provided

BPNN: Backpropagation Neural Network Model

GNN : Generalized Feedforward Neural Network Model

Table 2 provides the data related issues in forecasting the ISE. Most of
the studies utilized the logarithmic difference in order to transform the price
data to return series (Altay and Satman, 2005; Aveci, 2007; Avcr and Cinko,
2007). Only two studies (Diler, 2003; Karaath, et.al., 2004) used the price series
in the model directly. In accordance with the forecast objective several studies
utilized daily data, however in two of the studics weekly and/or monthly data
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were also considered in the researches (Altay and Satman, 2005; Karaatly, et.al.,
2004). Data sets were divided into two or three subsets in order to train, validate
and test the models. In line with the international literature, 70% to 90% of the
whole data set was used to train the mode!l and the rest of the data were utilized
for validation and/or testing purposes.

Although the core concept of this study is to present the neural network
model applications in forecasting stock market values or returns, it is decided to
provide some other financial applications of these models in order to provide a
comprehensive review of the Turkish market applications.

Other than the market direction or return forecasting efforts, some studies
were devoted to forecast the stock market volatility by the use of neural network
models. Yumli, ef. al. (2003:553-560), Yimli, ef. al(2004), Yimli, er. al.
(2005:2093-2103) studied the predictability of Istanbul Stock Exchange (ISE)
index and compared the forecasting performances of several statistical methods
meluding mixture of experts (Mok), feed-forward neural networks, multilayer
perceptron {(MLP), radial basis function networks (RBF), recurrent neural
networks (RNN), Jaganathan-Runkle (GJR) and exponential generalized
autoregressive conditional heteroskedasticity (EGARCH) models. They stated
the superior of the MoE model] over the other models from several aspects.

Besides the studies that utilized the neural network meodels for stock
market forecasting, some studies were devoted to utilize neural network models
for financial failure prediction and financial strength forecasting. Among first
type of studies, Yildiz (2001:51-67) studied on the predictability of financial
failure in industrial, commercial and service firms during 1983-1997. Relying
on the findings of the study, it was concluded that the neural network models
were better predictors for financial failures for publicly traded companies when
compared to discriminant analysis. In the same manner, Aktas, et.al (2003:1-
25) compared the forecast performance of neural network models with multiple
regression, discriminant and logit analyses. The neural network models found as
the best predictor model. In order to compare the forecast performances of
neural network models and logistic regression in financial failure prediction,
Benli {2002:17-30) studied the industrial firms, which were listed on ISE during
the period of 1992-2001. The results showed that the neural network models
could attain more correct classification rates. In another study, Benli (2005:31-
46) studied 18 banks, which were transferred to Savings Deposits Insurance
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Fund, and 21 survival banks during 1997-2001. According to overall correct
classification percentages, the findings of the study showed that the neural
network models were able to make correct classification at 87%, where the
logistic regression could attain 84.2%.

Other than the financial failure prediction, Boyacioglu and Kara (2006)
compared the performance of discriminant analysis, logistic regression, cluster
analysis and the neural network models in forecasting financial strength ratings
of 18 banks, which had financial strength rating from Moody’s during 2001-
2005. Results of the study presented that the neural network models were more
effective than other multivariate statistical analyses.

4. NEURAL NETWORK MODEL DESIGN

The design of a neural network model can be expressed by the
combination of two terms: the neural network architecture and neurodynamics,
The neural network architecture deals with the number of layers, number of
nodes in the layers and transfer functions while neurodynamics deals with the
properties of each neuron like the transfer functions. The combination of neural
network architecture and neurodynamics presents the model for neural network
{Kaastra and Boyd, 1996:224),

Variable selection and the data preparation are the other important aspects
in developing successful neural network models. Although, data consideration
seems like a very easy task at first glance, it is notable that some researches fail
as they could never complete the required data set (Deboeck and Cader,
1994:30). Moreover, the researchers should consider three basic factors: data
availability, data quality, frequency of the data and cost of the data.

Although, network architecture, neurodynamics and data considerations
are the vital elements of successful neural network modeling, there is not a
specific method for determining the optimal values of these parameters, and yet
neural network modeling has many free parameters to be determined by the
researchers (Lim and McNelis, 1998:224), However, some rule of thumbs exists
in the literature to overcome modeling issues of neural network models and
most of the vital parameters have been determined according to trial and error
procedure (Zhang, et.al., 1998:55; Kaastra and Boyd, 1996:217).
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The purpose of this section is to present some methods and rule of
thumbs in designing neural network models and to address the most common
problems in neural network modeling. Moreover, the solutions (if any) or the
practices in the literature for these probiems will be illustrated.

Table 3: General Review of the Studies

Year Number of Number of Tetal A Year Number of Number of Total

Articles Conference Articles Conference

Proceedings Proceedings
1996 5 2 7 2002 2 1 3
1997 2 - 2 2003 7 2 9
1998 7 - 7 2004 2 - 2
1999 [ 1 7 2005 6 [ 7
2000 4 1 5 2006 4 1 5
2001 2 ! 3 2007 3 3 6

Total of 63 studies, which were published during 1996-2007, were
reviewed in order to present the practices in neural network modeling especially
for stock market forecasting. These studies were selected from the outstanding
articles and conference proceedings which have been published in generally
respected and referred national or international academic journals or
conferences. Table 3 presents the general overview of the studies reviewed.

4.1, Data

The first step in the neural network model development is data
understanding, which is basically composed of variable selection and data
preparation. However, before proceeding to the variable selection and data
collection phases, the objective of the model should be established. The
objective of a neural network model may be short-term or long-term forecasting
(forecast horizon) of stock market indexes or stocks. Thus the definition of the
forecast objective requires decision on what to forecast and what the forecast
horizon will be.

In the literature, most of the studies utilized the neural network models
for stock market index forecasting, as it was accepted that the indexes were able
to represent all the stocks in the market. Moreover, by the use of index
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forecasting, some unsystematic risk factors can be avoided (Tharnwonwong and
Enke, 2003:51). In the review, it was observed that 53 of the studies forecasted
the stock market indexes. While, some studies concentrated on index
forecasting of one market (see O’Connor et.al., 2006; Maasoumi, et.al., 2002;
Edelman, et.al., 1999), the other studies examined the forecast power of neural
network models in more than one market (see Kanas, et.al, 2001; Leungh,
et.al., 2000; Patel and Marwall, 2006). On the other hand, only 10 studies
placed their forecasting efforts on stocks (see Cao, et.al., 2005; Ng, et.al., 2002;
Olson and Mossman, 2003).

Another crucial point is determining the data frequency. The frequency of
the data set used in the model should be determined in accordance with the
forecast horizon. For example, if the objective is short-term forecasting in stock
market then the daily stock market data would be appropriate. On the other
hand, researchers with longer forecasting horizon should basically focus on the
weekly, monthly or quarterly data (ICaastra and Boyd, 1996:220).

Among the reviewed studies, the number of studies that determined their
forecast horizon as intraday (sessional), daily, weekly, monthly and vearly is 2,
43, 4, 16 and 5 respectively. In line with their forecast horizon, some studies
utilized intraday (sessional), daily, weekly, monthly and yearly data (See
Appendix II for details).

However, there are some exceptional cases. Abdelmouez, et.al. (2007),
Ghazali et.al(2005) and Walczak (1999) utilized daily data for predicting S
days ahead. Moreover, Moreno et.al. (2007) and Leigh, et.al. (2002) made
weekly and 20 days ahead forecasts by the use of daily data. On the other hand,
Roman and Jameel {1996) considered weekly data for yearly forecasts.

Some studies examined forecasting power of neural network models
more than one forecast horizon (sessional, daily, weekly and monthly). While
the results of Chenoweth, er.al. (1996a) and Altay and Satman (2005) presented
the superiority of low frequency data (using monthly data instead of using daily
or weekly data) in terms of financial performance measure (return), Aver (2007)
found that the neural network guided trading sirategy with sessional data
generated highest returns in comparison with daily data. Such conflict may be
due to the fact that, each study utilized different neural network models with
different architectures and such models were tested on different sampling
periods in different market indexes.
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4.1.1. Variable Selection

Financial applications of neural network models can consider several
information sources including the fundamental data, the technical data and
economic data. Fundamenial data basically consists of information provided by
the financial statements and the financial ratios generated from these statements.
On the other hand, technical data consists of market information regarding the
intra-day, daily, weekly and monthly index return, volume, high-low price. And
moreover, technical indicators (MACD, RSI ete.) can be included under this
category. The economic data includes the inflation rate, interest rate, exchange
rate, unemployment rate, capacity usage and so on.

Those information sources provide a variety of information (a stock
market, for example, opening price, closing price, igh-low prices, the volume
of trade, several financial ratios, inflation, consumer price index etc.) that can be
used as an input variable in the model. However, the question 1s: which
variables will be included in the model?

Several types of input variables were utilized for neural network
modeling in the literature and it was clear from Appendix 11 that there is a sharp
disparity between the applications. While some studies solely relied on the
technical data like index returns, volume or high-low price (Gencay, 1998;
Grosa, et.al., 2005; Kim and Shin, 2007), some other studies utilized only the
economic data (Desai, et.al., 1998a,b; Dropsy, 1996; Stansell and Eakins, 2003)
or financial ratios { Olson, and Mossman, 2603) or technical analysis indicators
(Kim, 2006). Moreover, in some studies the mixture of" different data types
(including economic and technical data) were utilized together (Lam, 2004;
Refenes, et.al., 1997; Chenoweth, ef.al., 1996h).

Besides those data types mentioned above, practitioners also used some
other data types. For example, Phua, er.al. (2001) considered foreign market
indexes as input to the model. Kohara et.al. (1997) studied effectiveness of
qualitative variables by the use of event-knowledge for stock price prediction.
Furthermore, Shi, et.al. (1999) utilized the forecasts of some other statistical
models as an input to a neural network model.

As the above explanations and the appendix II presents, the input
variables are often very different than each other, even when the same test is
used or same market is being forecasted. In most of the studies, there is not an
explanation on why some variables were chosen and why the others were
omitted (Thawornwong and Enke, 2003:52). The input variables were mostly
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subjectively selected and included in the analysis directly without any prior
analysis (Gencay, 1998; Gencay and Stengos, 1998; Qi, 1999; Brownstone,
1996).

However, there were some exceptional studies that presented their
reasoning of inclusion or omission of some input variables. Among this type of
studies, Chen et.al (2003:903-904) and Dropsy (2004:122-123) stated their
economic rationale for considering each economic variable for stock market
forecasting.

On the other hand, some other studies utilized or advised statistical
techniques in order to select the appropriate input variables among several
candidate variables. These techniques includes regression analysis (Desai and
Bharati, 1998a; Cinko and Avct, 2007; Altay and Satman, 2005, Singh, 1999),
sequential selection techniques (Chenoweth, et.al, 1996a), adjusted R-square
(Dropsy, 1996), principle component analysis (Safer, 2001), penetic algorithm
(Leigh, etf.al., 2002; Phua, et.al, 2001), Akaike’s minimum final prediction
error (Chen, et.al., 2003) and sensitivity analysis (Safer, 2001; Avci, 2007; Yao,
et.al., 1999).

4.1.2. Data Preparation

After the variables are selected and the data set is collected, the data set
should the prepared for modeling purposes. This phase is generally known as
the data pre-processing. The need for data pre-processing arise from the
statistical problems like seasonality, trends and nonstationary hindered in the
price data series (raw data). Although, the usage of the raw data could be
observed seldom in the neural network literature (Kaastra and Boyd, 1996:220),
these series should not be directly used in their original form for forecasting the
stock markets, as the inabilities of neural network models in modeling seasonal
and trend variations in the data set was documented (Zhang and Qi, 2005:509-
511).

One possible way to overcome the problems in raw data sets is using
transformation. There are several ways to transform the data: variable
differences in the input data (x;— x; ), relative variable difference (x;- x;.,) / ¢ (q
stands for the standard deviation}, natural algorithm (In(x;/ %)), square root of
the selected variables ()" and hence trigonometric functional form (cos(xjor
sin(x)) (Azoff, 1994:22).
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The natural logarithm or the logarithmic difference is the most common
technique in transforming the raw data set (Kanas, 2003; Rodriguez, 2005; Kim,
et.al., 1998; Wang, et.al, 2003; Darmrat and Zhong, 2000; Lim, et.al, 1998;
Rodriguez, et.al., 2000; Rodriguez, et.al., 2005; Altay and Satman, 20057; and so
on). On the other hand, some researchers utilized the relative variable difference
transformation for data pre-processing (Sun, 2005; Ghazali efal, 20006
Abdelmouez et.al, 2007). Moreover, variable difference transformation
methodology is also available in the literature (Kohara, et.al., 1997).

Even after the transformation, there are still some problems with the data.
Most of the times the magnitudes of the variables in the data set are far different
than each other. For example, while some variables have a range between 100
and 500, the others may have a range between 1 and 15. If the variables are used
as they are, than the first variable will dominate the other (Callan, 1999:3)5).
Then, the larpe differences between the ranges of the variables can affect the
importance of the other useful inputs (Refenes, 1995a:57).

Moreover, most of the times, the variables are not in the normal
operational range of the network. The operational range of the neural networks
is defined by the transfer functions used in the network model. The transfer
functions generally have an output range of (0,1) or (-1,1). Again, large
differences between the operational range of the network and range of the input
variables will distort the neural network model forecasting abilities.

The solution to these problems is scaling the variables in the data set.
Scaling is also called as normalization or standardization in literature. Scaling of
the input parameters can clarify which weights are changing as the model
proceeds and which input variables the model is using. If the scaling is not used,
then understanding and interpretation of neural network models becomes more
difficult (Masters, 1993:267).

There are mainly two techniques used in the literature for scaling. The
first technique is statistical scaling (often-called standardization or z-score
normalization) in order to have a variable distribution with zero mean and unit
standard deviation. The statistical standardization is achieved by subtracting
mean from the actual variable and dividing it by the standard deviation
(Refenes, 1995a: 57):
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x}s'c‘[ - xi(t) —X (1)
Ty,

The second technique is lincar normalization, which is used to scale the variable

in the operation range of the neural network (Masters, 1993:262):

. Max — Min Max — Min
x5 = | S x x| Max - ———— Xy, 2
Xptax ~ X Min Xptax ™ Fpin

‘Where, Xu and Xy, are the maximum and minimum values for the
variable and Max and Min are the maximum and minimum values of the
network operating range, and x is the original value of the input variable.
The maximum and minimum values for the network operating range are
determined by the transfer functions used in the model. If the logistic
sigmoid function is considered these values will be in between (0,1),
However, it can be taken as (0.1,0.9) or even (0.15,0.85) because the transfer
functions are assumed to reach their maximum and minimum levels at
infinity (Refenes, 1995a:58; Azoff, 1994:28). On the other hand, Zhang,
et.al. (1998:50) argues that an output of a node can be small as 0.000045 and
large as 0.99995, hence it is not necessary to take the maximum and
minimum.

Another approach to linearly normalize the variables in the range of
(-1,1) is (Fine, 1999:145):

X—Xx _ 1
w2 M ghere X, = E(xMa\- + Xy ) (3)

i~ Xatin

Several studies applied the normalization techﬁiqucs stated above. While
some of the studies reported their normalization technique clearly, as z-score
normalization (Ng and Lam, 2004; Leigh et.al ., 1998; Leigh et.al ., 2005;) and
linear normalization (Yao, ef.al.,1999; Sun, et.ql., 2005; Chen, 2006; Ghazali
et.al., 2006; Patel and Marwall, 2006; Diler, 2003); some other studies just
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stated the usage of normalization in the data pre-processing without providing
the normalization technique (Brownstone, 1996; Kim, et.al., 1998; Rodriguez,
et.al., 2005; Refenes et.al, 1997). On the other hand, different normalization
techniques, such as sigmoidal normalization, also exists in the literature
(Schierholt and Dagli, 1996)

It should also be stated that the scaling of the input data is not necessary
but it is recommended, as scaling removes effects of outliers, which may exists
in the data (Hamid and Igbal, 2004:1123). Moreover, in constructing a neural
network model with linear activation function in the output layer, scaling of the
imput variables can be discarded. The reason is that there is no defined
operational range of the output layer in such models (Hg and Lam, 2000:41-46).

4.2. Network Architecture

One of the most challenging difficuities in neural network modeling is
determining the optimum architecture. The architectural design of the neural
network models requires special consideration on the number of layers, number
of nodes i each layer and the transfer functions to be used in modeling.

By changing the number of input nodes, the number of hidden layers and
also the number of nodes in the hidden layers and number of nodes in the output
layer, simple neural network architecture can be altered with a more complex
architecture. However, in the case of time series forecasting, constructing
complex architecture does not guarantee the forecasting accuracy. For example,
increasing number of hidden nodes and hidden layers will be harmful in terms
of model training time and generalization. Some models may suffer from over-
fitting problem due to the complexity as well (Reed, 1993:740).

Several different methodologies for determining the optimum neural
network architecture was introduced in the literature. The pruning techniques
{(skeletonisation, optimal brain damage, optimal brain surgeon), constructive
methods (cascade correlation, meiosis networks, dynamic node creation),
regularization techmiques (weight decay, weight elimination, curvature-driven
smoothing) and in-sample model selection criteria (AIC, BIC and their variants)
are some examples for these methodologies. Although, these methodologies are
quite complex and difficult to implement, neither one of them guarantees the
optimum architectural design (Zhang, etal, 1998:42) and out-of-sample
performance (Qi and Zhang, 2001:678). Yet, there is no firm answer on these
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parameters; however only some heuristics can be used (Desai and Bharati,
1998:132).

It should also be stated that most of the studies utilized trial and error
methodology in determining the network architecture. The trial and error
methodology requires training of several neural network architectures with
different complexity and selection of optimum architecture according to
predetermined performance requirements. Although, trial and error process is
{ime consuming, it is unfortunately unavoidable (Ma and Khorasani, 2004:589).

" In the following pages, the basic elements of neural network architecture
(input nodes, hidden layers, hidden nodes and transfer function) will be
illustrated with referring practices in literature. Appendix-I provide the technical
details of the neural network architectures in reviewed studies. The network
layers are denoted by Input Layer (number of input nodes) — Hidden Layer
(number of hidden nodes) — Oulput Layer (number of output nodes). For
example 5,6-7-1 denotes an architecture of 3 layered network (one hidden layer)
which have 5 and 6 input nodes in the input layer, 7 hidden nodes in the hidden
layer and 1 output node in the output layer. However, it should also be stated
that the following methodological considerations are more suitable to the
feedforward neural network models.

4,2.1. Determining Number of Input Nodes

Decision on the number of input nodes may be the easiest parameter to
determine. The number of input nodes in the input layer represents the number
of independent variables in the sample data. So, decision on how many nodes
should exist in the input layer clearly depends on the number of independent
variables (Zhang, et.al., 1998:45).

As stated in the preceding pages, some researchers applied regression
analysis, sensitivity analysis and genetic algorithm to determine the appropriate
input variables. Although, there is not a specific method for the determining the
number of input nodes (Thawornwong and Enke, 2003:52), it should be stated
that too many or too few input nodes would directly affect the forccasting and
learning abilities of the model (Zhang, et.al., 1998:45).

From Appendix-1, it is obvious that there is no consistency m terms of
number of input nodes used in the models. The number of mput nodes utilized
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in the literature has a range from 1 to 49. Several input node experimentation
were handled in order to assess the effects of change in the number of input
nodes in forecasting.

4.2.2. Number of Layers

The generalization ability of a neural network model greatly depends on
two parameters: the number of hidden layers and the number of hidden nodes.
In theory for most of the cases, having only one hidden layer is sufficient for the
neural network model (See: Garson, 1998; Zhang, et.al, 1997; Kaastra and
Boyd, 1996). However, forecasting ability of the network models with one
hidden layer depended on the number of hidden nodes in the model. In order to
train the model with one hidden layer, the number of hidden nodes should be
increased. On the other hand, if the number of hidden nodes increased, the
training time of the network and the generalization ability of the network could
be deteriorated (Zhang, ef.al., 1998:44).

In addition to one hidden layered network models, two hidden layered
network models are also utilized in the literature. Depending of the data
structure, two hidden layered network models can provide more desirable
results. Moreover, as one layered network models can be overloaded by
increasing number of hidden nodes, some researchers preferred to use a neural
network model with two layers.

Appendix I provide the number of layers utilized in the literature. Total of
44 (out of 63) studies developed neural network models with one type of
structure. Among these studies, 39 studies (out of 44) relied on one hidden layer
neural network model (Baba, and Yanjun, 2002; Eakins, ef.al., 2002; Safer,
2003; Sitte, et.al., 2000; Kim, et.al., 2007; Leigh, et.al., 2005; and many others)
and 5 studies (Armano, et.al., 2005; Chen, eial.,2003; Deasi, er.al, 1998a;
Edelman, et.al, 1999; Shi, et.al., 1999) considered only two hidden layer neural
network models.

On the other hand, 9 studies (out of 63) considered more than one type of
netwotk architecture. Among this type, 6 studies utilized 1 and 2 hidden layer
network models (Yao, et.al.,, 1999; Schierholt, et.al., 1996; Saad, et.al., 1998;
Kim, et.al., 1998; Chandra, et.al, 1999; Altay and Satman, 2005), 2 studies
utilized 3 hidden layer network models (Roman, et.al., 1996; Lam, 2004) and 1
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study utilized 4 hidden layer network model (Egeli, et.al., 2003). Hence, 10
studies did not provide the network architectures.

As literature analysis presents, it is a very rare case to find a neural
network model with more than two hidden layers. The reason is that to increase
the number of hidden layers also increases the training time of the model and
increases the danger of over fitting problem. Moreover, as the neural network
model with two hidden layers can perform well in complex decisions, the neural
network models with more than two hidden layers are not required (Lippmann,
1987:16).

In considering the optimal number of hidden layers, Yao, et.al
(1999:235) found that 2 hidden layer is better than 1 hidden layer in terms of
return. In the same manner, Schierholt and Dagli (1996:77) reported that 2
hidden layer is slightly better than 1 layer neural network model. Lam,
(2004:575-577) carried out 4 experiments with different neural network

architectures. Results presented that the neural petwork model with 3 hidden
layers generated the highest return for 2 experiments while one and two hidden
layer networks were the best for the remaining two experiments. However, Lam
concluded that the Teturns generated by 3 hidden layer models are not far better
than the land 2 hidden layer models. Hence, if the marginal utility and cost of
developing complex architecture was taken into account, less complicated
model would be the best. Consistent with the Lam (2004), Egeli, et.al. (2003)
found that 1 hidden layer neural network model was better than 2, 3 and 4
hidden layer models in terms of forecasting accuracy.

The evidence on the superiority of two hidden layered network over one
hidden layer network is confusing, in the sense that the superiority can be
validated on special types of network architectures. Tamura and Tateishi
(1997:251-255) presented the superiority of two hidden layers if the hidden
units are selected on the basis of N-/ and (N/2)+3, for one hidden layered and
two hidden layered network. (where N is the number of input-target training
pattern). Although, two hidden layered neural network models outperform one
hidden layered model in some circumstances, it is more difficult to train the
formes.

Tt is advised that whatever the structure of the data is, first construct a
model with one hidden layer and if using large number of hidden neurons 18 not
satisfactory then proceed to two hidden layered model by reducing total number
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of hidden neurons (Masters, 1993; p:176). It is Just the trial and error case, as
there is no generally accepted technique for deciding the number of hidden
layers (Zhang, et.al., 1998:44).

4.2.3. Number of Hidden Nodes

Another crucial point in designing the neural network model design is
determining the optimum number of hidden nodes. It is known that neural
network models with few hidden nodes have better ability in terms of
generalization. However, the forecasting ability of the network model may be
limited if the number of hidden nodes is too few. The reason is that the
probability of the network model to capture the complex input-output structures
is decreasing. On the other hand, if there are too many hidden nodes, at that
time the generalization ability of the network model is Hmited and the over
fitting or overtraining problems can be realized (Kwok and Yeung, 1999 1)

Despite the importance of selecting the optimum number of hidden
nodes, again, there is no theoretical basis for determining the number of this
parameter. However, some rules of thumb exist in literature and they can be
used as a starting point. Some tesearchers advise that the average number of
input nodes and output nodes should be used as the initial number of hidden
nodes. For example, Callan (1999:134) stated that the number of hidden nodes
in a single hidden layer network can be 30-50% of the inputs in the input layer,

On the other hand, some researcher advice heuristic choices to find out
the optimum number of hidden nodes to be equal to n, 2, 2ntl, 2nt] and n/2,
where n is the number of inputs nodes. However, as stated these techniques are
the heuristic advises and their validity is case specific (Zhang, er.al., 1998:44).

Moreover, some other approaches arc suggested in determining the
optimum number of hidden nodes. One approach is the pruning. Pruning
approach states that the model must be started with the highest available hidden
node to find out the optimum number, In addition, one hidden node with the
smallest weight in the model must be dropped after each training. Other
approach, growing approach, is the opposite of pruning; it suggests starting with
the number of hidden nodes as few as possible; and, if necessary adding one
hidden node after each training. In both of these approaches, the selection is
made by comparison of which size of hidden nodes is preferable.




Stock Market Forecasting with Artifical Neural Network Models 75

In the literature, a few studies reported their methods in determining
number of hidden nodes. Among these studies, Brownstone (1996:239) started
from a number of nodes, which known to be too few and increased the number
until the best result found. And Desai and Bharati (1998b: 415 and 1998a:139)
utilized pruning and weight elimination techniques. Furthermore, Abdelmouez
(2007) utilized k-fold cross validation for determining number of hidden nodes.

Furthermore, most of the studies relied on the trail error procedure and
trained several neural network models with different number of hidden nodes
(see Avet, 2007; O’Connor, et.al, 2006; Diler 2003; Sitte, et.al., 2000; Singh,
1999) '

4.2 4. Transfer Functions

Although, the neural network architecture is designed properly, the model
may not work properly because the neural network architecture does not deal
with the properties of the basic unit of the neural network model: the neuron. As
a basic processing element, each neuron plays an important role in the model
construction. The main problem about the neuron is determining the transfer
function to be used in the model.

The transfer function (sometimes referred to as the transformation
function, activation function, squashing or threshold function) determines the
relationship between the internal activity level of a neuron and its output. The
internal activity of a neuron is composed of summation of the input parameters
multiplied by their appropriate weights. However, the firing of the neuron
depends solely on the transfer functions used in the model.

Several transfer functions can be considered in neural network modeling.
However, in practice a few transfer functions are generally used. The most
common transfer functions utilized in neural network models are linear
functions (identity, step function, signum, and perceptron function), hyperbolic
tangent (tanh) function and logistic function.

The linear functions are suitable to the models where there is no nonlinear
relation in the data, and where the model requires small architecture with
limited connections to output layer and the output is continuous (Garson, 1998:
97-98). The use of linear transfer function in the hidden layers is not preferable
for the multi-layer neural network models, because such a network model will
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be identical to the single layer nets (Fausett, 1991:17). As the use of linear
transfer functions in the hidden layers limits forecasting ability of neural
networks for the non-linear data, one of the important advantages of the neural
network modeling for forecasting cannot be utilized.

Although, the linear functions are not recommended for the multilayer
perceptrons, some other linear functions can be used in the output layer of the
model (Masters, 1993:84), Using linear function in the output layer eases the
forecasting process. Moreover, no improvement can be realized in forecasting
with non-linear functions in the output layer most of the time (McMenamin,
1997:18).

Another set of transfer functions is tanh and logistic functions. These
functions are generally referred to as the sigmoid functions. These functions ate
by far most common forms used in the construction of neural network models
(Kaastra and Boyd, 1996:227). The name sigmoid had chosen to state their S-
shaped curves (Fausett, 1991:17). They are preferred as they monotonically
increase in value and they can be differentiable.

The logistic sigmoid function keeps the output of a neuron between 0 and
1. On the other hand, the hyperbolic tangent transfer function constrains the
output value between —1 and 1. In the case of logistic function, only the high
values of the inter neuron activities are important in learning as the lower
internal activities have a value of 0. On the other hand, in the case of hyperbolic
tangent transfer function, higher and lower initra neuron activities affect the
learning (Garson, 1998:98). The use of hyperbolic tangent transfer function is
found to be more effective in terms of fast convergence of training (Bishop,
1995:127). Moreover, as the hyperbolic tangent transfer function is symmetric,
it is recommended to use this function as a starting point (Garson, 1998:98),

The Gaussian function evaluates the inter activity of a neuron according
to a bell shaped curve. The output of the neuron increases until a central point
value of input and then it starts to decrease (Garson, 1998:98). The Gaussian
transfer function is mostly suitable for radial basis function networks but this
function can also be used in the multilayer perceptrons with a different
activation function in the model (Azoff, 1994:53).

The literature details presented in Appendix I show that 29 studies (out of
63) did not provide the transfer functions utilized in the model design. However,
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among the studies in which the transfer functions are reported, it is observed
that sigmoid transfer functions (including the logistic sigmoid and hyperbolic
tangent) are the most preferred functions. 33 of the studies, in which the transfer
functions are reported, utilized sigmoid transfer functions in the hidden layers.
There is only one study which relied on Gaussian function (Patel and Marwall,
2006). Hence, it can clearly be stated that the use of sigmoid transfer functions
in the hidden layers become a standard application in stock market forecasting
applications of neural network models.

On the other hand, there are studies which reported the output layer
transfer functions. Among these studies onty two types of transfer functions are
reported: the linear function (Maasoumi, et.al., 2002; Qi, 1999; Wang, etal.,
2003) and sigmoid function (Kohara, et.al., 1997; Refenes, ei.al., 1997;).

4.3, Performance Measures

Following the model development, the next step is evaluating the
performance of the model. In order to evaluate the success of a neural network
model two types of performance measures have been utilized in the literature.
The first type of measures is the statistical performance measure and the second
type is the financial performance measures.

Statistical measures basically measure the forecasting accuracy of the
neural network models beyond the training data. In these statistical methods the
forecasting errors are calculated as the difference between the actual value and
the forecasted value. Although there are many different statistical methods
existing in literatare, most common methods are sum of squared etrors (SSE),
mean absolute error (MAE), mean squared error (MSE), root mean squared
error (RMSE), and mean absolute percentage error (MAPE). Moreover, some
basic statistical techniques are also utilized like the mean, standard deviation
and correlation.

However, the basic objective of the forecasting efforts is to beat the
market, or in other words, gaining more returns than the average market return
(Refenes, 1995b:70). Although, the statistical methods give a clue about the
performance of the neural network models, those methods and techniques do
not guarantee the profitability of the trading strategies developed in accordance
with the neural network models.
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In order to evaluate the profitability of the trading strategies guided by the
neural network model, the researchers should consider measuring some
profitability of the neural network models. The measures of trading return,
return per trade, directional tests, Sterling and Sharpe ratios are basically used to
measure the profitability of the neural network models.

As presented in Appendix I, most of the studies relied only on the
statistical performance measures. Total of 37 studies utilized the statistical
measures for evaluating the model performance (See Brownstone, 1996; Egeli,
et.al., 2003; Cinko, et.al., 2007; Kim, et.al,, 2007). On the other hand, only 9
studies only on the financial performance measures (See¢ Chandra, et.al., 1999;
Lam, 2004; Leigh, et.al, 2005). Morcover, in 15studies, both statistical and
financial measures were utilized for evaluation of the model performance (See
Rodriguez, et.al., 2005; Ghazali, et.al., 2006).

5. Forecasting ISE-30 Returns with Neural Network Models

The ISE-30 index of the Istanbul Stock Exchange has been calculated
with the base value of 976 since December 27, 1996. The ISE-30 index includes
the blue-chip stocks of the ISE, and regarded as one of the important economic
indicators.

This section will investigate the predictability of daily returns of the ISE-
30 index by the use of neural network models. The data and methodological
considerations are provided in the following sections.

5.1, Data

The daily data sets used in this study was obtained from the Istanbul
Stock Exchange (ISE) through official correspondence. The data sets were
including daily closing prices and trading volume information for ISE-30 index
between 1 January 2006 and 31 December 2007.

In order to reach a stationary data at some level by removing the long-
term frends and reducing the effect of outliers, original data was transformed
with logarithm operator, Moreover, transformation could reduce volatility of the
data set. The transformation of the price data was achieved by:
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n=1( | )

where, r, was denoting the return at time ¢, and y,, y.; was the stock prices for
time ¢ and -7 respectively.

The lagged stock returns, lagged index maximum and minimum values,
the moving averages of stock returns, maximum and minimum values of stocks
constituted the input variables to the model. These variables were determined in
accordance with the applications in literature. The list of input variables
provided in Table 4.

Table 4: List of input variables

Lagged stock return for 1 day

Lagged stock return for 3 days

Lagged stock return for 5 days

Lagged change in index maximum for 1 day,
Lagged change in index maximum for 3 days.
Lagged change in index maximum for 5 day.
Lagged change in index minimum for 1 day.
Lagged change in index minimum for 3 days.
Lagged change in index minimum for 5 day.

10. Moving average for stock for 3 days

11, Moving average for stock for 5 days

12. Moving average for in index maximum for 3 days
13. Maving average for in index maximum for 5 days
14. Moving average for in index minimum for 3 days
15, Moving average for in index minimum for 5 days

Rl e A ol e

Although, the importance of economic variables on ISE was found in
various studies (Ozcam, 1997; Gunes and Saltoglu, 1998), such variables were
not included in the study. The reason is that the economic data was mostly
available for monthly or quarterly basis, and as a matter of fact it was not
suitable for daily analysis (Kim and Chun, 1998).

In order to investigate the performance of neural network models in
estimating the ISE-30 index daily returns on monthly basis during 2007, the
data set was divided into 12 subsets. Each subset was organized to cover 1 year
data. The 1 year period was selected as more current training data was best for
optimal forecasting performance (Walczak, 2001). Furthermore, in order to
train, validate and test the model, each subset was divided into three: the testing,
validation and training data sets. As the objective of the model was assessing
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monthly performance of the neural network models, the testing data set was
composed one month data, which comprised approximately 10% of data for
each subset. By following the literature (Deboeck and Cader, 1994; Kaastra and
Boyd, 1996; Yao and Tan, 2001), approximately remaining 70% and 20% of
data were utilized as training data set and validation data set, respectively.

The moving window approach was adopted in the organization of the
data set. When a new data was received, the oldest data from the training data
set was dropped and new data was added to the data set. The advantage of the
moving window approach was its ability to capture the environmental changes
as it utilized more recent data (Morantz, et.al., 2003). Moreover, by utilizing
such approach, the forecasting performance of neural network models would be
observed on a continuous manner,

Testing
.. Lo Data Set
1* Run Training and Vakidation
' # I # ..................................
P S W U W S e
January February March — April May June Janvary Febroary March  April  May June July
2006 2006 2006 2606 2006 2006 2007 2007 2007 2007 2007 2007 2007
2™ Run Training and Validation Data Testing
Data Set

Figure 1: Moving window approach.

Figure I illustrates the moving window approach utilized in this study. In
the first run to forecast the daily stock returns for January 2007, the data from
January 2006 to end of December 2006 would be considered as training (70% of
whole subset approximately) and validation (20% of whole subset
approximately) data sets. And the model would be tested during the trading days
of January 2007. In order to forecast the daily returns for February 2007 in the
second run, the January 2006 data would be dropped from data set, but JTanuary
2007 data would be included. Although, such data organization would provide
continuous forecasts of stock returns, as a result of changing number of trading
days in the market, the sizes of training, validation and test data sets would not
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be equal for each subset. However, such mismatches in the sample periods
would not distort overall results of the analysis.

5.2. Methodolegy

There several neural network models were introduced to the literature,
this study utilized three-layer (one hidden layer) multifayer perceptron model
with backpropagation algorithm, as these models mathematically proved to be
universal approximator for any continuous function (Hornik. Et al., 1989;
Cybenko, 1989; Hornik et al., 1990). Moreover, multilayer perceptron model
became a standard forecasting tool in neural network literature as over 80% of
the studies utilized this model (Gately, 1996; Adya and Collopy, 1998;
Thawornwong and Enke 2003).

Four different multilayer perceptron models were trained with different
architectures, The first architecture had 3 processing clements (will be denoted
as PE-3) in the hidden layer, the second one had 5 processing elements in the
hidden layer (will be denoted as PE-5), the third one had 10 processing elements
in the hidden layer (will be denoted as PE-10), and the fourth one had 15
processing elements in the hidden layer (will be denoted as PE-15). The number
of hidden nodes was determined by following the heuristics advices (Callan,
1999; Zhang, ef.al., 1998). Application of more than one heuristic advice was
identical to a trial and error procedure. Although, trial and error process was
time consuming, it was unfortunately unavoidable (Ma and Khorasani, 2004).

Qutput Layer

Input Layer o ...............

Figure 2: Multitayer perceptron model
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Figure 2 presented a simple nuitilayer perceptron model. The input layer
composed of M units of x; ({ = 1,2....N), the hidden layer composed of Z
processing entities of A, (m = 1,2,....Z), and hence one output layer was
denoted by v,. The output for the model could be presented as:

Zz M !
j) = g[z Wong E{Z Win X ]] (5)

m=0 i=0

where, w;, represented the weights between input and hidden processing units,
Wwyq Was the weights between hidden processing and the output unit, hence g()
and g(, ) was the transformation functions for hidden processing elements and
output unit respectively.

The transformation functions for hidden and output layers were
hyperbolic tangent, g(), and linear functions, g(), rtespectively. The
transformation functions are presented mathematically in Equation 6:

kY eﬂ.\‘

o _
gfx) = tanh (xj = —————
e+ e’

(6)
g(x) =x

5.3. Performance Measures

Statistical methods basically measure the forecasting accuracy of the
neural network models beyond the training data. In these statistical methods the
forecasting errors are calculated as the difference between the actual value and
the forecasted value. Although there are many different statistical methods
existing in literature, the mean absolute error (MAE), mean squared error
(MSE), normalized mean squared error and correlation was utilized in this
study.

In order to evaluate the profitability of the trading strategics guided by the
neural network models, researchers measured the trading return, return per
trade, directional tests (HIT), Sterling and Sharpe ratios. In this study the
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profitability of the neural network models was analyzed by the use of simple
trading strategy. The trading strategy was:

If,y, > 0,Buy,otherwise no position

Trading Strategy = { (7

If, ¥,01 > 0, Hold position, otherwise sell

Where, y, was representing the forecasted stock return for trading period £. The
profitability of the trading strategy, which was guided by neural network
models, was compared to buy-and-hold return of ISE-30 index for each
investment period.

5.4. Empirical Findings

The statistical performance measures were utilized to identify the best
neural network models in the testing period of the study, Table 5 presents the
finding of the statistical performance measures. Four different performance
measures pointed the dominance of the same model for 7 months. These months
were January, March, April, June, July, August and November. However, for
the remaining 5 months it was unable to identify the best model by relying on
the statistical performance measures, as each performance measure presented
the dominance of different model. For example, the findings for September
presented that the PE-5 model should be the best according to MSE and NMSE
performance measure. However, the PE-10 and PE-15 measures should be the
best models according to MAE and correlation performance measures,
respectively.

While considering the dominance of one model over the others, it is clear
from the table that the PE-3 model dominated the other models for 5 months
period. The PE-3 model found to be the best model during January, March, July,
Aupust and November. For each of these months, four different performance
measures pointed out the On the other hand, for April and June, the PE-15 and
PE-5 models were identified as the best models by four different performance
measures, respectively.
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Table 6 presents the profitability of the neural network guided frading
strategies and the market return (ISE -30 index buy and hold return) during the
testing periods. At one glance, it is clear that the neural network model guided
trading strategics can beat the market or prevent losses for every period under
examination. Except for November, the neural network model guided trading
strategy dominates the market with a higher positive return. For November, the
trading strategy could eliminate the potential losses and limit the losses to -1,
38%; while the market loss was — 6,57%.

Tabie 6: Profitability of neural network models

PE-3 PE-5 PE-10 PE-15 Marlket
January 7,08 -4,45 0,96 -1,81 5,90
February 3,72 0,20 -3,66 -3,91 0,63
March 8,82 7,96 3,62 6,96 4,43
April -0,01 3,37 1,53 8,96 3,78
May 3,10 0,58 1,56 1,21 2,77
June -1,69 0,76 -(,24 -0,67 -,35
July 15,00 12,20 6,67 13,40 12,70
August 4,84 -1,20 -3,53 -13,62 -5,63
September 2,62 8,66 7,92 923 8,35
October 7,10 7,79 16,70 10,80 6,59
November -3,98 -3,59 -1,38 -7,24 -6,57
December 2,41 5,37 Li2 -1,36 2,25
Total return 49,01 37,05 31,27 21,95 34,85
Average 4,08 3,14 2,61 1,83 2,90

monthly return

* Bold figures represent the best results.

The PE-3 model can beat the market and other models in 6 month period.
These months are January, February, March, May, July and August. On the
other hand, PE-5, PE-10 and PE-15 models can dominate the market and the
other models in just two month periods. The PE-5 model beat the other models
and the market for June and December, where PE-10 model beat the other
models and the market for October and November; and hence PE-15 model beat
the other models and the market for April and September.
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If the performance of the neural network model guided trading strategy
was investigated on average monthly return basis, only the PE-3 and PE-5
models could beat the market. The PE-3 model was generated 4,08% return and
the PE-5 model was generated 3,14% return on average, while the market
average return was 2,90%.

6. CONCLUSION

This study aimed at providing a guideline for stock market applications of
neural network models. Total of 63 studies from national and international
literature was reviewed to address some modeling issues of the neural network
models. Although, there remain several questions to be answered, this study was
expected to be a valuable guide for further studies.

Following the analysis of the literature on neural network applications in
stock market, this study analyzed the forecasting power of neural network
models for ISE-30 index. It was clear that the neural network models were able
to beat the market for the testing period under examination,

Although, the PE-3 model dominated the other models in terms of
statistical and financial performance measures for most of the testing periods, it
was unable to identify one model which constantly beat the other models and
the market. Such finding is consistent with the previous literature.
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