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#### Abstract

Let $R$ be a prime ring with extended centroid $C$ and maximal left ring of quotients $Q_{m l}(R)$. For a nonzero element $b \in R$, let $F: R \rightarrow R$ be a right $b$-generalized derivation associated with the map $d$ of $R$. Suppose that $s(F(x))^{n}=0$ for all $x \in R$ where $s$ is a nonzero element in $R$ and $n \geq 1$ is a fixed positive integer. Then there exist some $c \in Q_{m l}(R)$ and $\beta \in C$ such that $d(x)=a d_{c}(x), F(x)=(c+\beta) x b$ for all $x \in R$ and either $s(c+\beta)=0$ or $b(c+\beta)=0$.


## 1. Introduction

Throughout this paper $R$ will always denote a prime ring with center $Z(R)$, extended centroid $C$, left maximal ring of quotients (respectively right maximal ring of quotients) $Q_{m l}(R)$ (resp. $Q_{m r}(R)$ ), the Martindale ring of quotients $Q(R)$ and the symmetric Martindale quotient ring $Q_{s}(R)$. In case $R$ is a prime ring, $Q(R), Q_{m l}(R), Q_{m r}(R), Q_{s}(R)$ are also a prime rings and $C$ is a field. For more details the book [1] is referred.

By a derivation of $R$ we mean an additive map $d$ of $R$ satisfying $d(x y)=d(x) y+$ $x d(y)$ for all $x, y \in R$. For $a \in R$, the map $d: R \rightarrow R$ defined by $d(x)=[a, x]$ for all $x \in R$ is called an $X$-inner derivation and denoted by $d(x)=a d_{a}(x)$. It is well known that any derivation $d$ of $R$ can be uniquely extended to $Q_{m l}(R)$ (or $\left.Q_{m r}(R)\right)$. Hence any extension of an $X$-inner derivation is also $X$-inner which can be induced by an element $q \in Q_{s}(R)$, i.e., $d(x)=a d_{q}(x)$. A generalized derivation $g$ is an additive map of $R$ satisfying $g(x y)=g(x) y+x d(y)$ for all $x, y \in R$ where $d$ is a derivation of $R$ which is uniquely determined by $g$ and is called the associated derivation of $g$.

[^0]Let $\alpha, \beta$ be automorphisms of $R$. An $(\alpha, \beta)$-derivation of $R$ is an additive mapping $\delta: R \rightarrow R$ such that $\delta(x y)=\delta(x) \alpha(y)+\beta(x) \delta(y)$ for all $x, y \in R$. If $\alpha=I d$, the identity automorphism of $R$, then $\delta$ is called a $\beta$-derivation or simply called a skew derivation. An additive map $\delta$ of $R$ is a generalized $\alpha$-derivation if there exists an $\alpha$-derivation $d$ of $R$ such that $\delta(x y)=\delta(x) y+\alpha(x) d(y)$ for all $x, y \in R$.

The notion of $b$-generalized derivations is introduced by Koşan and Lee in 10]. They define generalized $b$-derivations as in the following:
(1) Let $d: R \rightarrow Q_{m r}(R)$ be an additive map. An additive map $F: R \rightarrow$ $Q_{m r}(R)$ is called a left b-generalized derivation with the associated map $d$ if $F(x y)=F(x) y+b x d(y)$ for all $x, y \in R$.
(2) Let $d: R \rightarrow Q_{m l}(R)$ be an additive map. An additive map $F: R \rightarrow$ $Q_{m l}(R)$ is called a right b-generalized derivation with the associated map $d$ if $F(x y)=x F(y)+x d(y) b$ for all $x, y \in R$.

When treating an additive map of a ring $R$, the main goal is to give a characterization of the map or to state some structural results related to the ring itself. The works have been done related to power values of some kind of additive maps so far was initiated in 8]. Giambruno and Herstein proved that if $R$ is a semiprime ring and $d$ is a derivation of $R$ such that $d(x)^{n}=0$ for all $x \in R$, where $n \geq 1$ is a fixed integer, then $d=0$. The generalization of this problem has been worked by a number of researchers. For instance in [2] Brešar proved that if $R$ is a prime ring with a nonzero derivation $d$ and $a$ is an element of $R$ such that $a d(x)^{n}=0$ for all $x \in R$, where $n \geq 1$ is a fixed positive integer, then $a=0$ in case char $R \neq(n-1)$ !. In 11 Lee and Lin obtained the same result on some noncentral Lie ideal of $R$ without the assumption on the characteristic.

In [3] J.C. Chang proved that if $R$ is a prime ring and $\delta$ is a right generalized $(\alpha, \beta)$-derivation of $R$ such that $a \delta(x)^{n}=0$ for all $x \in R$ and some $a \in R$ where $n \geq 1$ is a positive integer, then $\delta=0$ or $a=0$.

Motivated by these results we prove the following theorem.
Theorem 1. Let $R$ be a prime ring, $F$ be a nonzero right b-generalized derivation of $R$ associated with the map d of $R$ and $s, b$ be nonzero elements in $R$. If $s(F(x))^{n}=0$ for all $x \in R$ where $n$ is a fixed positive integer, then there exist $c \in Q_{m l}$ and $\beta \in C$ such that $d(x)=a d_{c}(x), F(x)=(c+\beta) x b$ and either $s(c+\beta)=0$ or $b(c+\beta)=0$.

## 2. Preliminaries

It is well known that the automorphisms, derivations, generalized derivations and $\alpha$-derivations of $R$ can be uniquely extended to $Q(R), Q_{m r}(R)$ and $Q_{m l}(R)$. For sure the results obtained for $Q_{m r}(R)$ can be adapted to $Q_{m l}(R)$ as well.

Before presenting the results we will state the following remarks:
Fact 1. Let $T=Q_{m r}(R) *_{C} C\left\{X_{1}, X_{2}, \ldots\right\}$ be the free product of $C$-algebras $Q_{m r}(R)$ and $C\left\{X_{1}, X_{2}, \ldots\right\}$ where $C\left\{X_{1}, X_{2}, \ldots\right\}$ is the free algebra in noncommutative indeterminates $\left\{X_{1}, \ldots, X_{2}\right\}$ over $C$. Let $f\left(X_{i}\right) \in T$, then $f$ is called a GPI
(that is, a generalized polynomial identity) of $T$ if $f\left(x_{i}\right)=0$ for all $x_{i} \in T$.
Fact 2. Let $R$ be a prime ring and $I$ be a two-sided ideal of $R$. Then $I, R$ and $Q_{m r}(R)$ satisfy the same generalized polynomial identities with coefficients in $Q_{m r}(R)$ (see [4]).
Fact 3. (Lemma 2 in $[4]$ ) Let $R$ be a prime ring and $Q_{m r}(R)$ is the maximal right ring of quotients of $R$. Suppose that $B$ is a basis of $Q_{m r}(R)$ over $C$. Let $\alpha_{i}, q_{i} \in B$, then $m_{i}=q_{0} y_{1} q_{1} \ldots y_{n} q_{n}$ are called monomials and hence any element in the free product $T$ is of the form $g=\sum_{i} \alpha_{i} m_{i}$. In that case, the generalized polynomial $g=\sum_{i} \alpha_{i} m_{i}$ is zero in $T$ if and only if $\alpha_{i}=0$ for all $i$. Consequently for $h_{i}\left(X_{1}, \ldots, X_{n}\right), k_{i}\left(X_{1}, \ldots, X_{n}\right) \in T$ and

$$
\begin{aligned}
& g_{1}\left(X_{1}, \ldots, X_{n}\right)=\sum_{i=1}^{n} X_{i} h_{i}\left(X_{1}, \ldots, X_{n}\right), \\
& g_{2}\left(X_{1}, \ldots, X_{n}\right)=\sum_{i=1}^{n} X_{i} k_{i}\left(X_{1}, \ldots, X_{n}\right)
\end{aligned}
$$

if $a_{1}, a_{2} \in Q_{m r}(R)$ are linearly independent over $C$ and

$$
a_{1} g_{1}\left(X_{1}, \ldots, X_{n}\right)+a_{2} g_{2}\left(X_{1}, \ldots, X_{n}\right)=0 \in T
$$

then both $g_{1}\left(X_{1}, \ldots, X_{n}\right)$ and $g_{2}\left(X_{1}, \ldots, X_{n}\right)$ are zero in $T$.
In the present paper, we consider $F$ as a right $b$-generalized derivation of $R$ with associated map $d$ of $R$ and $b \in R$. It is proved in 10 that if $R$ is a prime ring with $b \neq 0$, then the associated map $d$ must be a derivation of $R$. For some $a, b, c \in Q_{m l}(R)$, the map $F(x)=a x+c x b$ is an example of right $b$-generalized derivation of $R$ and called $X$-inner right $b$-generalized derivation.

## 3. The case of inner $b$-Generalized derivations

Lemma 2. Let $R$ be a prime ring and $s, a, b, c \in R$ with $b, s \neq 0$. Suppose that $s(x a+c x b)^{n}=0$ for all $x \in R$ where $n$ is a fixed positive integer. If $R$ does not satisfy any nontrivial generalized polynomial identity, then there exists some $\beta \in C$ such that $a=\beta b$ and either $s(c+\beta)=0$ or $b(c+\beta)=0$.

Proof. If $R$ does not satisfy any nontrivial generalized polynomial identity, then

$$
\begin{equation*}
s(X a+c X b)^{n}=0 \in T \tag{1}
\end{equation*}
$$

We suppose that $a \neq 0$. By (1),

$$
s(X a+c X b)^{n-1} X a+s(X a+c X b)^{n-1} c X b=0 \in T
$$

First we consider the case when $a$ and $b$ are linearly $C$-independent. Then using Fact 3, we have $s(X a+c X b)^{n-1} X a=0$. The monomial $s(X a)^{n}$ is nontrivial in the last equation since $s \neq 0$ and $a \neq 0$, which contradicts with the assumption that $R$
is not a GPI-ring. Thus $a$ and $b$ must be linearly dependent on $C$. In that case, there exists some $\beta \in C$ such that $a=\beta b$. Writing this in (1), we have

$$
0=s(X \beta b+c X b)^{n}=s(c+\beta)(X b(c+\beta))^{n}
$$

In view of Theorem 2 in [7], we obtain $s(c+\beta)=0$ or $b(c+\beta)=0$.
Lemma 3. Let $R$ be a prime ring $s, a, b, c \in R$ with $s, b \neq 0$. Suppose that $s((x a+c x) b)^{n}=0$ for all $x \in R$ where $n$ is a fixed positive integer. Then there exists $\beta \in C$ such that $(a-\beta) b=0$ and either $s(c+\beta)=0$ or $b(c+\beta)=0$.

Proof. First suppose that $R$ does not satisfy any nontrivial generalized polynomial identity. Then

$$
\begin{equation*}
s((X a+c X) b)^{n}=0 \in T \tag{2}
\end{equation*}
$$

Suppose that $s \neq 0, a \neq 0$. By 2 we have

$$
s((X a+c X) b)^{n-1} X a b+((X a+c X) b)^{n-1} c X b=0 \in T .
$$

Now consider the case when $a b$ and $b$ are linearly $C$-independent. Using Fact 3 we obtain $s((X a+c X) b)^{n-1} X a b=0 \in T$. The monomial $s(X a b)^{n}$ is nontrivial since $s \neq 0, a \neq 0$, which contradicts with the assumption on $R$ for not being a GPI-ring. Hence $a b$ and $b$ must be linearly dependent over $C$. In that case, there exists some $\beta \in C$ such that $(a-\beta) b=0$. So the equation (2) becomes

$$
\begin{align*}
0 & =s((X a+c X) b)^{n} \\
& =s((X(a-\beta)+(c+\beta) X) b)^{n} \\
& =s(c+\beta)(X b(c+\beta))^{n} . \tag{3}
\end{align*}
$$

In view of Theorem 2 in [7], we have $s(c+\beta)=0$ or $b(c+\beta)=0$.
Now suppose that $R$ satisfies a nontrivial generalized polynomial identity, i.e., $R$ is a GPI-ring. By Theorem 2 in (4)

$$
\begin{equation*}
s((x a+c x) b)^{n}=0 \tag{4}
\end{equation*}
$$

for all $x \in R C$. If $C$ is an infinite field, then let $F$ denote the algebraic closure of $C$ and if $C$ is a finite field, then let $F=C$. Hence the equation (4) holds for all $x \in R^{\prime}$ where $R^{\prime}=R C \otimes_{C} F$. In the light of Theorem 3.5 in [5], $R^{\prime}$ is a centrally closed prime $F$-algebra. By Theorem 3 in 13 , $R^{\prime}$ is a primitive ring with a minimal idempotent $e$ such that $e R^{\prime} e=F e$ and there exists a right vector space $V_{F}$ such that $R^{\prime}$ acts densely on $V_{F}$.

For a given $v \in V$, the first aim is to see that $(a b) v$ and $b v$ are linearly dependent over $F$. First suppose that $(a b) v$ and $b v$ are linearly independent over $F$. By the density of $R^{\prime}$, there exists $x \in R^{\prime}$ such that $x(a b) v=v, x b v=0$. Using this in (4), we obtain

$$
0=s((x a+c x) b)^{n} v=s v
$$

Since the action of $R^{\prime}$ on $V_{F}$ is faithful then $s=0$, which leads a contradiction. Thus we may assume that $a(b v)$ and $b v$ are linearly dependent on $F$.

Case 1. If $\operatorname{dim}_{F}(b V)=1$, then we may choose $v^{\prime} \in V$ such that $b V=b v^{\prime} F$ and write $a b v^{\prime}=b v^{\prime} \gamma$ for some $\gamma \in F$. Let $v \in V$ and $b v=\alpha^{\prime} b v^{\prime}$ for some $\alpha^{\prime} \in F$. Then

$$
a b v=a \alpha^{\prime} b v^{\prime}=\alpha^{\prime} a b v^{\prime}=\gamma^{\prime} \alpha^{\prime} b v^{\prime}=\gamma^{\prime} b v .
$$

that is $a b v$ and $b v$ are linearly $F$-dependent. The equation

$$
a b v=\gamma^{\prime} b v
$$

gives $a b=\gamma^{\prime} b$ since the action of $R^{\prime}$ on $V_{F}$ is faithful.
Case 2. If $\operatorname{dim}_{F}(b V) \geq 2$, then there exists some $\beta^{\prime} \in C$ such that $a b v=\beta^{\prime} b v$ which means $\left(a-\beta^{\prime}\right) b=0$ by a similar argument above. Using this in (4), we have

$$
\begin{aligned}
0 & =s\left(\left(x\left(a-\beta^{\prime}\right)+\left(c+\beta^{\prime}\right) x\right) b\right)^{n} \\
& =s\left(c+\beta^{\prime}\right)\left(x b\left(c+\beta^{\prime}\right)\right)^{n}
\end{aligned}
$$

for all $x \in R^{\prime}$. By Theorem 2 in (7), we have $s\left(c+\beta^{\prime}\right)=0$ or $b\left(c+\beta^{\prime}\right)=0$. Hence in either cases there exists some $\bar{\beta}^{\prime} \in C$ such that $a b=\beta^{\prime} b$.

Let $\left\{\mu_{0}, \mu_{1}, \ldots\right\}$ be a basis for $F$ over $C$ and let $\mu_{0}=1$. Writing $\beta^{\prime}=\beta \mu_{0}+\beta_{1} \mu_{1}+\ldots$ for $\beta, \beta_{1} \in C$, we obtain $\beta=\beta^{\prime}$ and $a b=\beta b$ for $\beta \in C$ that is $(a-\beta) b=0$. Thus it follows from the calculations in (3) that $s(c+\beta)=0$ or $b(c+\beta)=0$.

Proposition 4. Let $R$ be a prime ring and $s, a, b, c \in R$ with $s \neq 0, b \neq 0$. Suppose that $s(x a+c x b)^{n}=0$ for all $x \in R$, then there exists some $\beta \in C$ such that $a=\beta b$ and either $s(c+\beta)=0$ or $b(c+\beta)=0$.

Proof. It is well known that

$$
\begin{equation*}
s(x a+c x b)^{n}=0 \tag{5}
\end{equation*}
$$

holds for all $x \in Q_{m l}(R)$. First suppose that $R$ is not a generalized polynomial identity ring. Then the desired result follows from Lemma 2 ,

Now suppose that $R$ is a GPI-ring. Since $Q_{m l}(R)$ is also a prime GPI-ring and a centrally closed prime ring then it follows from Martindale's Theorem in 13 that $Q_{m l}(R)$ is a primitive ring with nonzero socle $H$. Let $H$ be the socle of $Q_{m l}(R)$ and $H$ is a regular ring, that is for any $w \in H, w z w=w$ for some $z \in H$. Let $\operatorname{Ann}_{r}(z)=\{x \in H \mid z x=0\}$ be the right annihilator of $z$ in $H$ and first consider the case $a, b \in H$. Let $w \in \operatorname{Ann}_{r}(b)$. Substituting $x$ by $w x$ in (5) we have $s((w x) a+c(w x) b)^{n}=0$ and hence

$$
0=s((w x) a+c(w x) b)^{n} w=s w(x a w)^{n}
$$

for all $x \in Q_{m l}(R)$. Using Theorem 2 in [7, we obtain either $s w=0$ or $a w=0$ that is $w \in A n n_{r}(s)$ or $w \in A n n_{r}(a)$. The first situation leads a contradiction so $w \in A n n_{r}(a)$ and hence $A n n_{r}(b) \subset A n n_{r}(a)$.

For $a, b \in H$ there exist $u, v \in H$ such that $a u a=a$ and $b v b=b$ since $H$ is a regular ring. Let $f=u a$ and $g=v b$ be two elements in $H$. It is easy to see that $f$ and $g$ are idempotents. Since $A n n_{r}(b) \subset A n n_{r}(a)$, then $A n n_{r}(g) \subset A n n_{r}(f)$ and
also $(1-g) H \subseteq(1-f) H$. Thus we have $f(1-g)=0$. Here $a=a u a=a f=a f g=$ $a f v b \in H b$.

For general case let $w \in H$. Substituting $x$ by $x w$ in (5) we have

$$
0=s((x w) a+c(x w) b)^{n}
$$

for all $x \in Q_{m l}(R)$. For $w a, w b \in H$ by the calculations above it is clear that $w a \in H w b$,i.e., there exists some $t \in H$ such that $w a=t w b$. Writing this in (5), we have $s((x t+c x) w b)^{n}=0$. Using Lemma 3, there exists $\beta_{w} \in C$ such that $\left(t-\beta_{w}\right) w b=0$. Since $t w b=\beta_{w} w b$, then $w a=\beta_{w} w b$.

Fix an idempotent $e^{\prime} \in H$ such that $e^{\prime} a \neq 0$. Then

$$
\begin{equation*}
e^{\prime} a=\beta e^{\prime} b \tag{6}
\end{equation*}
$$

for some $\beta \in C$. Let $f$ be an idempotent in $H$. Hence for some $\beta_{f} \in C$, we have

$$
\begin{equation*}
f a=\beta_{f} f b \tag{7}
\end{equation*}
$$

We wish to see that if $f a \neq 0$, then $\beta_{f}=\beta$. Indeed there exists an idempotent $h \in H$ such that $H e^{\prime}+H f=H h$ and

$$
\begin{equation*}
h a=\beta_{h} h b . \tag{8}
\end{equation*}
$$

Here it is clear that $e^{\prime} h=e^{\prime}$ and $f h=h$.

$$
e^{\prime} a=e^{\prime} h a=e^{\prime} \beta_{h} h b=\beta_{h} e^{\prime} b .
$$

Using (6) in the last equation, we obtain $\beta e^{\prime} b=\beta_{h} e^{\prime} b$ and so $\beta=\beta_{h}$. Analogously

$$
f a=f h a=f \beta_{h} h b=\beta_{h} f b
$$

In view of (7), we have $\beta_{h}=\beta_{f}$ and hence $\beta_{f}=\beta$. Until now we have seen that for an idempotent $f$ in $H$, there exists some $\beta \in C$ such that $f a=\beta f b$ in case $f a \neq 0$.

Now let $f \in H$ be an idempotent such that $f a=0$. Our aim is to see $f b=0$. By Litoff's Theorem (Theorem 4.3.11 in 1 ), there exists an idempotent $h \in H$ such that $e^{\prime}, f \in h H h$. If $h a=0$, then $e^{\prime} a=e^{\prime} h a=0$, which is a contradiction. So we may assume that $h a \neq 0$. If $h a \neq 0$, then $(h-f) a \neq 0$. Here also note that $h-f$ is an idempotent. Since $h a \neq 0$ then by $\sqrt{8)}, h a=\beta h b$ for some $\beta \in C$. Also $(h-f) a \neq 0$ implies $(h-f) a=\beta(h-f) b$ and so $f b=0$. Thus we obtain that if $f a=0$, then $f b=0$ for any idempotent $f \in H$.

In both cases, we have $f(a-\beta b)=0$ for all $f \in H$. Since $H$ is a regular ring then $H(a-\beta b)=0$ implies $a=\beta b$ for some $\beta \in C$. Using this result in (5), we have $s(x \beta b+c x b)^{n}=s(\beta+c)(x b(\beta+c))^{n}=0$ for all $x \in Q_{m l}$ which implies $s(c+\beta)=0$ or $b(c+\beta)=0$.

## 4. The proof of the main theorem

Now we may state the proof of Theorem 1.

Proof. In view of Theorem 2.3 in [10], there exist a derivation $d: R \rightarrow Q_{m l}$ and $a \in Q_{m l}$ such that

$$
\begin{equation*}
F(x)=x a+d(x) b \tag{9}
\end{equation*}
$$

for all $x \in R$. If $d$ is an $X$-inner derivation of $R$, then there exists some $c \in$ $Q_{m l}(R)$ such that $d(x)=[c, x]$ for all $x \in R$. Hence by the hypothesis, we have $s(x(a-c b)+c x b)^{n}=0$ for all $x \in R$. By Proposition 4, there exists some $\beta \in C$ such that $a=(c+\beta) b$ and either $s(c+\beta)=0$ or $b(c+\beta)=0$.

Now consider the case when $d$ is not an $X$-inner derivation of $R$. Using Kharchenko's well known result in 9 , we have $s(x a+y b)^{n}=0$ for all $x, y \in R$. In particular $s(y b)^{n}=0$ for all $y \in R$. By Theorem 2 in $[7], s=0$ or $b=0$ which leads a contradiction. So $d$ must be an $X$-inner derivation of $R$ and $F(x)=(c+\beta) x b$ for all $x \in R$ and either $s(c+\beta)=0$ or $b(c+\beta)=0$.

Example 5. Let $R$ be the ring of $2 \times 2$ upper triangular matrices over the field $\mathbb{F}$, i.e., $R=\left\{u e_{11}+w e_{12}+z e_{22} \mid u, w, z \in \mathbb{F}\right\}$. For the right $b$-generalized derivation $F$ of $R$, define $F(x)=x a+c x b$ for all $x \in R$. If we choose

$$
b=e_{11}+e_{12}+e_{22}, a=e_{12}, c=e_{11}, s=e_{22} \in R
$$

then, $s(F(x))^{n}=0$ for all $x \in R$ where $n \geq 1$ is a fixed positive integer but $s(c+\beta) \neq 0$ unless $\beta=0$ in $\mathbb{F}$.
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