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A B S T R A C T  
 

Dual response methodology is a natural and effective tool for a reliable and robust operation 

process or product in modern quality engineering. Therefore, many of quality improvement 

techniques based on dual response methodology focus on being on target and reducing 

system variability. This study focuses on the model quality performance criterion and 

presents a fuzzy modelling approach based on the Nash-Sutcliffe efficiency (NSE) for a 

dual response problem. The proposed approach aims to determine a set of operating 

conditions that maximize the degree of satisfaction due to the Nash-Sutcliffe efficiency in 

a quality improvement context. The main advantage of the proposed approach is to allow 

the practitioners evaluating the model quality performance which acts as a measure of 

model efficiency. The procedure and the validity of the proposed approach are illustrated 

on a popular example, i.e., the printing process study by comparing existing methods. Based 

on the obtained results, the proposed approach gives the smallest MSE and provides 

additional information including the model quality performance for the printing process 

study data. 
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1. Introduction 

In the early 1980s, robust parameter design (RPD) based on experimental design and quality engineering concepts, 

is introduced by Japanese quality engineer Taguchi. RPD, along with Taguchi’s philosophy, was popularized and 

received a great deal of attention by many quality improvement engineers and statistical communities. However, his 

experimental methodologies and analysis techniques have been criticized mostly in the statistical sense. 

Consequently, new techniques that aim to improve a product/process quality have been proposed. The response 

surface methodology (RSM), first developed by [1] has revisited around the early of 1990s and then got popularized. 

RSM defines a relationship between a quality characteristic of a system of interest and a set of independent factors 

by using stochastic models. Because of this feature, when high-cost complexity designs are not desirable, RSM 

provides a simplified relationship and more insights about the system. 

Dual response surface (DRS) methodology, proposed by [2], is an effective procedure based on fitting separate 

response surfaces for the system’s mean and variance. This technique optimizes one fitted response subject to a 

constraint on the value of the other fitted response. Utilizing nonlinear programming replacing the equality 

constraints by inequalities is suggested by [3]. Additionally, an approach based on minimizing the mean squared 

error criterion (MSE) is proposed by [4]. Their approach focuses on both the distance from the target and variability 

and involves determining the best operating condition which minimizes the MSE modelled by response surfaces. A 

slightly different version of the MSE criterion, based on considering how far the mean can be located from its target, 
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is discussed by [5]. Further work has been conducted by [6]. They proposed an alternative formulation based on joint 

optimization of the mean and standard deviation responses under no constraints or minimally constrained. Following 

these articles, several procedures have been proposed for the DRS problems; see, for example [7, 8, 9, 10, 11, 12, 13, 

14, 15, 16]. 

A fuzzy optimization technique for the DRS problem is proposed by [17]. They introduce a fuzzy modelling which 

considers both the deviation of the mean from the target and the magnitude of standard deviation. Moreover, a fuzzy 

modelling approach based on upside-down normal loss function is studied by [18]. Their approach aims to identify 

a set of operating conditions to maximize the degree of satisfaction with respect to the expected loss fitted by mean 

and standard deviation response surfaces. In [19], a fuzzy mathematical model was developed by RSM technique 

and fuzzy logic to optimize drilling process optimization with multiple responses. Following these articles, several 

studies related to the decision making approaches have been proposed; as follows: [20, 21, 22, 23, 24]. 

MSE and its general normalization version, NSE, are the two most widely used criteria for the model efficiency. 

In fact, NSE can be interpreted as a classic skill score and acts a measure of model performance. Therefore, especially 

in hydrological modelling and image quality assessment, NSE criterion is an effective alternative to MSE since it is 

dimensionless, being scaled onto the interval (−∞, 1]. The general formulation of the NSE criterion can be given by 

the following equation, 

𝑁𝑆𝐸 = 1 −
𝑀𝑆𝐸

𝜎2           (1) 

where 𝜎2 is the variance of the data. As evident to Equation (1), NSE and MSE are closely similar with each other. 

However, the difference in the optimization phase is that MSE is subject to minimization and NSE is subject to 

maximization. In the study of [25], a new optimization approach based on the NSE is configured on optimizing the 

fitted NSE response surface for the “target is best” case. The general applications of the NSE criterion can be found 

in the papers of [26, 27, 28]. 

In this article, we introduce a fuzzy modelling approach to optimize the NSE criterion for a given system. The 

proposed approach aims to identify a set of process parameter conditions to maximize the degree of satisfaction with 

respect to NSE fitted by mean and standard deviation response surfaces. The remainder of this manuscript is divided 

into three sections. Section 2 provides the proposed optimization technique. All findings are illustrated in an example 

in Section 3, before the manuscript finally ends with a conclusion. 

 

2. The Proposed Fuzzy Modelling Approach based on NSE Criterion 

In this study, we take into account the case where the response is affected by 𝑘 control variables, 𝑥s. Therefore, 

the process mean and standard deviation can be modelled by the second order response surfaces as follows,  

𝜇̂(𝑥) = 𝛼̂0 + ∑ 𝛼̂𝑗
𝑘
𝑗=1 𝑥𝑗 + ∑ 𝛼̂𝑗𝑗

𝑘
𝑗=1 𝑥𝑗

2 + ∑ ∑ 𝛼̂𝑗𝑡𝑥𝑗𝑥𝑡
𝑘
𝑗<𝑡      (2) 

and 

𝜎̂(𝑥) = 𝛽̂0 + ∑ 𝛽̂𝑗
𝑘
𝑗=1 𝑥𝑗 + ∑ 𝛽̂𝑗𝑗

𝑘
𝑗=1 𝑥𝑗

2 + ∑ ∑ 𝛽̂𝑗𝑡𝑥𝑗𝑥𝑡
𝑘
𝑗<𝑡      (3) 

Hence, the MSE criterion is modelled by the following formulation in [4], 

𝑀𝑆𝐸 = (𝜇̂(𝑥) − 𝜏)2 + 𝜎̂2(𝑥)     (4) 

where 𝜏 is the target value. Consequently, taking into account these equations, the NSE criterion given by Equation 

(1) can be modelled as follows, 

𝑁𝑆𝐸 = 1 −
(𝜇̂(𝑥)−𝜏)2+𝜎̂2(𝑥)

𝜎2            (5) 

where 𝜇̂(𝑥) and 𝜎̂2(𝑥) are given in Equations (2) and (3), 𝜎2 is the desired system requirement about the system 

variability. This proposed NSE modelled by response surface is used for the proposed optimization technique. Note 

that, when 𝜇̂(𝑥) = 𝜏 and 𝜎̂2(𝑥) = 0, then the 𝑁𝑆𝐸 takes its maximum value of 1. As an important situation, when 

the mean response hits the target, 𝜇̂(𝑥) = 𝜏, and the variance response reaches the process requirement about the 

system variability, i.e., 𝜎̂2(𝑥) = 𝜎2, then the 𝑁𝑆𝐸 = 0. On the other hand, while the mean response moves away 
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from the target, the bias and the estimated variance response tends to increase, so, the value of the 𝑁𝑆𝐸 ranges to 

−∞. However, it should be pointed out that, this is not a desired situation due to the aim of the quality improvement 

studies, and is worked out by adding some constraints about the system requirements for the optimization phase, such 

as 𝑀𝑆𝐸 ≤ 2𝜎2. This constraint should hold the optimal operating conditions in the desired region and will adjust the 

mean and variance responses depending on the requirement of the system variance. Therefore, the minimum value 

for the proposed NSE response turns out to be the value of -1 for the proposed problem. 

In the phase of fuzzy modelling of the NSE criterion, first, one should determine the degree of satisfaction of the 

decision maker. In this purpose, taking into account the scaled range of the NSE, the satisfaction level with respect 

to the NSE criterion can be modelled by a monotonically decreasing function. According to [17] and [18], such 

function is referred as a membership function, which reflects the decision maker’s belief, as in fuzzy set theory. A 

nonlinear membership function offers potential benefits in terms of realism and is chosen with the varying perception 

of the decision maker (see, [17]). In the study [17], the standardized forms of the mean and variance membership 

functions are used. In this study, according to Equations (1) and (4), the NSE criterion is also a standardized function 

of the mean and variance responses. 

In the light of these beneficial comments; we suggest the following membership function to the NSE response 

surface, 

𝑚(𝑁𝑆𝐸) = {
  

𝑒𝑑−𝑒𝑑|𝑁𝑆𝐸|

𝑒𝑑−1
       ,          𝑖𝑓 𝑑 ≠ 0

     1 − |𝑁𝑆𝐸|          ,         𝑖𝑓 𝑑 = 0     
         (6) 

 

where 𝑑 is an exponential constant. When 𝑑 < 0,𝑑 = 0,𝑑 > 0, 𝑚(𝑁𝑆𝐸) can be convex, linear and concave shapes, 

respectively. Note that, when the value of NSE is its maximum or minimum, then 𝑚(𝑁𝑆𝐸) = 0. 𝑚(𝑁𝑆𝐸) achieves 

its maximum value, i.e.,1, when the mean response hits its target, and the variance response reaches the process 

requirement about the system variability, i.e., 𝑁𝑆𝐸 = 0. As a result, the function 𝑚(𝑁𝑆𝐸) given in Equation (6) 

provides a reasonable and flexible representation of a human perception. 

Finally, the proposed optimization problem can be stated as, 

Maximize    𝛿 

                                                 Subject to   𝑚(𝑁𝑆𝐸) ≥ 𝛿  and  𝑥 𝜖 Ω 

 

where Ω defines a feasible region of 𝑥. This optimization problem aims to identify 𝑥∗ which would maximize the 

minimum degree of satisfaction, 𝛿, with respect to the expected loss within a feasible region.  

 

3. Example: The Printing Process Study 

This printing process study example is borrowed from [29], which is revisited by [2,4,17,18]. This experiment 

was conducted to find the optimum combination of the effects of speed (𝑥1), pressure (𝑥2) and distance (𝑥3) factors 

on the quality of a printing process (𝑦). A 33 factorial design with three replicates was used to fit the response and 

the design of the experiment is given in Table 1.  

For the illustrated purposes, the fitted NSE response surface and the exponential membership function is obtained 

under the assumptions that the specification bound is (490, 510), the target value for this problem is 500, and the 

desired standard deviation is smaller than 60. 

The fitted response surfaces from [2] are as follows, 

𝜇̂(𝑥) = 327.6 + 177.0𝑥1 + 109.4𝑥2 + 131.5𝑥3 + 32.0𝑥1
2 − 22.4𝑥2

2 − 29.1𝑥3
2 + 66.0𝑥1𝑥2 + 75.5𝑥1𝑥3 + 43.6𝑥2𝑥3 (7) 

𝜎̂(𝑥) = 34.9 + 11.5𝑥1 + 15.3𝑥2 + 29.2𝑥3 + 4.2𝑥1
2 − 1.3𝑥2

2 + 16.8𝑥3
2 + 7.7𝑥1𝑥2 + 5.1𝑥1𝑥3 + 14.1𝑥2𝑥3  (8) 

and the fitted response surface function of the NSE criterion is, 

𝑁𝑆𝐸 = 1 −
(𝜇̂(𝑥)−500)2+𝜎̂2(𝑥)

602            (9) 

where 𝜇̂(𝑥) and 𝜎̂(𝑥) are given in Equations (7) and (8). 
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Table 1. The printing process study data 

𝒖 𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒚𝟏 𝒚𝟐 𝒚𝟑 𝒚̅ 𝒔 

1 -1 -1 -1 34 10 28 24 12.5 

2 0 -1 -1 115 116 130 120.3 8.4 

3 1 -1 -1 192 186 263 213.7 42.8 

4 -1 0 -1 82 88 88 86 3.5 

5 0 0 -1 44 178 188 136.7 80.4 

6 1 0 -1 322 350 350 340.7 16.2 

7 -1 1 -1 141 110 86 112.3 27.6 

8 0 1 -1 259 251 259 256.3 4.6 

9 1 1 -1 290 280 245 271.7 23.6 

10 -1 -1 0 81 81 81 81 0.0 

11 0 -1 0 90 122 93 101.7 17.7 

12 1 -1 0 319 376 376 357 32.9 

13 -1 0 0 180 180 154 171.3 15 

14 0 0 0 372 372 372 372 0.0 

15 1 0 0 541 568 396 501.7 92.5 

16 -1 1 0 288 192 312 264 63.5 

17 0 1 0 432 336 513 427 88.6 

18 1 1 0 713 725 754 730.7 21.1 

19 -1 -1 1 364 99 199 220.7 133.8 

20 0 -1 1 232 221 266 239.7 23.5 

21 1 -1 1 408 415 443 422 18.5 

22 -1 0 1 182 233 182 199 29.4 

23 0 0 1 507 515 434 485.3 44.6 

24 1 0 1 846 535 640 673.7 158.2 

25 -1 1 1 236 126 168 176.7 55.5 

26 0 1 1 660 440 403 501 138.9 

27 1 1 1 878 991 1161 1010 142.5 

From the studies [17,18], a convex-shaped exponential membership function with 𝑑 = −4.39 with respect to the 

Equation (9) is chosen. Thus, the membership function takes the following form, 

𝑚(𝑁𝑆𝐸) =
𝑒−4.39−𝑒−4.39|𝑁𝑆𝐸|

𝑒−4.39−1
                     (10) 

The complete optimization formulation of this problem is conducted as follows, 

 

Maximize    𝛿 

           Subject to   
𝑒−4.39−𝑒−4.39|𝑁𝑆𝐸|

𝑒−4.39−1
≥ 𝛿 

              −1 ≤ 𝑥 ≤ 1 

                   0 ≤  𝜎̂(𝑥) ≤ 60 

                                                 (𝜇̂(𝑥) − 500)2 + 𝜎̂2(𝑥) ≤ 7200 

 

The optimal operating condition obtained from the proposed approach turns out to be 𝑥∗ = (1.00,0.084, −0.254) 

where 𝜇̂(𝑥) = 495.84 and 𝜎̂(𝑥) = 44.60 and the resulting 𝛿 = 0.987.  When 𝑑 = −4.39, the membership function 

is highly convex and indicates the high stringency. As a result, the proposed approach performs better for both 

estimated mean and standard deviation. Figure 1 illustrates the relationship between membership function in Equation 

(9) and the fitted response of NSE criterion in Equation (8) for various values. 
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(a)                                           (b) 

Figure 1. The relationship between 𝑚(𝑁𝑆𝐸) and NSE: a) the value of NSE ranges 0 to -1; b) the value of NSE ranges 0 to 1 

The results of the proposed approach are summarized in Table 2 and compared with those of [4], [17], and [18]. 

Table 2. Comparison of optimal settings for the printing process study 

 Optimal setting 𝝁̂(𝒙) 𝝈̂(𝒙) 𝐌𝐒𝐄 𝒎(𝑵𝑺𝑬) NSE 

[4] (1.00, 0.07, -0.25) 494.44 44.43 2005.14 Unknown Unknown 

[17]  (1.00, 0.086, -0.254) 496.08 44.63 2007.07 Unknown Unknown 

[18] (1.00, 0.076, -0.252) 494.84 44.48 2005.10 Unknown Unknown 

The proposed approach (0.987, 0.092, -0.250) 494.99 44.60 1984.99 0.158 0.44 

The solution of the proposed approach is adapted to the relaxing zero-bias assumption of [4]. The obtained results 

from the proposed modelling are much closer to [4], [17] and [18] in terms of the estimated mean and standard 

deviation. However, when the obtained values of MSEs are compared, the proposed approach has the smallest MSE. 

Furthermore, the proposed method provides additional information such as 𝑁𝑆𝐸 = 0.44. In fact, since the NSE acts 

as a model performance criterion, it provides the quality of the estimated mean and variance with respect to the target 

and variance requirement of the printing process problem. In the statistical sense, the estimated mean and variance 

ensure the requirements for the printing process study with a desired quality. However, it should be pointed out that, 

the results from different approaches cannot be compared in a straightforward manner since the methods differ in 

terms of their optimization criteria.  

 

4. Conclusion 

The optimization algorithms based quality technologies have received considerable attention in recent years. In 

particular, researchers have sought to understand the extent of the quality of the obtained best-operating conditions 

from different quality improvement approaches. This manuscript is presented as an effective methodology based on 

a fuzzy modelling approach to NSE criterion, which quantifies the quality performance of the model and acts as a 

measure of model efficiency. The NSE criterion a widely used criterion for the model efficiency, thus adapting this 

fuzzy modelled version in the field of quality improvement not only provides a wide range of engineering information 

about the system but also offers a comprehensive solution to quality engineering. The proposed approach aims to 

identify a set of operating conditions to maximize the degree of satisfaction with respect to the NSE criterion fitted 

by mean and standard deviation response surfaces. Additionally, the proposed approach is examined with a well-

known design of experiment, printing process data. It was shown that the proposed approach can model the decision 

maker’s preference for the following responses: i. the estimated mean, ii. the estimated variance, and iii. the estimated 

NSE criterion. The proposed method achieves a better balance between bias and variability. Besides these advantages, 

this approach gives additional information such as a measure of model performance and this allows the estimation of 

which operating conditions offer the perfect quality. 
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