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Abstract 

As a result of the development of cities and inclination towards urbanization, natural areas decreased while urban areas increased. In 

this respect, determination of impermeable surfaces is important for the problems covering; effects of urbanization on natural 

environment, global environmental variation, urban atmospheric process, human activities and the effects of urbanization on the 

environment. Remote sensing images are used to examine and classify land cover/uses. Traditional classification methods are mainly 

divided into supervised classification and unsupervised classification. The aim of this study is to classify land cover/use and to state 

temporal change using the Support Vector Machines (SVM) approach, which is a supervised classification method. Arnavutkoy 

district of Istanbul was chosen as the study area for land use and change detection analysis. Landsat 5/7/8 satellite images of 

Arnavutkoy district were obtained and SVM process was applied to obtain these images. Firstly, four classes were created for each 

image: urban areas, vegetation, bare soils and wetlands SVM was applied and accuracy analysis was performed to the images classes 

of which were created before. CAD software and GIS software were used for image processing. The classification accuracy for SVM 

was found to be 98.66%, 98.31%, 98.95%, 97.99%, 96.37%, 97.90% (from 1995 to 2019). In addition, ROC analysis was used for 

comparison of accuracy analysis. As a result of this study, land cover/use change of Arnavutkoy district in the last 20 years has been 

determined. The urban area of the district was 40.99 km
2
 in 1995 and 93.76 km

2
 in 2019. In addition, the impact of the Europe's

largest airport on land cover / use has been examined. The results showed that the accuracy of using SVM to classify land use/cover 

is high. Therefore, it has been proposed that this algorithm is used as an optimal classifier for land use/cover maps. 

Keywords: Support Vector Machine, Classification, Remote Sensing, Landsat 

Introduction 

Land cover/use information is required in many 

applications performed today. In this regard, remote 

sensing provides an important source of data and 

information to applications. The “Classification” method 

is a widely used approach for the extraction of 

information from satellite imagery and the production of 

land cover/use maps (Mathur  et al., 2008; Petropoulos et 

al., 2012a). The purpose of the classification is to divide 

all pixels in the satellite image into different groups 

according to their spectral characteristics and to assign 

the pixels to clusters of land cover classes according to 

their reflectance values (Foody, 2002; Kavzoglu and 

Colkesen, 2009). There are two main approaches in the 

classification, supervised and unsupervised. Supervised 

classification is used more often due to its high accuracy 

and reliability (Kavzoglu and Colkesen, 2010). Non-

parametric classification methods such as decision tree 

(Nagel   Yuan, 2016; (Zhang et al., 2018), support vector 

machines (Kavzoglu and Colkesen, 2009; Zhang et al., 

2018; Karimi et al., 2019) and artificial neural networks 

(Hu and Weng, 2009; Mohapatra and Wu, 2010) can be 

used to classify remotely sensed images (Lu, et al., 2007; 

Çelik and Gazioğlu, 2020; Tonbul and Kavzoğlu, 2020; 

Erdem and Avdan; 2020; Ozturk et al., 2020; Karagöl et 

al., 2020). 

There are many studies on SVM in the literature: The 

researchers investigated the applicability of SVM in the 

classification of hyperspectral images to detect land 

cover change (Nemmour and Chibani, 2006). They 

performed SVM-based change detection to map urban 

growth and compared it to artificial neural networks to 

support experimental analysis. In the results, they found 

that SVMs perform better on accuracy and 

generalization. It has been made land cover classification 

by applying SVM to Landsat ETM+ and Terra ASTER 

images (Kavzoglu and Colkesen, 2009). In the 

classification of data sets, they applied the functions of 

polynomial and radial basis kernels with estimated 

optimum parameters and analyzed the results. They 

determined that the classification accuracy of SVMs, in 

which the radial basic function kernel was used, 

performed better than the maximum probability 

classifier. In the study, Hyperion hyperspectral images 

by applying Support Vector Machines (SVMs) and 

Artificial Neural Networks (ANN) classification 

methods for land cover classification was analyzed 

(Petropoulos et al., 2012b). Although the results show 

that the two classifiers produce close accuracy, SVMs 

produced better results and explained the spatial 

distribution of land cover better. The study has been 

investigating the methodology and results of 
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classification of Istanbul's Landsat TM data for 1987 and 

2007 (Buyuksalih, 2016). The classification accuracy 

was found as 79% for 1987 and 83.50% for 2007. 

Classifications were found to be an economical and 

accurate way to measure, map and analyze land cover 

changes over time. Bulut   Gunlu (2016) tried to 

determine the most suitable technique by classifying 

land use classes with different controlled classification 

algorithms using Landsat 8 satellite images. Best results 

of the highest probability method was compared to the 

results of SVM polynomial function. The values for the 

highest probability method are 0.81 and 85%. Values for 

SVM polynomial function were found 0.79 and 84%, 

respectively. According to the results obtained, they 

found that the highest probability method correctly 

classifies 47.5% of the total area and 43.3% with the 

SVM polynomial function. The researcher classified the 

WorldView-2 multi-band image with advanced 

classification algorithms such as Support Vector 

Machines (SVM), k-Nearest Neighbor (kNN) and 

Artificial Neural Network (ANN) to produce land cover 

maps (Serifoglu Yilmaz et al., 2018). They evaluated the 

accuracy with randomly selected control points. They 

found that the SVM algorithm classifies images with the 

best classification accuracy of 72.38%. (Karimi et al., 

2019), they reviewed SVM to improve the quality of the 

urban expansion forecast. The binary SVM model they 

developed selects the most appropriate kernel function 

by editing the penalty parameter and determines the best 

value for the parameter of the kernel function. In the 

study, they obtained 98% education accuracy and 85% 

test accuracy. In another study conducted a study with 

SVM using Landsat imagery obtained between 1995 and 

2015 to examine land cover and land cover changes on 

the ecological region of Lake Uvs. In the results, they 

found that the Uvs Lake Basin has deteriorated over the 

last twenty years due to factors such as global warming, 

drought, human activities, and wind erosion (Jamsran et 

al., 2019). In the study, explored the use of multi-time 

Polarimetric SAR images in the classification of 

agricultural products. In the study, they used light 

gradient acceleration machines (LightGBM), random 

forest (RF) and support vector machines (SVM) to 

classify five different products (corn, potatoes, wheat, 

sunflower and forage crops). They calculated the 

accuracy values of the classifications as 0.857 (± 0.026), 

0.855 (± 0.033) and 0.834 (± 0.039) for LightGBM, RF 

and SVM algorithms, respectively (Ustuner   Balik Sanli, 

2020). 

As it is seen in the literature research, the use of SVM in 

land use/cover classification provides high accuracy in 

the results. Istanbul Airport, the construction of which 

started in 2014 in Arnavutkoy, is currently the largest 

airport in Europe. There is no such detailed study in 

literature for this region of Istanbul. For this reason, it is 

aimed to determine the change of land cover/use in the 

last 20 years in the district of Arnavutkoy, which has 

been chosen as the study area and to examine the effect 

of Istanbul Airport on this change. SVM, the supervised 

classification method for change detection, was selected 

and the increase in the urban area was successfully 

detected during the period from 1995 to 2019. 

The article consists of 5 steps. Classification methods of 

images remotely perceived in step 1, the purpose of the 

study and literature research; Step 2, SVM and its 

mathematical infrastructure, the advantages of SVM and 

the properties of Landsat satellite; step 3 the application 

area, materials used and application steps; There are 

conclusions and recommendations in step 4 and 

bibliography step 5. 

Material and Method 

Controlled classification, which is one of the 

classification methods, is widely used in obtaining land 

cover/usage information from remote sensing data 

(Mathur et al.,  2008). In this study, the temporal change 

of the land surface of Arnavutkoy was determined by 

SVM.  

Support Vector Machines (SVM) 

The support vector machines (SVM) method is a 

nonparametric classification algorithm based on 

statistical learning theory developed for classification or 

regression problems by Vladimir Vapnik et al. (Vapnik, 

1995). 

Figure 1. Hyper planes for linearly separable data (a), Optimum hyper plane and support vectors (b) (Kavzoglu and Colkesen, 2009). 
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This method is used in many areas such as object 

recognition (face recognition, fingerprint recognition 

etc.), handwriting identification, text classifications 

(Joachims, 1998; Heisele et al., 2003; Liu et al., 2003; 

Hong et al., 2008). SVM; it is a machine learning based 

on the principle of predicting and generalizing other data 

by taking an example from a training data (Kavzoglu 

Colkesen, 2009; Song et al., 2012). Initially aimed at 

classifying two-class linear data, SVM was developed 

for the classification of multi-class and non-linear data 

since it would be insufficient for problems on the surface 

of the world (Cortes et al., 1995; Mathur et al., 2008). 

This method, which separates the data of two classes, 

aims to determine the best decision function 

(hyperplane) in order to make an effective classification 

(Vapnik, 2000). What important in classification of data 

with two classes is the determination of the hyperplanes 

that make the most effective separation from the infinite 

grain planes that provide the classification (Fig.1a, 

Fig.1b). While determining these hyperplanes, using the 

structural risk minimization principle, the boundary 

distance between the two hyperplanes is maximized 

(Vapnik, 1995; Huang et al., 2002). 

Figure 2. Linearly separable SVM (a), SVM that cannot be separated linearly (b) (Kavzoglu and Colkesen, 2009) 

Linear separable SVM 

It is the situation where the two classes, which are in a 

linearly distributed state, can be separated from each 

other with the help of a decision function obtained using 

training data. An educational data set containing N 

samples {xi, yi} (i=1,..., n) can be classified by creating

class labels in the form of y € {−1, + 1}. Here x € RN

and represents a N dimensional space (Osuna et al., 

1997; Huang et al., 2002; Son et al., 2012). A hyper 

plane w. xi + b = 0 is shown (Melgani   Bruzzone, 2004).

For linearly divisible data with two classes, hyperplanes 

w. xi + b ≥ +1 for all  y = +1 (1) 

w. xi + b ≥ −1 for all  y = −1  (2) 

is expressed as (Karimi et al., 2019). Here xi shows the 

point in the hyper plane, w is the normal of the hyper 

plane (weight vector) and b is the distance (trend value) 

from the starting point of the hyper plane (Cortes 

Vapnik, 1995; Huang et al., 2002). If Equation 1 and 

Equation 2 are converted to a single equation 

y
i
 (w. xi + b) −1 ≥ 0,  xi € {−1,+1} and i = 1, … , n     (3)

is expressed as  (Cortes   Vapnik, 1995). 

In this case, the hypothesis space can be defined as fw,b

= sign (w. x + b) (Osuna et al., 1997). As seen in Figure 

2a, the limit width (margin) of the hyperplanes 

determined by limiting to the optimum hyper plane and 

limited by the support vector points is expressed as 

2/‖w‖ (Song et al., 2012). The best hyperplane that 

makes maximum limitations in linearly separable data is 

the plane where ‖w‖2 is minimum (Song et al., 2012).

This statement, adhering to Equation 3 

min[ 
1

2
 ‖w‖2] (4) 

is minimized and optimum plane is obtained (Osuna et 

al., 1997). For the solution of Equation 4, the decision 

function using Lagrange functions 

f (x) = sign ( ∑ λi . yi
(x. xi)+bn

i=1  )  (5) 

is expressed as  (Osuna et al., 1997). 

Here; n represents the number of support vectors,  λi

positive Lanrange multipliers, y class labels, x N 

dimensional space, b trend value.  

Linear inseparable SVM 

In the classification of satellite images, a nonlinear line 

is required to make the classification (Fig.3). 

As shown in Figure 2b, the solution of the linear 

fragmentation problem can be done by adding an 

artificial variable to Equation 3 (Cortes et al., 1995; 

Huang et al., 2002). ξ (slack) takes positive values and 

expresses classification errors (Kavzoglu and Colkesen, 

2009). If Equality 3 is rearranged 

yi (w. xi + b) −1 + ξ i ≥ 0 (6) 

is obtained in the form of. 

In cases where linear separation cannot be made, the 

SVM algorithm works with a C editing parameter that is 

Çatal-Reis and Yilanci / (IJEGEO), 8(3):256-266 (2021)  
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within the range (0 < C <∞) that maximizes the 

boundary and minimizes erroneous classifications. 

(Cortes and Vapnik, 1995). In such a case, C ∑ ξ 
i

n
i=1

must be added to Equation 4. In this way, if ξ i takes

large values, the minimum condition (1/2)‖w‖2 is

applied to the solutions (Kavzoglu and Colkesen, 2009). 

Optimization problem of nonlinear data 

min[ 
1

2
‖w‖2 + C ∑ ξ i

n
i=1  ]  (7) 

is expressed as (Keerthi   Lin, 2003). 

Figure 3. Two classes that cannot be separated linearly 

Figure 4. Classification in high dimensional space with kernel functions (Kavzoglu and Colkesen, 2009) 

Table 1. Kernel function types 

Kernel  Equation Parameter 

Linear K (x, y) = x. y ─ 

Polynomial K (x, y) = ((x. y)+1)
d d: Polynomial Degree 

Radial Basis Function K (x, y) = exp (─𝜰‖(x-xi)‖
𝟐
) Υ: Kernel Size 

Sigmoid K (x, y) = tanh (b (x. y) + r) b, r: Kernel Parameters 

When the hyper plane cannot be determined by linear 

equations, the data can be classified by extending into 

the property space with the Kernel functions as shown in 

Figure 4 (Kavzoglu and Colkesen, 2009). 

Decision function as a result of applying SVM with 

Kernel functions 

f (x) = sign (∑ λi . yi. Φ (xi). Φ (xj) + bn
i=1 ) (8) 

is expressed as (Kavzoglu and Colkesen, 2009). 

As seen in Table 1, Kernel Functions used in SVMs can 

be examined in 4 groups (Colkesen and Kavzoglu, 

2008). 

SVM compared to traditional learning methods; it has 

started to be used frequently in terms of its advantages 

such as producing successful results, modeling complex 

boundaries, and working on a small amount of high data 

(Monter et al., 2005; Mountrakis et al., 2011). Also 

SVM; It appears to be more advantageous in terms of 

regression analysis, traditional machine learning 
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methods, low convergence rate compared to other 

methods such as artificial neural networks, need for 

sufficient training data, less generalization rate, over-

fitting problem and adherence to local minimum (Lu, et 

al., 2002; Mountrakis et al., 2011). 

Digital Image Processing 

Arnavutkoy is located on the European side of the in 

Istanbul (Fig.5). The change of the land cover of 

Arnavutkoy between 1995-2019 was examined. 

In this study, ArcMap 10.3 software (trial version) and 

ENVI 5.3 software (trial version) were used to create the 

necessary training data and classify using SVM 

algorithm. Working computer; it has Intel (R) Core (TM) 

i7-6500U CPU processor, 8.00 GB RAM and 64 bit 

operating system. 1995, 2005, 2010 Landsat 4-5; 2000 

Landsat 7 and 2015, 2019 Landsat 8 OLI/TIRS satellite 

images were used in this study. A total of 4 bands R, G, 

B and NIR, were selected as data bands. 

Five image processing steps were used (Fig.6). The maps 

obtained as a result of applying the steps followed in the 

application to Landsat data are as in Figure 7, Figure 8, 

Figure 9, Figure 10, Figure 11, Figure 12. 

Figure 5. Study area 

Figure 6. Study workflow 

Image Input 
Creating Training 

Data 

SVM Accuraccy Analysis 

Output 
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Figure 7. Raw data of Landsat 5-1995 (a), Image classification (b), Urban area obtained by classification (c). 

Figure 8. Raw data of Landsat 7-2000 (a), Image classification (b), Urban area obtained by classification (c) 

Çatal-Reis and Yilanci / (IJEGEO), 8(3):256-266 (2021)  
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Figure 9. Raw data of Landsat 5-2005 (a), Image classification (b), Urban area obtained by classification (c) 

Figure 10. Raw data of Landsat 5-2010 (a), Image classification (b), Urban area obtained by classification (c) 
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Figure 11. Raw data of Landsat 8-2015 (a), Image classification (b), Urban area obtained by classification (c) 

Figure 12. Raw data of Landsat 8-2019 (a), Image classification (b), Urban area obtained by classification (c) 
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Conclusion and Results 

Educational data for each satellite image obtained 

primarily in the study was created and classified with 

SVM. Afterwards, accuracy analysis was applied to the 

resulting maps. 

Accuracy analyzes obtained from the data as a result of 

classification are shown in Table 2. In addition, the 

success/performance of the study was evaluated with 

accuracy and F criteria in ROC (Receiver Operator 

Characteristics Curve) analysis (Table 3). Values above 

85% were considered excellent. 

Table 2. Landsat images classification accuracy analysis 

Years 

Accuracy of classes 

Urban Area Wetland Bare Soils Vegetation 

1995 96.41% 100.00% 97.39% 100.00% 

2000 95.12% 99.83% 97.57% 99.73% 

2005 97.45% 99.61% 97.88% 100.00% 

2010 90.12% 100.00% 96.90% 100.00% 

2015 90.23% 99.82% 94.05% 99.58% 

2019 92.82% 100.00% 95.93% 99.49% 

Table 3. Accuracy analysis of methods 

Years Accuracy F-measure Kappa Coefficient Overall Accuracy 

1995 0.986 1.000 0.982 98.66% 

2000 0.983 0.990 0.977 98.31% 

2005 0.989 0.990 0.985 98.95% 

2010 0.98 1.000 0.971 97.99% 

2015 0.963 0.990 0.951 96.37% 

2019 0.979 1.000 0.971 97.90% 

Figure 13. Temporal change graph 
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There are many criteria that affect the classification 

accuracy. The most important of these criteria is the 

resolution of the data used. Another important criterion 

is the month in which the Landsat data used are 

obtained, the cloud ratio and the image error. These 

criteria affect classification accuracy positively or 

negatively. In the image preprocessing step, attention has 

been paid to selecting the images as close as possible and 

with the minimum cloud ratio. Therefore, seasonal 

conditions affected the application to a minimum. One of 

the biggest problems encountered in the study is the 

overlap of the created classes. In the urban area and bare 

soil classes, some pixels were in similar spectral range, 

causing the classes to mix with each other. As a result, 

accuracy decreases and errors occur in the classification 

created. 

As a result of SVM application, the temporal change 

graph of urban areas obtained with the help of pixel 

values of each class is given in Figure 13. 

As a result, it has been observed that using SVM to 

classify land cover/use gives high classification accuracy 

results. The algorithm has been shown to produce a good 

result in terms of success/performance for the Landsat 

data used in this application. It has been suggested that 

the SVM algorithm is used as an optimal classifier for 

land use/cover mapping and to investigate temporal 

change. Investigation of temporal change with SVM; it 

is anticipated that there may be a base for studies such as 

urban development/construction, natural disaster 

management, coastal line and study of vegetation 

change. 
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