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#### Abstract

In this paper the sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$ which are the generalization of the classical Maddox's paranormed sequence spaces have been introduced and proved that the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$ are linearly isomorphic to spaces $c_{0}(p), c(p), \ell_{\infty}(p)$ and $\ell(p)$, respectively. Besides this, the $\alpha-, \beta-$ and $\gamma-$ duals of the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$, and $b^{r, s}(p)$ have been computed, their bases have been constructed and some topological properties of these spaces have been studied. Finally, the classes of matrices $\left(b_{0}^{r, s}(p): \mu\right),\left(b_{c}^{r, s}(p): \mu\right)$ and $\left(b^{r, s}(p): \mu\right)$ have been characterized, where $\mu$ is one of the sequence spaces $\ell_{\infty}, c$ and $c_{0}$ and derives the other characterizations for the special cases of $\mu$.


## 1. Introduction

We shall denote the space of all real-valued sequences by $w$ as a classical notation. Any vector subspace of $w$ is called a sequence space. The spaces $\ell_{\infty}, c$ and $c_{0}$ are the most common and frequently used spaces which are all bounded, convergent and null sequences, respectively. Also $b s, c s, \ell_{1}$ and $\ell_{p}$ notations are used for the spaces of all bounded, convergent, absolutely and $p-$ absolutely convergent series, respectively, where $1<p<\infty$.
First, we point out the concept of a paranorm. A linear topological space $X$ over the real field $\mathbb{R}$ is said to be a paranormed space if there is a subadditive function $g: X \rightarrow \mathbb{R}$ such that $g(\theta)=0, g(x)=g(-x)$ and scalar multiplication is continuous, i.e., $\left|\alpha_{n}-\alpha\right| \rightarrow 0$ and $g\left(x_{n}-x\right) \rightarrow 0$ imply $g\left(\alpha_{n} x_{n}-\alpha x\right) \rightarrow 0$ for all $\alpha$ 's in $\mathbb{R}$ and all $x$ 's in $X$, where $\theta$ is the zero vector in the linear space $X$.
Assume here and after that $\left(p_{k}\right)$ be a bounded sequences of strictly positive real numbers with $\sup p_{k}=H$ and $L=\max \{1, H\}$. Then, the linear spaces $\ell_{\infty}(p), c(p), c_{0}(p)$ and $\ell(p)$ were defined by Maddox [19] (see also Simons [21] and Nakano [20]) as follows:

$$
\begin{aligned}
& \ell_{\infty}(p)=\left\{x=\left(x_{k}\right) \in w: \sup _{k \in \mathbb{N}}\left|x_{k}\right|^{p_{k}}<\infty\right\}, \\
& c(p)=\left\{x=\left(x_{k}\right) \in w: \lim _{k \rightarrow \infty}\left|x_{k}-l\right|^{p_{k}}=0 \text { for some } l \in \mathbb{R}\right\}, \\
& c_{0}(p)=\left\{x=\left(x_{k}\right) \in w: \lim _{k \rightarrow \infty}\left|x_{k}\right|^{p_{k}}=0\right\} \\
& \ell(p)=\left\{x=\left(x_{k}\right) \in w: \sum_{k}\left|x_{k}\right|^{p_{k}}<\infty\right\},
\end{aligned}
$$

which are the complete spaces paranormed by

$$
g_{1}(x)=\sup _{k \in \mathbb{N}}\left|x_{k}\right|^{p_{k} / L} \Longleftrightarrow \inf p_{k}>0 \text { and } g_{2}(x)=\left(\sum_{k}\left|x_{k}\right|^{p_{k}}\right)^{1 / L}
$$

respectively. For convenience in notation, here and in what follows, the summation without limits runs from 0 to $\infty$. By $\mathscr{F}$ and $\mathbb{N}_{k}$, we shall denote the collection of all finite subsets of $\mathbb{N}$ and the set of all $n \in \mathbb{N}$ such that $n \geq k$, respectively. We shall assume throughout that $p_{k}^{-1}+\left(p_{k}^{\prime}\right)^{-1}=1$ provided $1<\inf p_{k} \leq H<\infty$.

Let $\lambda, \mu$ be any two sequence spaces and $A=\left(a_{n k}\right)$ be an infinite matrix of real numbers $a_{n k}$, where $n, k \in \mathbb{N}$. Then, we say that $A$ defines a matrix mapping from $\lambda$ into $\mu$, and we denote it by $A: \lambda \rightarrow \mu$, if for every sequence $x=\left(x_{k}\right) \in \lambda$, the sequence $A x=\left\{(A x)_{n}\right\}$, the $A$-transform of $x$, is in $\mu$, where

$$
\begin{equation*}
(A x)_{n}=\sum_{k} a_{n k} x_{k},(n \in \mathbb{N}) \tag{1.1}
\end{equation*}
$$

$\operatorname{By}(\lambda: \mu)$, we denote the class of all matrices $A$ such that $A: \lambda \rightarrow \mu$. Thus, $A \in(\lambda: \mu)$ if and only if the series on the right-hand side of (1.1) converges for each $n \in \mathbb{N}$ and every $x \in \lambda$, and we have $A x=\left\{(A x)_{n}\right\}_{n \in \mathbb{N}} \in \mu$ for all $x \in \mu$. A sequence $x$ is said to be $A$-summable to $\alpha$ if $A x$ converges to $\alpha$ which is called the $A$-limit of $x$.

## 2. The sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$

In this section, we define the sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$, and prove that $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$ are the complete paranormed linear spaces.
For a sequence space $\lambda$, the matrix domain $\lambda_{A}$ of an infinite matrix $A$ is defined by

$$
\begin{equation*}
\lambda_{A}=\left\{x=\left(x_{k}\right) \in w: A x \in \lambda\right\} \tag{2.1}
\end{equation*}
$$

In [7], Choudhary and Mishra have defined the sequence space $\overline{\ell(p)}$ which consists of all sequences such that $S$-transforms are in $\ell_{(p)}$, where $S=\left(s_{n k}\right)$ is defined by

$$
s_{n k}=\left\{\begin{array}{lc}
1 & , \quad 0 \leq k \leq n \\
0 & , \quad k>n
\end{array}\right.
$$

Başar and Altay [3] have studied the space $b s(p)$ which is formerly defined by Başar in [4] as the set of all series whose sequences of partial sums are in $\ell_{\infty}(p)$. More recently, Altay and Başar have studied the sequence spaces $r^{t}(p), r_{\infty}^{t}(p)$ in [1] and $r_{c}^{t}(p), r_{0}^{t}(p)$ in [2] which are derived by the Riesz means from the sequence spaces $\ell(p), \ell_{\infty}(p), c(p)$ and $c_{0}(p)$ of Maddox, respectively.
With the notation of (2.1), the spaces $\overline{\ell(p)}, b s(p), r^{t}(p), r_{\infty}^{t}(p), r_{c}^{t}(p)$ and $r_{0}^{t}(p)$ may be redefined by

$$
\begin{aligned}
& \overline{\ell(p)}=[\ell(p)]_{S}, b s(p)=\left[\ell_{\infty}(p)\right]_{S}, r^{t}(p)=[\ell(p)]_{R}^{t} \\
& r_{\infty}^{t}(p)=\left[\ell_{\infty}(p)\right]_{R}^{t}, r_{c}^{t}(p)=[c(p)]_{R}^{t}, r_{0}^{t}(p)=\left[c_{0}(p)\right]_{R}^{t}
\end{aligned}
$$

In [8], Demiriz and Çakan have defined the sequence spaces $e_{0}^{r}(u, p)$ and $e_{c}^{r}(u, p)$ which consists of all sequences such that $E^{r, u}$ - transforms are in $c_{0}(p)$ and $c(p)$, respectively $E^{r, u}=\left\{e_{n k}^{r}(u)\right\}$ is defined by

$$
e_{n k}^{r}(u)=\left\{\begin{array}{ccc}
\binom{n}{k}(1-r)^{n-k} r^{k} u_{k} & , \quad(0 \leq k \leq n) \\
0 & , \quad(k>n)
\end{array}\right.
$$

for all $k, n \in \mathbb{N}$ and $0<r<1$.
In [5] and [6], the Binomial sequence spaces $b_{0}^{r, s}, b_{c}^{r, s}, b_{\infty}^{r, s}$ and $b_{p}^{r, s}$, which are the matrix domains of Binomial mean $B^{r, s}$ in the sequence spaces $c_{0}, c, \ell_{\infty}$ and $\ell_{p}$, respectively, are introduced, some inclusion relations and Schauder basis for the spaces $b_{0}^{r, s}, b_{c}^{r, s}, b_{\infty}^{r, s}$ and $b_{p}^{r, s}$ are given, and the $\alpha-, \beta$ - and $\gamma$ - duals of those spaces are determined. For more papers related to sequence spaces and matrix domains of different infinite matrices one can see $[13,12]$ and references therein. The main purpose of this paper is to introduce the sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$ which are the set of all sequences whose $B^{r, s}-\operatorname{transforms}$ are in the spaces $c_{0}(p), c(p), \ell_{\infty}(p)$ and $\ell(p)$, respectively; where $B^{r, s}$ denotes the matrix $B^{r, s}=\left\{b_{n k}^{r, s}\right\}$ defined by

$$
b_{n k}^{r, s}=\left\{\begin{array}{cc}
\frac{1}{(s+r)^{n}}\binom{k}{n} s^{n-k} r^{k} & , \quad 0 \leq k \leq n \\
0 & ,
\end{array}\right.
$$

where $s r>0$. Also, we have constructed the basis and computed the $\alpha-, \beta-$ and $\gamma-$ duals and investigated some topological properties of the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$.
Following Choudhary and Mishra [7], Başar and Altay [3], Altay and Başar [1, 2], Demiriz [8], Kirişçi [14, 15], Candan and Güneş [16] and Ellidokuzog̃lu and Demiriz [9], we define the sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$, as the sets of all sequences such that $B^{r, s}$-transforms of them are in the spaces $c_{0}(p), c(p), \ell_{\infty}(p)$ and $\ell(p)$, respectively, that is,

$$
\begin{aligned}
& b_{0}^{r, s}(p)=\left\{x=\left(x_{k}\right) \in w: \lim _{n \rightarrow \infty}\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}\right|^{p_{n}}=0\right\} \\
& b_{c}^{r, s}(p)=\left\{x=\left(x_{k}\right) \in w: \exists l \in \mathbb{C} \ni \lim _{n \rightarrow \infty}\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}-l\right|^{p_{n}}=0\right\} \\
& b_{\infty}^{r, s}(p)=\left\{x=\left(x_{k}\right) \in w: \sup _{n \in \mathbb{N}}\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}\right|^{p_{n}}<\infty\right\} \\
& b^{r, s}(p)=\left\{x=\left(x_{k}\right) \in w: \sum_{n}\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}\right|^{p_{n}}<\infty\right\}
\end{aligned}
$$

In the case $\left(p_{n}\right)=e=(1,1,1, \ldots)$, the sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$ are, respectively, reduced to the sequence spaces $b_{0}^{r, s}, b_{c}^{r, s}, b_{\infty}^{r, s}$ and $b_{p}^{r, s}$ which are introduced by Bişgin [5, 6]. With the notation of (2.1), we may redefine the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$ as follows:

$$
b_{0}^{r, s}(p)=\left[c_{0}(p)\right]_{B^{r s s}}, b_{c}^{r, s}(p)=[c(p)]_{B^{r s}}, b_{\infty}^{r, s}(p)=\left[\ell_{\infty}(p)\right]_{B^{r s s}} \text { and } b^{r, s}(p)=[\ell(p)]_{B^{r s s}}
$$

Define the sequence $y=\left\{y_{n}(r, s)\right\}$, which will be frequently used, as the $B^{r, s}$-transform of a sequence $x=\left(x_{k}\right)$, i.e.,

$$
\begin{equation*}
y_{n}(r, s):=\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k} ; \text { for all } k \in \mathbb{N} . \tag{2.2}
\end{equation*}
$$

Now, we may begin with the following theorem which is essential in the text.
Theorem 2.1. $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b_{\infty}^{r, s}(p)$ are the complete linear metric space paranormed by $g$, defined by

$$
\begin{equation*}
g(x)=\sup _{n \in \mathbb{N}}\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}\right|^{p_{n} / L} . \tag{2.3}
\end{equation*}
$$

In addition, $b^{r, s}(p)$ is the complete linear metric space paranormed by $h$, defined by

$$
\begin{equation*}
h(x)=\left(\sum_{n=0}^{\infty}\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}\right|^{p_{n}}\right)^{1 / M} . \tag{2.4}
\end{equation*}
$$

Proof. First, we give the proof for $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b_{\infty}^{r, s}(p)$. Since the proof is similar for $b_{c}^{r, s}(p)$ and $b_{\infty}^{r, s}(p)$, we give the proof only for the space $b_{0}^{r, s}(p)$. The linearity of $b_{0}^{r, s}(p)$ with respect to the co-ordinatewise addition and scalar multiplication follows from the following inequalities which are satisfied for $x, z \in b_{0}^{r, s}(p)$ (see Maddox [18, p.30])

$$
\begin{equation*}
\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k}\left(x_{k}+z_{k}\right)\right|^{p_{n} / L} \leq\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}\right|^{p_{n} / L}+\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} z_{k}\right|^{p_{n} / L} \tag{2.5}
\end{equation*}
$$

and for any $\alpha \in \mathbb{R}$ (see [21])

$$
\begin{equation*}
|\alpha|^{p_{n}} \leq \max \left\{1,|\alpha|^{L}\right\}=K . \tag{2.6}
\end{equation*}
$$

Using (2.6) inequality, we get

$$
\begin{aligned}
\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k}\left(\alpha x_{k}\right)\right|^{p_{n} / L} & =|\alpha|^{p_{n} / L}\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}\right|^{p_{n} / L} \\
& \leq K^{1 / L}\left|\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k}\right|^{p_{n} / L}
\end{aligned}
$$

for $x \in b_{0}^{r, s}(p)$. This shows the space $b_{0}^{r, s}(p)$ is a linear space.
Now we will see that $g$ is a paranorm on $b_{0}^{r, s}(p)$. It is clear that $g(\theta)=0$ and $g(x)=g(-x)$ for all $x \in b_{0}^{r, s}(p)$.
Let $\left\{x^{n}\right\}$ be any sequence of the points $x^{n} \in b_{0}^{r, s}(p)$ such that $g\left(x^{n}-x\right) \rightarrow 0$ and $\left(\alpha_{n}\right)$ also be any sequence of scalars such that $\alpha_{n} \rightarrow \alpha$. Then, since the inequality

$$
g\left(x^{n}\right) \leq g(x)+g\left(x^{n}-x\right)
$$

holds by the subadditivity of $g,\left\{g\left(x^{n}\right)\right\}$ is bounded and we thus have

$$
\begin{align*}
g\left(\alpha_{n} x^{n}-\alpha x\right) & =\sup _{k \in \mathbb{N}}\left|\frac{1}{(s+r)^{k}} \sum_{j=0}^{k}\binom{k}{j} s^{k-j_{r} j}\left(\alpha_{n} x_{j}^{n}-\alpha x_{j}\right)\right|^{p_{k} / L} \\
& \leq\left|\alpha_{n}-\alpha\right| g\left(x^{n}\right)+|\alpha| g\left(x^{n}-x\right) \tag{2.7}
\end{align*}
$$

which tends to zero as $n \rightarrow \infty$. This means that the scalar multiplication is continuous. Hence, $g$ is a paranorm on the space $b_{0}^{r, s}(p)$.
It remains to prove the completeness of the space $b_{0}^{r, s}(p)$. Let $\left\{x^{i}\right\}$ be any Cauchy sequence in the space $b_{0}^{r, s}(p)$, where $x^{i}=\left\{x_{0}^{(i)}, x_{1}^{(i)}, x_{2}^{(i)}, \ldots\right\}$. Then, for a given $\varepsilon>0$ there exists a positive integer $n_{0}(\varepsilon)$ such that

$$
g\left(x^{i}-x^{j}\right)<\frac{\varepsilon}{2}
$$

for all $i, j>n_{0}(\varepsilon)$. Using the definition of $g$ we obtain for each fixed $k \in \mathbb{N}$ that

$$
\begin{equation*}
\left|\left(B^{r, s} x^{i}\right)_{k}-\left(B^{r, s} x^{j}\right)_{k}\right|^{p_{k} / L} \leq \sup _{k \in \mathbb{N}}\left|\left(B^{r, s} x^{i}\right)_{k}-\left(B^{r, s} x^{j}\right)_{k}\right|^{p_{k} / L}<\frac{\varepsilon}{2} \tag{2.8}
\end{equation*}
$$

for every $i, j>n_{0}(\varepsilon)$ which leads to the fact that $\left\{\left(B^{r, s} x^{0}\right)_{k},\left(B^{r, s} x^{1}\right)_{k},\left(B^{r, s} x^{2}\right)_{k}, \ldots\right\}$ is a Cauchy sequence of real numbers for every fixed $k \in \mathbb{N}$. Since $\mathbb{R}$ is complete, it converges, say $\left(B^{r, s} x^{i}\right)_{k} \rightarrow\left(B^{r, s} x\right)_{k}$ as $i \rightarrow \infty$. Using these infinitely many limits $\left(B^{r, s} x\right)_{0},\left(B^{r, s} x\right)_{1}, \ldots$, we define the sequence $\left\{\left(B^{r, s} x\right)_{0},\left(B^{r, s} x\right)_{1}, \ldots\right\}$. From (2.8) with $j \rightarrow \infty$, we have

$$
\begin{equation*}
\left|\left(B^{r, s} x^{i}\right)_{k}-\left(B^{r, s} x\right)_{k}\right|^{p_{k} / L} \leq \frac{\varepsilon}{2}\left(i, j>n_{0}(\varepsilon)\right) \tag{2.9}
\end{equation*}
$$

for every fixed $k \in \mathbb{N}$. Since $x^{i}=\left\{x_{k}^{(i)}\right\} \in b_{0}^{r, s}(p)$ for each $i \in \mathbb{N}$, there exists $k_{0}(\varepsilon) \in \mathbb{N}$ such that

$$
\begin{equation*}
\left|\left(B^{r, s} x^{i}\right)_{k}\right|^{p_{k} / L}<\frac{\varepsilon}{2} \tag{2.10}
\end{equation*}
$$

for every $k \geq k_{0}(\varepsilon)$ and for each fixed $i \in \mathbb{N}$. Therefore, taking a fixed $i>n_{0}(\varepsilon)$ we obtain by (2.9) and (2.10) that

$$
\left|\left(B^{r, s} x\right)_{k}\right|^{p_{k} / L} \leq\left|\left(B^{r, s} x\right)_{k}-\left(B^{r, s} x^{i}\right)_{k}\right|^{p_{k} / L}+\left|\left(B^{r, s} x^{i}\right)_{k}\right|^{p_{k} / L}<\frac{\varepsilon}{2}
$$

for every $k>k_{0}(\varepsilon)$. This shows that $x \in b_{0}^{r, s}(p)$. Since $\left\{x^{i}\right\}$ was an arbitrary Cauchy sequence, the space $b_{0}^{r, s}(p)$ is complete and this concludes the proof.
Now lets show that, $b^{r, s}(p)$ is the complete linear metric space paranormed by $h$ defined by (2.4). It is easy to see that the space $b^{r, s}(p)$ is linear with respect to the coordinate-wise addition and scalar multiplication. Therefore, we first show that it is a paranormed space with the paranorm $h$ defined by (2.4).

It is clear that $h(\theta)=0$ where $\theta=(0,0,0, \ldots)$ and $h(x)=h(-x)$ for all $x \in b^{r, s}(p)$.
Let $x, y \in b^{r, s}(p)$; then by Minkowski's inequality we have

$$
\begin{align*}
h(x+y) & =\left(\sum_{k=0}^{\infty}\left|\frac{1}{(s+r)^{k}} \sum_{j=0}^{k}\binom{k}{j} s^{k-j_{r} j}\left(x_{j}+y_{j}\right)\right|^{p_{k}}\right)^{1 / M} \\
& =\left(\sum_{k=0}^{\infty}\left[\left|\frac{1}{(s+r)^{k}} \sum_{j=0}^{k}\binom{k}{j} s^{k-j_{r} j}\left(x_{j}+y_{j}\right)\right|^{p_{k} / M}\right]^{M}\right)^{1 / M} \\
& \leq\left(\sum_{k=0}^{\infty}\left|\frac{1}{(s+r)^{k}} \sum_{j=0}^{k}\binom{k}{j} s^{k-j_{r} r^{j} x_{j}}\right|^{p_{k}}\right)^{1 / M}+\left(\sum_{k=0}^{\infty}\left[\left.\frac{1}{(s+r)^{k}} \sum_{j=0}^{k}\binom{k}{j} s^{k-j_{r} j^{j} y_{j}}\right|^{p_{k}}\right)^{1 / M}\right. \\
& =h(x)+h(y) \tag{2.11}
\end{align*}
$$

and for any $\alpha \in \mathbb{R}$ we immediately see that

$$
\begin{equation*}
|\alpha|^{p_{k}} \leq \max \left\{1,|\alpha|^{M}\right\} \tag{2.12}
\end{equation*}
$$

Let $\left\{x^{n}\right\}$ be any sequence of the points $x^{n} \in b^{r, s}(p)$ such that $h\left(x^{n}-x\right) \rightarrow 0$ and $\left(\lambda_{n}\right)$ also be any sequence of scalars such that $\lambda_{n} \rightarrow \lambda$. We observe that

$$
\begin{equation*}
h\left(\lambda_{n} x^{n}-\lambda x\right) \leq h\left[\left(\lambda_{n}-\lambda\right)\left(x^{n}-x\right)\right]+h\left[\lambda\left(x^{n}-x\right)\right]+h\left[\left(\lambda_{n}-\lambda\right) x\right] . \tag{2.13}
\end{equation*}
$$

It follows from $\lambda_{n} \rightarrow \lambda(n \rightarrow \infty)$ that $\left|\lambda_{n}-\lambda\right|<1$ for all sufficiently large $n$; hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty} h\left[\left(\lambda_{n}-\lambda\right)\left(x^{n}-x\right)\right] \leq \lim _{n \rightarrow \infty} h\left(x^{n}-x\right)=0 . \tag{2.14}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} h\left[\lambda\left(x^{n}-x\right)\right] \leq \max \left\{1,|\lambda|^{M}\right\} \lim _{n \rightarrow \infty} h\left(x^{n}-x\right)=0 . \tag{2.15}
\end{equation*}
$$

Also, we have

$$
\begin{equation*}
\left.\lim _{n \rightarrow \infty} h\left[\left(\lambda_{n}-\lambda\right) x\right)\right] \leq \lim _{n \rightarrow \infty}\left|\lambda_{n}-\lambda\right| h(x)=0 . \tag{2.16}
\end{equation*}
$$

Then, we obtain from (2.13), (2.14), (2.15) and (2.16) that $h\left(\lambda_{n} x^{n}-\lambda x\right) \rightarrow 0$, as $n \rightarrow \infty$. This shows that $h$ is a paranorm on $b^{r, s}(p)$. Now, we show that $b^{r, s}(p)$ is complete. Let $\left\{x^{n}\right\}$ be any Cauchy sequence in the space $b^{r, s}(p)$, where $x^{n}=\left\{x_{0}^{(n)}, x_{1}^{(n)}, x_{2}^{(n)}, \ldots\right\}$. Then, for a given $\varepsilon>0$, there exists a positive integer $n_{0}(\varepsilon)$ such that $h\left(x^{n}-x^{m}\right)<\varepsilon$ for all $n, m>n_{0}(\varepsilon)$. Since for each fixed $k \in \mathbb{N}$ that

$$
\begin{equation*}
\left|\left(B^{r, s} x^{n}\right)_{k}-\left(B^{r, s} x^{m}\right)_{k}\right| \leq\left[\sum_{k}\left|\left(B^{r, s} x^{n}\right)_{k}-\left(B^{r, s} x^{m}\right)_{k}\right|^{p_{k}}\right]^{\frac{1}{M}}=h\left(x^{n}-x^{m}\right)<\varepsilon \tag{2.17}
\end{equation*}
$$

for every $n, m>n_{0}(\varepsilon),\left\{\left(B^{r, s} x^{0}\right)_{k},\left(B^{r, s} x^{1}\right)_{k},\left(B^{r, s} x^{2}\right)_{k}, \ldots\right\}$ is a Cauchy sequence of real numbers for every fixed $k \in \mathbb{N}$. Since $\mathbb{R}$ is complete, it converges, say $\left(B^{r, s} x^{n}\right)_{k} \rightarrow\left(B^{r, s} x\right)_{k}$ as $n \rightarrow \infty$. Using these infinitely many limits $\left(B^{r, s} x\right)_{0},\left(B^{r, s} x\right)_{1}, \ldots$, we define the sequence $\left\{\left(B^{r, s} x\right)_{0},\left(B^{r, s} x\right)_{1}, \ldots\right\}$. For each $K \in \mathbb{N}$ and $n, m>n_{0}(\varepsilon)$

$$
\begin{equation*}
\left[\sum_{k=0}^{K}\left|\left(B^{r, s} x^{n}\right)_{k}-\left(B^{r, s} x^{m}\right)_{k}\right|^{p_{k}}\right]^{\frac{1}{M}} \leq h\left(x^{n}-x^{m}\right)<\varepsilon . \tag{2.18}
\end{equation*}
$$

By letting $m, K \rightarrow \infty$, we have for $n>n_{0}(\varepsilon)$ that

$$
\begin{equation*}
h\left(x^{n}-x\right)=\left[\sum_{k}\left|\left(B^{r, s} x^{n}\right)_{k}-\left(B^{r, s} x\right)_{k}\right|^{p_{k}}\right]^{\frac{1}{M}}<\varepsilon . \tag{2.19}
\end{equation*}
$$

This shows that $x^{n}-x \in b^{r, s}(p)$. Since $b^{r, s}(p)$ is a linear space, we conclude that $x \in b^{r, s}(p)$; it follows that $x^{n} \rightarrow x$, as $n \rightarrow \infty$ in $b^{r, s}(p)$, thus we have shown that $b^{r, s}(p)$ is complete.

Note that the absolute property does not hold on the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$, since there exists at least one sequence in the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$ and such that $g(x) \neq g(|x|)$, where $|x|=\left(\left|x_{k}\right|\right)$. This says that $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$ are the sequence spaces of non-absolute type.
Theorem 2.2. The sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p), b_{\infty}^{r, s}(p)$ and $b^{r, s}(p)$ are linearly isomorphic to the spaces $c_{0}(p), c(p), \ell_{\infty}(p)$ and $\ell(p)$, respectively, where $0<p_{k} \leq H<\infty$.

Proof. To avoid repetition of similar statements, we give the proof only for $b_{0}^{r, s}(p)$. We should show the existence of a linear bijection between the spaces $b_{0}^{r, s}(p)$ and $c_{0}(p)$. With the notation of (2.2), define the transformation $T$ from $b_{0}^{r, s}(p)$ to $c_{0}(p)$ by $x \mapsto y=T x$. The linearity of $T$ is trivial. Furthermore, it is obvious that $x=\theta$ whenever $T x=\theta$, and hence $T$ is injective.
Let $y \in c_{0}(p)$ and define the sequence

$$
x_{k}=\frac{1}{r^{k}} \sum_{j=0}^{k}\binom{k}{j}(-s)^{k-j}(s+r)^{j} y_{j} ; \quad(k \in \mathbb{N}) .
$$

Then, we have

$$
\begin{aligned}
\left(B^{r, s} x\right)_{n} & =\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} r^{k} x_{k} \\
& =\frac{1}{(s+r)^{n}} \sum_{k=0}^{n}\binom{n}{k} s^{n-k} \sum_{j=0}^{k}\binom{k}{j}(-s)^{k-j}(s+r)^{j} y_{j} \\
& =\frac{1}{(s+r)^{n}} \sum_{j=0}^{n}\left(\sum_{k=j}^{n}\binom{n}{k}\binom{k}{j} s^{n-k}(-s)^{k-j}(s+r)^{j}\right) y_{j} \\
& =\frac{1}{(s+r)^{n}} \sum_{j=0}^{n}\left(\sum_{k=j}^{n}\binom{n}{j}\binom{n-j}{k-j}(-1)^{k-j} s^{n-j}(s+r)^{j}\right) y_{j} \\
& =\frac{1}{(s+r)^{n}} \sum_{j=0}^{n}\binom{n}{j} s^{n-j}(s+r)^{j}\left(\sum_{k=j}^{n}\binom{n-j}{k-j}(-1)^{k-j}\right) y_{j} \\
& =\frac{1}{(s+r)^{n}} \sum_{j=0}^{n}\binom{n}{j} s^{n-j}(s+r)^{j} \delta_{n k} y_{j} \\
& =\frac{1}{(s+r)^{n}}\binom{n}{n} s^{n-n}(s+r)^{n} 1 y_{n} \\
& =y_{n} .
\end{aligned}
$$

Thus, we have that $x \in b_{0}^{r, s}(p)$ and consequently $T$ is surjective. Hence, $T$ is a linear bijection and this says that the spaces $b_{0}^{r, s}(p)$ and $c_{0}(p)$ are linearly isomorphic, as was desired.

## 3. The basis for the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$

Let $(\lambda, g)$ be a paranormed space. Recall that a sequence $\left(\beta_{k}\right)$ of the elements of $\lambda$ is called a basis for $\lambda$ if and only if, for each $x \in \lambda$, there exists a unique sequence ( $\alpha_{k}$ ) of scalars such that

$$
g\left(x-\sum_{k=0}^{n} \alpha_{k} \beta_{k}\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

The series $\sum \alpha_{k} \beta_{k}$ which has the sum $x$ is then called the expansion of $x$ with respect to $\left(\beta_{n}\right)$, and written as $x=\sum \alpha_{k} \beta_{k}$. Since it is known that the matrix domain $\lambda_{A}$ of a sequence space $\lambda$ has a basis if and only if $\lambda$ has a basis whenever $A=\left(a_{n k}\right)$ is a triangle (cf. [11, Remark 2.4]), we have the following. Because of the isomorphism $T$ is onto, defined in the proof of Theorem 2.2, the inverse image of the basis of those spaces $c_{0}(p), c(p)$ and $\ell(p)$ are the basis of the new spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$, respectively. Therefore, we have the following:
Theorem 3.1. Let $\lambda_{k}=\left(B^{r, s} x\right)_{k}$ for all $k \in \mathbb{N}$ and $0<p_{k} \leq H<\infty$. Define the sequence $b^{(k)}=\left\{b^{(k)}\right\}_{k \in \mathbb{N}}$ of the elements of the space $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$ by

$$
b_{n}^{(k)}=\left\{\begin{array}{cll}
\frac{1}{r^{n}( }\binom{n}{k}(-s)^{n-k}(s+r)^{k} & , \quad n \geq k \\
0 & , & 0 \leq k<n
\end{array}\right.
$$

(a) The sequence $\left\{b^{(k)}\right\}_{k \in \mathbb{N}}$ is a basis for the space $b_{0}^{r, s}(p)$, and any $x \in b_{0}^{r, s}(p)$ has a unique representation of the form

$$
x=\sum_{k} \lambda_{k} b^{(k)}
$$

(b) The set $\left\{e, b^{(1)}(r), b^{(2)}(r), \ldots\right\}$ is a basis for the space $b_{c}^{r, s}(p)$, and any $x \in b_{c}^{r, s}(p)$ has a unique representation of the form

$$
x=l e+\sum_{k}\left[\lambda_{k}-l\right] b^{(k)}
$$

where $l=\lim _{k \rightarrow \infty}\left(B^{r, s} x\right)_{k}$.
(c) The sequence $\left\{b^{(k)}\right\}_{k \in \mathbb{N}}$ is a basis for the space $b^{r, s}(p)$, and any $x \in b^{r, s}(p)$ has a unique representation of the form

$$
x=\sum_{k} \lambda_{k} b^{(k)} .
$$

## 4. The $\alpha-, \beta-$ and $\gamma$-duals of the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$

In this section, we state and prove the theorems determining the $\alpha-, \beta$ - and $\gamma$-duals of the sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$ of non-absolute type.

We shall firstly give the definition of $\alpha-, \beta$ - and $\gamma$-duals of sequence spaces and after quoting the lemmas which are needed in proving the theorems given in Section 4.
The set $S(\lambda, \mu)$ defined by

$$
\begin{equation*}
S(\lambda, \mu)=\left\{z=\left(z_{k}\right) \in w: x z=\left(x_{k} z_{k}\right) \in \mu \text { for all } x=\left(x_{k}\right) \in \lambda\right\} \tag{4.1}
\end{equation*}
$$

is called the multiplier space of the sequence spaces $\lambda$ and $\mu$. One can eaisly observe for a sequence space $v$ with $\lambda \supset v \supset \mu$ that the inclusions

$$
S(\lambda, \mu) \subset S(v, \mu) \text { and } S(\lambda, \mu) \subset S(\lambda, v)
$$

hold. With the notation of (4.1), the alpha-, beta- and gamma-duals of a sequence space $\lambda$, which are respectively denoted by $\lambda^{\alpha}, \lambda^{\beta}$ and $\lambda^{\gamma}$ are defined by

$$
\lambda^{\alpha}=S\left(\lambda, \ell_{1}\right), \lambda^{\beta}=S(\lambda, c s) \text { and } \lambda^{\gamma}=S(\lambda, b s)
$$

The alpha-, beta- and gamma-duals of a sequence space are also referred as Köthe- Toeplitz dual, generalized Köthe-Toeplitz dual and Garling dual of a sequence space, respectively.

For to give the alpha-, beta- and gamma-duals of the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$ of non-absolute type, we need the following lemma:
Lemma 4.1. [10, $\left.q_{n}=1\right]$ Let $A=\left(a_{n k}\right)$ be an infinite matrix. Then, the following statements hold
(i) $A \in\left(c_{o}(p): \ell(q)\right)$ if and only if

$$
\begin{equation*}
\sup _{K \in \mathscr{F}} \sum_{n}\left|\sum_{k \in K} a_{n k} M^{-1 / p_{k}}\right|<\infty, \exists M \in \mathbb{N}_{2} \tag{4.2}
\end{equation*}
$$

(ii) $A \in(c(p): \ell(q))$ if and only if (4.2) holds and

$$
\begin{equation*}
\sum_{n}\left|\sum_{k} a_{n k}\right|<\infty \tag{4.3}
\end{equation*}
$$

(iii) $A \in\left(c_{0}(p): c(q)\right)$ if and only if

$$
\begin{align*}
& \sup _{n \in \mathbb{N}} \sum_{k}\left|a_{n k}\right| M^{-1 / p_{k}}<\infty, \exists M \in \mathbb{N}_{2}, \\
& \exists\left(\alpha_{k}\right) \subset \mathbb{R} \ni \lim _{n \rightarrow \infty}\left|a_{n k}-\alpha_{k}\right|=0 \text { for all } k \in \mathbb{N},  \tag{4.5}\\
& \exists\left(\alpha_{k}\right) \subset \mathbb{R} \ni \sup _{n \in \mathbb{N}} \sum_{k}\left|a_{n k}-\alpha_{k}\right| M^{-1 / p_{k}}<\infty, \exists M \in \mathbb{N}_{2} . \tag{4.6}
\end{align*}
$$

(iv) $A \in(c(p): c(q))$ if and only if (4.4), (4.5), (4.6) hold and

$$
\begin{equation*}
\exists \alpha \in \mathbb{R} \ni \lim _{n \rightarrow \infty}\left|\sum_{k} a_{n k}-\alpha\right|=0 \tag{4.7}
\end{equation*}
$$

(v) $A \in\left(c_{o}(p): \ell_{\infty}(q)\right)$ if and only if

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \sum_{k}\left|a_{n k}\right| M^{-1 / p_{k}}<\infty, \exists M \in \mathbb{N}_{2} . \tag{4.8}
\end{equation*}
$$

(vi) $A \in\left(c(p): \ell_{\infty}(q)\right)$ if and only if (4.8) holds and

$$
\begin{equation*}
\sup _{n}\left|\sum_{k} a_{n k}\right|<\infty, \exists M \in \mathbb{N}_{2} \tag{4.9}
\end{equation*}
$$

(vii) $A \in\left(\ell(p): \ell_{1}\right)$ if and only if
(a) Let $0<p_{k} \leq 1$ for all $k \in \mathbb{N}$. Then

$$
\begin{equation*}
\sup _{N \in \mathscr{F}} \sup _{k \in \mathbb{N}}\left|\sum_{n \in N} a_{n k}\right|^{p_{k}}<\infty . \tag{4.10}
\end{equation*}
$$

(b) Let $1<p_{k} \leq H<\infty$ for all $k \in \mathbb{N}$. Then, there exists an integer $M>1$ such that

$$
\begin{equation*}
\sup _{N \in \mathscr{F}} \sum_{k}\left|\sum_{n \in N} a_{n k} M^{-1}\right|^{p_{k}^{\prime}}<\infty . \tag{4.11}
\end{equation*}
$$

Lemma 4.2. [17] Let $A=\left(a_{n k}\right)$ be an infinite matrix. Then, the following statements hold
(i) $A \in\left(\ell(p): \ell_{\infty}\right)$ if and only if
(a) Let $0<p_{k} \leq 1$ for all $k \in \mathbb{N}$. Then,

$$
\begin{equation*}
\sup _{n, k \in \mathbb{N}}\left|a_{n k}\right|^{p_{k}}<\infty \tag{4.12}
\end{equation*}
$$

(b) Let $1<p_{k} \leq H<\infty$ for all $k \in \mathbb{N}$. Then, there exists an integer $M>1$ such that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \sum_{k}\left|a_{n k} M^{-1}\right|^{p_{k}^{\prime}}<\infty \tag{4.13}
\end{equation*}
$$

(ii) Let $0<p_{k} \leq H<\infty$ for all $k \in \mathbb{N}$. Then, $A=\left(a_{n k}\right) \in(\ell(p)$ :c) if and only if (4.12) and (4.13) hold, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} a_{n k}=\beta_{k}, \forall k \in \mathbb{N} \tag{4.14}
\end{equation*}
$$

Theorem 4.3. Let $K \in \mathscr{F}$ and $K^{*}=\{k \in \mathbb{N}: n \geq k\} \cap K$ for $K \in \mathscr{F}$. Define the sets $T_{1}^{r}(p), T_{2}^{r}, T_{3}(p)$ and $T_{4}(p)$ as follows:

$$
\begin{aligned}
& T_{1}(p)=\bigcup_{M>1}\left\{a=\left(a_{k}\right) \in w: \sup _{K \in \mathscr{F}} \sum_{n}\left|\sum_{k \in K^{*}} c_{n k} M^{-1 / p_{k}}\right|<\infty\right\} \\
& T_{2}=\left\{a=\left(a_{k}\right) \in w: \sum_{n}\left|\sum_{k=0}^{n} c_{n k}\right| \text { exists for each } n \in \mathbb{N}\right\} \\
& T_{3}(p)=\bigcup_{M>1}\left\{a=\left(a_{k}\right) \in w: \sup _{N \in \mathscr{F}} \sum_{k}\left|\sum_{n \in N} c_{n k} M^{-1}\right|^{p_{k}^{\prime}}<\infty,\right. \\
& T_{4}(p)=\left\{a=\left(a_{k}\right) \in w: \sup _{N \in \mathscr{F}} \sup _{k \in \mathbb{N}}\left|\sum_{n \in N} c_{n k}\right|^{p_{k}}<\infty\right\}
\end{aligned}
$$

where the matrix $C=\left(c_{n k}\right)$ defined by

$$
c_{n k}=\left\{\begin{array}{cll}
\frac{1}{r^{n}} \sum_{k=0}^{n}\binom{n}{k}(-s)^{n-k}(s+r)^{k} a_{n} & , \quad 0 \leq k \leq n  \tag{4.15}\\
0 & , \quad k \geq n
\end{array}\right.
$$

Then, $\left[b_{0}^{r, s}(p)\right]^{\alpha}=T_{1}(p),\left[b_{c}^{r, s}(p)\right]^{\alpha}=T_{1}(p) \cap T_{2}$ and

$$
\left[b^{r, s}(p)\right]^{\alpha}= \begin{cases}T_{3}(p) & 1<p_{k} \leq H<\infty, \forall k \in \mathbb{N}  \tag{4.16}\\ T_{4}(p) & 0<p_{k} \leq 1, \forall k \in \mathbb{N}\end{cases}
$$

Proof. We chose the sequence $a=\left(a_{k}\right) \in w$. We can easily derive that with the (2.2) that

$$
\begin{equation*}
a_{n} x_{n}=\frac{1}{r^{n}} \sum_{k=0}^{n}\binom{n}{k}(-s)^{n-k}(s+r)^{k} a_{n} y_{k}=(C y)_{n}, \quad(n \in \mathbb{N}) \tag{4.17}
\end{equation*}
$$

for all $k, n \in \mathbb{N}$, where $C=\left(c_{n k}\right)$ defined by (4.15). It follows from (4.17) that $a x=\left(a_{n} x_{n}\right) \in \ell_{1}$ whenever $x \in b_{0}^{r, s}(p)$ if and only if $C y \in \ell_{1}$ whenever $y \in c_{0}(p)$. This means that $a=\left(a_{n}\right) \in\left[b_{0}^{r, s}(p)\right]^{\alpha}$ if and only if $C \in\left(c_{0}(p): \ell_{1}\right)$. Then, we derive by (4.2) with $q_{n}=1$ for all $n \in \mathbb{N}$ that $\left[b_{0}^{r, s}(p)\right]^{\alpha}=T_{1}^{r}(p)$.
Using the (4.3) with $q_{n}=1$ for all $n \in \mathbb{N}$ and (4.17), the proof of the $\left[b_{c}^{r, s}(p)\right]^{\alpha}=T_{1}^{r}(p) \cap T_{2}$ can also be obtained in a similar way. Also, using the (4.10),(4.11) and (4.17), the proof of the

$$
\left[b^{r, s}(p)\right]^{\alpha}= \begin{cases}T_{3}(p) & 1<p_{k} \leq H<\infty, \forall k \in \mathbb{N} \\ T_{4}(p) & 0<p_{k} \leq 1, \forall k \in \mathbb{N}\end{cases}
$$

can also be obtained in a similar way.

Theorem 4.4. The matrix $D=\left(d_{n k}\right)$ is defined by

$$
d_{n k}=\left\{\begin{array}{cl}
\sum_{j=k}^{n}\binom{j}{k}(-s)^{j-k} r^{-j}(r+s)^{k} a_{j} & , \quad(0 \leq k \leq n)  \tag{4.18}\\
0 & , \quad(k>n)
\end{array}\right.
$$

for all $k, n \in \mathbb{N}$. Define the sets $T_{5}(p), T_{6}, T_{7}(p), T_{8}, T_{9}(p), T_{10}$ and $T_{11}(p)$ as follows:

$$
\begin{aligned}
& T_{5}(p)=\bigcup_{M>1}\left\{a=\left(a_{k}\right) \in w: \sup _{n \in \mathbb{N}} \sum_{k=0}^{n}\left|d_{n k}\right| M^{-1 / p_{k}}<\infty\right\} \\
& T_{6}=\left\{a=\left(a_{k}\right) \in w: \lim _{n \rightarrow \infty}\left|d_{n k}\right| \text { exists for each } k \in \mathbb{N}\right\} \\
& T_{7}(p)=\bigcup_{M>1}\left\{a=\left(a_{k}\right) \in w: \exists\left(\alpha_{k}\right) \subset \mathbb{R} \ni \sup _{n \in \mathbb{N}} \sum_{k=0}^{n}\left|d_{n k}-\alpha_{k}\right| M^{-1 / p_{k}}<\infty\right\}, \\
& T_{8}=\left\{a=\left(a_{k}\right) \in w: \lim _{n \rightarrow \infty} \sum_{k=0}^{n}\left|d_{n k}\right| \text { exists }\right\}, \\
& T_{9}(p)=\bigcup_{M>1}\left\{a=\left(a_{k}\right) \in w:\left.\sup _{n \in \mathbb{N}} \sum_{k}\left|d_{n k} M^{-1}\right|\right|^{p_{k}^{\prime}}<\infty\right\} \\
& T_{10}=\left\{a=\left(a_{k}\right) \in w: \lim _{n \rightarrow \infty} d_{n k} \text { exists for each } k \in \mathbb{N}\right\}, \\
& T_{11}(p)=\left\{a=\left(a_{k}\right) \in w: \sup _{n, k \in \mathbb{N}}\left|d_{n k}\right| p_{k}<\infty\right\} .
\end{aligned}
$$

Then, $\left[b_{0}^{r, s}(p)\right]^{\beta}=T_{5}(p) \cap T_{6} \cap T_{7}(p),\left[b_{c}^{r, s}(p)\right]^{\beta}=\left[b_{0}^{r, s}(p)\right]^{\beta} \cap T_{8}$ and

$$
\left[b^{r, s}(p)\right]^{\beta}=\left\{\begin{array}{lll}
T_{9}(p) \cap T_{10} & , & 1<p_{k} \leq H<\infty, \forall k \in \mathbb{N}  \tag{4.19}\\
T_{10} \cap T_{11}(p) & , & 0<p_{k} \leq 1, \forall k \in \mathbb{N}
\end{array}\right.
$$

Proof. We give the proof again only for the space $b_{0}^{r, s}(p)$. Consider the equation

$$
\begin{align*}
\sum_{k=0}^{n} a_{k} x_{k} & =\sum_{k=0}^{n}\left[\frac{1}{r^{k}} \sum_{j=0}^{k}\binom{k}{j}(-s)^{k-j}(s+r)^{j} y_{j}\right] a_{k} \\
& =\sum_{k=0}^{n}\left[\sum_{j=k}^{n}\binom{j}{k}(-s)^{j-k} r^{-j}(r+s)^{k} a_{j}\right] y_{k}=(D y)_{n} \tag{4.20}
\end{align*}
$$

where $D=\left(d_{n k}\right)$ defined by (4.18). Thus, we deduce from (4.20) that $a x=\left(a_{k} x_{k}\right) \in c s$ whenever $x=\left(x_{k}\right) \in b_{0}^{r, s}(p)$ if and only if $D y \in c$ whenever $y=\left(y_{k}\right) \in c_{0}(p)$. That is to say that $a=\left(a_{k}\right) \in\left[b_{0}^{r, s}(p)\right]^{\beta}$ if and only if $D \in\left(c_{0}(p): c\right)$. Therefore, we derive from (4.4),(4.5) and (4.6) with $q_{n}=1$ for all $n \in \mathbb{N}$ that $\left[b_{0}^{r, s}(p)\right]^{\beta}=T_{5}(p) \cap T_{6} \cap T_{7}(p)$.

Using the (4.4),(4.5), (4.6) and (4.7) with $q_{n}=1$ for all $n \in \mathbb{N}$ and (4.20), the proofs of the $\left[b_{c}^{r, s}(p)\right]^{\beta}=\left[b_{0}^{r, s}(p)\right]^{\beta} \cap T_{8}$ can also be obtained in a similar way. Also, using the (4.12),(4.13), (4.14) and (4.20), the proofs of the

$$
\left[b^{r, s}(p)\right]^{\beta}= \begin{cases}T_{9}(p) \cap T_{10} & , \\ T_{10} \cap T_{11}(p) & , \quad 0<p_{k} \leq H<\infty, \forall k \in \mathbb{N} \\ T_{k} \leq 1, \forall k \in \mathbb{N}\end{cases}
$$

can also be obtained in a similar way.
Theorem 4.5. Define the set $T_{12}$ by

$$
T_{12}=\left\{a=\left(a_{k}\right) \in w: \sup _{n}\left|\sum_{k} a_{n k}\right|<\infty\right\}
$$

Then, $\left[b_{0}^{r, s}(p)\right]^{\gamma}=T_{5}(p),\left[b_{c}^{r, s}(p)\right]^{\gamma}=\left[b_{0}^{r, s}(p)\right]^{\gamma} \cap T_{12}$ and

$$
\left[b^{r, s}(p)\right]^{\gamma}=\left\{\begin{array}{lll}
T_{8}(p) & , & 1<p_{k} \leq H<\infty, \forall k \in \mathbb{N} \\
T_{10}(p) & , & 0<p_{k} \leq 1, \forall k \in \mathbb{N}
\end{array}\right.
$$

Proof. This is obtained in the similar way used in the proof of Theorem 4.4.

## 5. Certain matrix mappings on the sequence spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$

In this section, we characterize some matrix mappings on the spaces $b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ and $b^{r, s}(p)$.
We known that, if $b_{0}^{r, s}(p) \cong c_{0}(p), b_{c}^{r, s}(p) \cong c(p)$ and $b^{r, s}(p) \cong \ell(p)$, we can say: The equivalence " $x \in b_{0}^{r, s}(p), b_{c}^{r, s}(p)$ or $b^{r, s}(p)$ if and only if $y \in c_{0}(p), c(p)$ or $\ell(p)$ " holds.
In what follows, for brevity, we write,

$$
\tilde{a}_{n k}:=\sum_{j=k}^{n}\binom{j}{k}(-s)^{j-k} r^{-j}(r+s)^{k} a_{n j}
$$

for all $k, n \in \mathbb{N}$.
Theorem 5.1. Suppose that the entries of the infinite matrices $A=\left(a_{n k}\right)$ and $E=\left(e_{n k}\right)$ are connected with the relation

$$
\begin{equation*}
e_{n k}:=\tilde{a}_{n k} \tag{5.1}
\end{equation*}
$$

for all $k, n \in \mathbb{N}$ and $\mu$ be any given sequence space. Then,
(i) $A \in\left(b_{0}^{r, s}(p): \mu\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{0}^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and $E \in\left(c_{0}(p): \mu\right)$.
(ii) $A \in\left(b_{c}^{r, s}(p): \mu\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{c}^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and $E \in(c(p): \mu)$.
(iii) $A \in\left(b^{r, s}(p): \mu\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and $E \in(\ell(p): \mu)$.

Proof. We prove only part of (i). Let $\mu$ be any given sequence space. Suppose that (5.1) holds between $A=\left(a_{n k}\right)$ and $E=\left(e_{n k}\right)$, and take into account that the spaces $b_{0}^{r, s}(p)$ and $c_{0}(p)$ are linearly isomorphic.
Let $A \in\left(b_{0}^{r, s}(p): \mu\right)$ and take any $y=\left(y_{k}\right) \in c_{0}(p)$. Then $E B^{r, s}$ exists and $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in T_{5}(p) \cap T_{6}$ which yields that $\left\{e_{n k}\right\}_{k \in \mathbb{N}} \in c_{0}(p)$ for each $n \in \mathbb{N}$. Hence, Ey exists and thus

$$
\sum_{k} e_{n k} y_{k}=\sum_{k} a_{n k} x_{k}
$$

for all $n \in \mathbb{N}$.
We have that $E y=A x$ which leads us to the consequence $E \in\left(c_{0}(p): \mu\right)$.
Conversely, let $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{0}^{r, s}(p)\right\}^{\beta}$ for each $n \in \mathbb{N}$ and $E \in\left(c_{0}(p): \mu\right)$ hold, and take any $x=\left(x_{k}\right) \in b_{0}^{r, s}(p)$. Then, $A x$ exists. Therefore, we obtain from the equality

$$
\sum_{k=0}^{\infty} a_{n k} x_{k}=\sum_{k=0}^{\infty}\left[\sum_{j=0}^{k}\binom{j}{k}(-r)^{j-k}(1-r)^{-(j+1)} a_{n j}\right] y_{k}
$$

for all $n \in \mathbb{N}$, that $E y=A x$ and this shows that $A \in\left(b_{0}^{r, s}(p): \mu\right)$. This completes the proof of part of (i).
Theorem 5.2. Suppose that the elements of the infinite matrices $A=\left(a_{n k}\right)$ and $B=\left(b_{n k}\right)$ are connected with the relation

$$
\begin{equation*}
b_{n k}:=\frac{1}{(s+r)^{n}} \sum_{j=0}^{n}\binom{n}{j} s^{n-j_{r}{ }^{j}} a_{j k} \text { for all } k, n \in \mathbb{N} \tag{5.2}
\end{equation*}
$$

Let $\mu$ be any given sequence space. Then,
(i) $A \in\left(\mu: b_{0}^{r, s}(p)\right)$ if and only if $B \in\left(\mu: c_{0}(p)\right)$.
(ii) $A \in\left(\mu: b_{c}^{r, s}(p)\right)$ if and only if $B \in(\mu: c(p))$.
(iii) $A \in\left(\mu: b^{r, s}(p)\right)$ if and only if $B \in(\mu: \ell(p))$.

Proof. We prove only part of (i). Let $z=\left(z_{k}\right) \in \mu$ and consider the following equality.

$$
\sum_{k=0}^{m} b_{n k} z_{k}=\sum_{j=n}^{\infty}\binom{j}{n}(1-r)^{n+1} r^{j-n}\left(\sum_{k=0}^{m} a_{j k} z_{k}\right) \text { for all } m, n \in \mathbb{N}
$$

which yields as $m \rightarrow \infty$ that $(B z)_{n}=\left\{B^{r, s}(A z)\right\}_{n}$ for all $n \in \mathbb{N}$. Therefore, one can observe from here that $A z \in b_{0}^{r, s}(p)$ whenever $z \in \mu$ if and only if $B z \in c_{0}(p)$ whenever $z \in \mu$. This completes the proof of part of (i).

Of course, Theorems 5.1 and 5.2 have several consequences depending on the choice of the sequence space $\mu$. Whence by Theorem 5.1 and Theorem 5.2, the necessary and sufficient conditions for $\left(b_{0}^{r, s}(p): \mu\right),\left(\mu: b_{0}^{r, s}(p)\right),\left(b_{c}^{r, s}(p): \mu\right),\left(\mu: b_{c}^{r, s}(p)\right)$ and $\left(b^{r, s}(p): \mu\right),\left(\mu: b^{r, s}(p)\right)$ may be derived by replacing the entries of $C$ and $A$ by those of the entries of $E=C\left\{B^{r, s}\right\}^{-1}$ and $B=B^{r, s} A$, respectively; where the necessary and sufficient conditions on the matrices $E$ and $B$ are read from the concerning results in the existing literature.
The necessary and sufficient conditions characterizing the matrix mappings between the sequence spaces of Maddox are determined by Grosse-Erdmann [10]. Let $N$ and $K$ denote the finite subset of $\mathbb{N}, L$ and $M$ also denote the natural numbers. Prior to giving the theorems, let us suppose that $\left(q_{n}\right)$ is a non-decreasing bounded sequence of positive numbers and consider the following conditions:

$$
\begin{equation*}
\lim _{n}\left|a_{n k}\right|^{q_{n}}=0, \text { for all } k \tag{5.3}
\end{equation*}
$$

$$
\begin{align*}
& \forall L, \exists M \ni \sup _{n} L^{1 / q_{n}} \sum_{k}\left|a_{n k}\right| M^{-1 / p_{k}}<\infty,  \tag{5.4}\\
& \lim _{n}\left|\sum_{k} a_{n k}\right|^{q_{n}}=0,  \tag{5.5}\\
& \forall L, \sup _{n} \sup _{k \in K_{1}}\left|a_{n k} L^{1 / q_{n}}\right|^{p_{k}}<\infty,  \tag{5.6}\\
& \forall L, \exists M \ni \sup _{n} \sum_{k \in K_{2}}\left|a_{n k} L^{1 / q_{n}} M^{-1}\right|_{p_{k}^{\prime}}^{\prime}<\infty,  \tag{5.7}\\
& \forall M, \lim _{n}\left(\sum_{k}\left|a_{n k}\right| M^{1 / p_{k}}\right)^{q_{n}}=0,  \tag{5.8}\\
& \forall M, \sup _{n} \sum_{k}\left|a_{n k}\right| M^{1 / p_{k}}<\infty,  \tag{5.9}\\
& \forall M, \sup _{K} \sum_{n}\left|\sum_{k \in K} a_{n k} M^{1 / p_{k}}\right|^{q_{n}}<\infty . \tag{5.10}
\end{align*}
$$

Lemma 5.3. Let $A=\left(a_{n k}\right)$ be an infinite matrix. Then
(i) $A=\left(a_{n k}\right) \in\left(c_{0}(p): \ell_{\infty}(q)\right)$ if and only if (4.8) holds.
(ii) $A=\left(a_{n k}\right) \in\left(c(p): \ell_{\infty}(q)\right)$ if and only if (4.8) and (4.9) hold.
(iii) $A=\left(a_{n k}\right) \in\left(\ell(p): \ell_{\infty}\right)$ if and only if (4.12) and (4.13) hold.
(iv) $A=\left(a_{n k}\right) \in\left(c_{0}(p): c(q)\right)$ if and only if (4.4), (4.5) and (4.6) hold.
(v) $A=\left(a_{n k}\right) \in(c(p): c(q))$ if and only if (4.4), (4.5), (4.6) and (4.7) hold.
(vi) $A=\left(a_{n k}\right) \in(\ell(p): c)$ if and only if (4.12), (4.13) and (4.14) hold.
(vii) $A=\left(a_{n k}\right) \in\left(c_{0}(p): c_{0}(q)\right)$ if and only if (5.3) and (5.4) hold.
(viii) $A=\left(a_{n k}\right) \in\left(c(p): c_{0}(q)\right)$ if and only if (5.3), (5.4) and (5.5) hold.
(ix) $A=\left(a_{n k}\right) \in\left(\ell(p): c_{0}(q)\right)$ if and only if (5.3), (5.6) and (5.7) hold.
(x) $A=\left(a_{n k}\right) \in\left(\ell_{\infty}(p): c_{0}(q)\right)$ if and only if (5.8) holds.
(xi) $A=\left(a_{n k}\right) \in\left(\ell_{\infty}(p): c(q)\right)$ if and only if (5.9) holds.
(xii) $A=\left(a_{n k}\right) \in\left(\ell_{\infty}(p): \ell(q)\right)$ if and only if (5.10) holds.
(xiii) $A=\left(a_{n k}\right) \in\left(c_{0}(p): \ell(q)\right)$ if and only if (4.2) holds.
(xiv) $A=\left(a_{n k}\right) \in(c(p): \ell(q))$ if and only if (4.2) and (4.4) hold.

Corollary 5.4. Let $A=\left(a_{n k}\right)$ be an infinite matrix. The following statements hold:
(i) $A \in\left(b_{0}^{r, s}(p): \ell_{\infty}(q)\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{0}^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (4.8) holds with $\tilde{a}_{n k}$ instead of $a_{n k}$ with $q=1$.
(ii) $A \in\left(b_{0}^{r, s}(p): c_{0}(q)\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{0}^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (5.3) and (5.4) hold with $\tilde{a}_{n k}$ instead of $a_{n k}$ with $q=1$.
(iii) $A \in\left(b_{0}^{r, s}(p): c(q)\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{0}^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (4.4), (4.5) and (4.6) hold with $\tilde{a}_{n k}$ instead of $a_{n k}$ with $q=1$.

Corollary 5.5. Let $A=\left(a_{n k}\right)$ be an infinite matrix. The following statements hold:
(i) $A \in\left(b_{c}^{r, s}(p): \ell_{\infty}(q)\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{c}^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (4.8) and (4.9) hold with $\tilde{a}_{n k}$ instead of $a_{n k}$ with $q=1$.
(ii) $A \in\left(b_{c}^{r, s}(p): c_{0}(q)\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{c}^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (5.3), (5.4) and (5.5) hold with $\tilde{a}_{n k}$ instead of $a_{n k}$ with $q=1$.
(iii) $A \in\left(b_{c}^{r, s}(p): c(q)\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b_{c}^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (4.4), (4.5), (4.6) and (4.7) hold with $\tilde{a}_{n k}$ instead of $a_{n k}$ with $q=1$.
Corollary 5.6. Let $A=\left(a_{n k}\right)$ be an infinite matrix. The following statements hold:
(i) $A \in\left(b^{r, s}(p): \ell_{\infty}\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (4.12) and (4.13) hold with $\tilde{a}_{n k}$ instead of $a_{n k}$.
(ii) $A \in\left(b^{r, s}(p): c_{0}(q)\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (5.3), (5.6) and (5.7) hold with $\tilde{a}_{n k}$ instead of $a_{n k}$ with $q=1$.
(iii) $A \in\left(b^{r, s}(p): c\right)$ if and only if $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{b^{r, s}(p)\right\}^{\beta}$ for all $n \in \mathbb{N}$ and (4.12), (4.13) and (4.14) hold with $\tilde{a}_{n k}$ instead of $a_{n k}$.

Corollary 5.7. Let $A=\left(a_{n k}\right)$ be an infinite matrix and $b_{n k}$ be defined by (5.2). Then, following statements hold:
(i) $A \in\left(\ell_{\infty}(q): b_{0}^{r, s}(p)\right)$ if and only if $(5.8)$ holds with $b_{n k}$ instead of $a_{n k}$ with $q=1$.
(ii) $A \in\left(c_{0}(q): b_{0}^{r, s}(p)\right)$ if and only if (5.3) and (5.4) hold with $b_{n k}$ instead of $a_{n k}$ with $q=1$.
(iii) $A \in\left(c(q): b_{0}^{r, s}(p)\right)$ if and only if (5.3), (5.4) and (5.5) holds with $b_{n k}$ instead of $a_{n k}$ with $q=1$.

Corollary 5.8. Let $A=\left(a_{n k}\right)$ be an infinite matrix and $b_{n k}$ be defined by (5.2). Then, following statements hold:
(i) $A \in\left(\ell_{\infty}(q): b_{c}^{r, s}(p)\right)$ if and only if (5.9) holds with $b_{n k}$ instead of $a_{n k}$ with $q=1$.
(ii) $A \in\left(c_{0}(q): b_{c}^{r, s}(p)\right)$ if and only if (4.4), (4.5) and (4.6) hold with $b_{n k}$ instead of $a_{n k}$ with $q=1$.
(iii) $A \in\left(c(q): b_{c}^{r, s}(p)\right)$ if and only if (4.4), (4.5), (4.6) and (4.7) hold with $b_{n k}$ instead of $a_{n k}$ with $q=1$.

Corollary 5.9. Let $A=\left(a_{n k}\right)$ be an infinite matrix and $b_{n k}$ be defined by (5.2). Then, following statements hold:
(i) $A \in\left(\ell_{\infty}(q): b^{r, s}(p)\right)$ if and only if (5.10) holds with $b_{n k}$ instead of $a_{n k}$ with $q=1$.
(ii) $A \in\left(c_{0}(q): b^{r, s}(p)\right)$ if and only if (4.2) holds with $b_{n k}$ instead of $a_{n k}$ with $q=1$.
(iii) $A \in\left(c(q): b^{r, s}(p)\right)$ if and only if (4.2) and (4.4) hold with $b_{n k}$ instead of $a_{n k}$ with $q=1$.
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## 1. Introduction

The second part of sixteenth problem of Hilbert rases the question of the maximum number and the mutual position of limit cycles of the differential system:

$$
\left\{\begin{array}{l}
\dot{x}=\frac{d x}{d t}=P(x, y)  \tag{1.1}\\
\dot{y}=\frac{d y}{d t}=Q(x, y)
\end{array}\right.
$$

where $P$ and $Q$ are two polynomials of any degree.
Many mathematical models in population dynamics, frequently involve the systems of ordinary differential equations having the form

$$
\left\{\begin{array}{l}
\dot{x}=\frac{d x}{d t}=x F(x, y)  \tag{1.2}\\
\dot{y}=\frac{d y}{d t}=y G(x, y)
\end{array}\right.
$$

$x(t)$ and $y(t)$ represent the population density of two species at time $t$, and $F(x, y), G(x, y)$ are the capita growth rate of each specie, usually, such systems are called Kolmogorov systems.
Kolmogorov models are widely used in ecology to describe the interaction between two populations, and a limit cycle corresponds to an equilibrium state of the system.
In mathematical modeling of ecological systems and population dynamics, more mathematicians and scientists were attracted to the subject and several results have been published, May[15], Kuang and Freedman[12], X. Huang, Y. Wang, A.Cheng [11], and others.
When $F(x, y)$ and $G(x, y)$ are polynomials of degrees $\geq 2$, limit cycles can occur and there is an extensive literature dealing with their existence, number and stability (see for instance Lloyd, Pearson, Sáez and Szántó[13], X.C. Huang, L. Zhu [9], X.C.Huang[10], S.Boqian and L.Demeng [5], K.S. Cheng [6],... ), but to our knowledge, the exact analytic expressions of the limit cycles for a given kolmogorov system is still unknown except for simple and specific cases. This paper is a contribution in this direction, to determine the number of limit cycles and to give their explicit form.
Motivated by the recent publication of some research papers exhibiting planar polynomial systems with one or more algebraic limit cycles analytically given (see for instance A. Bendjeddou and R. Cheurfa[1], [2], S.Benyoucef, A, Barbach and A.Bendjeddou, [3], S. Benyoucef
and A.Bendjeddou[4], S.Chengbin, S.Boqian[7], Lloyd, Pearson, Sáez and Szántó[14], Peng Yue-hui[17]), we will study the existence and the number of limit cycles of a class of Kolmogorov system, and give their explicit form.
Mainly based on the work of Article[4], we will enter some disruption on the differential system, adding other terms and changing the parameters.

## 2. Some useful notions

Let recall some useful notions.
For $U \in \mathbb{R}[x, y]$, the algebraic curve $U=0$ is called an invariant curve of the polynomial system (1.2), if for some polynomial $K \in \mathbb{R}[x, y]$ called the cofactor of the algebraic curve, we have

$$
\begin{equation*}
x F(x, y) \frac{\partial U}{\partial x}+y G(x, y) \frac{\partial U}{\partial y}=K U \tag{2.1}
\end{equation*}
$$

The curve $\Gamma=\left\{(x, y) \in \mathbb{R}^{2}: U(x, y)=0\right\}$ is nonsingular of system (1.2) if it is without singular points. The singular points or the equilibrium points of system (1.2) satisfy

$$
\left\{\begin{array}{l}
x F(x, y)=0  \tag{2.2}\\
y G(x, y)=0
\end{array}\right.
$$

If the curve $\Gamma$ is nonsingular of system (1.2), the equilibrium points of the system are contained either in its unbounded components or are located on the curve $K=0$.
A limit cycle $\gamma=\{(x(t), y(t)), t \in[0, T]\}$, is a $T$-periodic solution isolated with respect to all other possible periodic solutions of the system.
The $T$-periodic solution $\gamma$ is an hyperbolic limit cycle if $\int_{0}^{T} d i v(\gamma(t)) d t$ is different from zero [16].
We construct here a multi-parameter planar differential system admitting the components of curve

$$
\begin{equation*}
\Gamma=\left\{(x, y) \in \mathbb{R}^{2}: x^{2 n}+b x^{n}+c y^{2 m}+y^{m}\left(d+f x^{n}\right)+h=0,(n, m) \in \mathbb{N}^{*} \times \mathbb{N}^{*}\right\} \tag{2.3}
\end{equation*}
$$

as hyperbolic limit cycles if some conditions on the parameters are satisfied.
Note that our study is not restricted to the realistic quadrant $\left\{(x, y) \in \mathbb{R}^{2}: x>0, y>0\right\}$, but it covers all the domain $\mathbb{R}^{2}$.

## 3. The main result

As a main result, we have the following theorem
Theorem 3.1. The system

$$
\left\{\begin{array}{l}
\dot{x}=x\left((y P(x)+V(y))\left(a x^{2 n}+b x^{n}+c y^{2 m}+d y^{m}+f x^{n} y^{m}+h\right)-m y^{m}\left(d+2 c y^{m}+f x^{n}\right)\right)  \tag{3.1}\\
\dot{y}=y\left((x Q(y)+W(x))\left(a x^{2 n}+b x^{n}+c y^{2 m}+d y^{m}+f x^{n} y^{m}+h\right)+n x^{n}\left(b+2 a x^{n}+f y^{m}\right)\right)
\end{array}\right.
$$

where $a, c$ are positive real, $b, d$ are negative real, $f$ is negative real such as $f^{2}<4 a c, h$ satisfied

$$
\begin{equation*}
\max \left\{\frac{b^{2}}{4 a}, \frac{d^{2}}{4 c}\right\}<h<\frac{b d f-b^{2} c-a d^{2}}{f^{2}-4 a c}, \quad(n, m) \in \mathbb{N}^{*} \times \mathbb{N}^{*} \tag{3.2}
\end{equation*}
$$

$P(x)$ and $Q(y)$ are odd polynomial functions of any degree with positive coefficients, $V(x)$ and $W(y)$ are analytic functions.
This system admits
One limit cycle when $n$ and $m$ are odd numbers.
Two limit cycles when one of numbers $n$ and $m$ is odd and the other is even.
Four limit cycles when $n$ and $m$ are even numbers.
The limit cycles are hyperbolics represented by the curve $\Gamma$.
Proof. We will prove that $\Gamma$ is nonsingular composed of ovals and it is an invariant curve of system (3.1), and $\int_{0}^{T} \operatorname{div}(\Gamma) d t \neq 0$. (see for instance Perko [16])
i) The curve $\Gamma$ is non singular of system composed of ovals.

We recall that the curve $\Gamma$ is non-singular of system (3.1) if the following system has no real solution.

$$
\left\{\begin{array}{c}
a x^{2 n}+b x^{n}+c y^{2 m}+d y^{m}+f x^{n} y^{m}+h=0  \tag{3.3}\\
n y x^{n}\left(b+2 a x^{n}+f y^{m}\right)=0 \\
-m x y^{m}\left(d+2 c y^{m}+f x^{n}\right)=0
\end{array}\right.
$$

Note that the curve $\Gamma$ does not intersect the axes, $c y^{2 m}+d y^{m}+h \neq 0$ because $h>\frac{d^{2}}{4 c}$, and $a x^{2 n}+b x^{n}+h \neq 0$ because $h>\frac{b^{2}}{4 a}$, then the possible critical points on $\Gamma$ are: $A_{1}\left(-\sqrt[n]{\frac{2 b c-d f}{f^{2}-4 a c}},-\sqrt[m]{\frac{2 a d-b f}{f^{2}-4 a c}}\right), A_{2}\left(-\sqrt[n]{\frac{2 b c-d f}{f^{2}-4 a c}}, \sqrt[m]{\frac{2 a d-b f}{f^{2}-4 a c}}\right), A_{3}\left(\sqrt[n]{\frac{2 b c-d f}{f^{2}-4 a c}},-\sqrt[m]{\frac{2 a d-b f}{f^{2}-4 a c}}\right)$, $A_{4}\left(\sqrt[n]{\frac{2 b c-d f}{f^{2}-4 a c}}, \sqrt[m]{\frac{2 a d-b f}{f^{2}-4 a c}}\right)$ when $m$ and $n$ are even numbers.
$A_{4}$ when $m$ and $n$ are odd numbers.
$A_{2}, A_{4}$ when $m$ is odd and $n$ is even.
$A_{3}, A_{4}$ when $m$ is even and $n$ is odd.
As $h \neq \frac{1}{f^{2}-4 a c}\left(b d f-a d^{2}-b^{2} c\right)$ and $f^{2} \neq 4 a c$, then all the points $A_{1}, A_{2}, A_{3}, A_{4}$ are not on $\Gamma$, and the curve $\Gamma$ is nonsingular.
Now, we prove that $\Gamma$ is composed by ovals.
We consider the equation (2.3) as

$$
\begin{equation*}
c z^{2}+\left(d+f x^{n}\right) z+\left(a x^{2 n}+b x^{n}+h\right)=0 \text { where } z=y^{m} \tag{3.4}
\end{equation*}
$$

The discriminant $\Delta=\left(f^{2}-4 a c\right) s^{2}+2(d f-2 b c) s+d^{2}-4 c h$ where $s=x^{n}$
$\Delta_{\Delta}^{\prime}=4 b^{2} c^{2}-4 b c d f-16 a h c^{2}+4 a c d^{2}+4 h c f^{2}$
We note that if $h>\frac{b^{2} c^{2}-b d f+a d^{2}}{4 a c-f^{2}}, \Delta_{\Delta}^{\prime}<0$, and as $f^{2}<4 a c$ then $\Delta<0$, and there is no real solution of equation (2.3).
If $h=\frac{b^{2} c^{2}-b d f+a d^{2}}{4 a c-f^{2}}, \Delta_{\Delta}^{\prime}=0$, and $\Delta=\left(f^{2}-4 a c\right)\left(s-\frac{2 b c-d f}{f^{2}-4 a c}\right)^{2}<0$, with $s \neq \frac{2 b c-d f}{f^{2}-4 a c}$, and there is no real solution of equation (2.3).
If $h<\frac{b^{2} c^{2}-b d f+a d^{2}}{4 a c-f^{2}}, \Delta_{\Delta}^{\prime}>0$ and we have

$$
\begin{aligned}
& s_{1}=\frac{1}{4 a c-f^{2}}\left(2 \sqrt{b^{2} c^{2}-4 a h c^{2}+a c d^{2}-b c d f+h c f^{2}}-2 b c+d f\right) \\
& s_{2}=\frac{1}{4 a c-f^{2}}\left(-2 \sqrt{b^{2} c^{2}-4 a h c^{2}+a c d^{2}-b c d f+h c f^{2}}-2 b c+d f\right)
\end{aligned}
$$

The expression

$$
\frac{1}{4 a c-f^{2}}\left(2 \sqrt{b^{2} c^{2}-4 a h c^{2}+a c d^{2}-b c d f+h c f^{2}}-2 b c+d f\right)
$$

is positive,
and if $\frac{d^{2}}{4 c}<h$, then the expression $\frac{1}{4 a c-f^{2}}\left(-2 \sqrt{b^{2} c^{2}-4 a h c^{2}+a c d^{2}-b c d f+h c f^{2}}-2 b c+d f\right)$ is also positive.
We distinguish the following cases

1. $n$ is odd number

The equation $\Delta=0$ admits two real solutions

$$
\begin{aligned}
& x_{1}=\sqrt[n]{\frac{1}{4 a c-f^{2}}\left(2 \sqrt{b^{2} c^{2}-4 a h c^{2}+a c d^{2}-b c d f+h c f^{2}}-2 b c+d f\right)} \\
& x_{2}=\sqrt[n]{\frac{1}{4 a c-f^{2}}\left(-2 \sqrt{b^{2} c^{2}-4 a h c^{2}+a c d^{2}-b c d f+h c f^{2}}-2 b c+d f\right)}
\end{aligned}
$$

For $x \in\left[x_{1}, x_{2}\right]$ the discriminant $\Delta$ is positive and the equation (2.3) admits two real solutions

$$
\begin{aligned}
& z_{1}=\frac{-\left(d+f x^{n}\right)-\sqrt{\left(f^{2}-4 a c\right) x^{2 n}+2(d f-2 b c) x^{n}+d^{2}-4 c h}}{2 c} \\
& z_{2}=\frac{-\left(d+f x^{n}\right)+\sqrt{\left(f^{2}-4 a c\right) x^{2 n}+2(d f-2 b c) x^{n}+d^{2}-4 c h}}{2 c}
\end{aligned}
$$

As $c>0$ and $h>\frac{b^{2}}{4 a}, z_{1}, z_{2}$ are positive.
If $m$ is odd number, they are two real solutions of equation (2.3) that depend on $y$ which are

$$
\begin{aligned}
& y_{1}=\sqrt[m]{\frac{-\left(d+f x^{n}\right)-\sqrt{\left(f^{2}-4 a c\right) x^{2 n}+2(d f-2 b c) x^{n}+d^{2}-4 c h}}{2 c}} \\
& y_{2}=\sqrt[m]{\frac{-\left(d+f x^{n}\right)+\sqrt{\left(f^{2}-4 a c\right) x^{2 n}+2(d f-2 b c) x^{n}+d^{2}-4 c h}}{2 c}}
\end{aligned}
$$

$x \rightarrow y_{1}$ is decreasing function when $\left.x \in\right] x_{1}, x_{0}[$ and an increasing function when $x \in] x_{0}, x_{2}[$
$x \rightarrow y_{2}$ is an increasing function when $\left.x \in\right] x_{1}, x_{0}^{\prime}[$ and a decreasing function when $x \in] x_{0}^{\prime}, x_{2}[$
where $x_{0}=\sqrt[n]{-\frac{1}{a\left(-4 a c+f^{2}\right)}\left(f \sqrt{a^{2} d^{2}+a b^{2} c-4 a^{2} c h+a f^{2} h-a b d f}-2 a b c+a d f\right)}$

$$
x_{0}^{\prime}=\sqrt[n]{\frac{1}{a\left(-4 a c+f^{2}\right)}\left(f \sqrt{a^{2} d^{2}+a b^{2} c-4 a^{2} c h+a f^{2} h-a b d f}+2 a b c-a d f\right)}
$$

on the other hand

$$
\begin{aligned}
& y_{1}\left(x_{1}\right)=y_{2}\left(x_{1}\right)=\sqrt[m]{\frac{1}{c\left(f^{2}-4 a c\right)}\left(f \sqrt{b^{2} c^{2}-b c d f-4 a h c^{2}+a c d^{2}+h c f^{2}}+2 a c d-b c f\right)} \\
& y_{1}\left(x_{2}\right)=y_{2}\left(x_{2}\right)=\sqrt[m]{-\frac{1}{c\left(f^{2}-4 a c\right)}\left(f \sqrt{b^{2} c^{2}-b c d f-4 a h c^{2}+a c d^{2}+h c f^{2}}-2 a c d+b c f\right)}
\end{aligned}
$$

then $\Gamma$ is composed of an oval in the area $D_{1}=\left\{(x, y) \in \mathbb{R}^{2}, x_{1}<x<x_{2}, y_{1}\left(x_{0}\right)<y<y_{2}\left(x_{0}^{\prime}\right)\right\}$.
$D_{1}$ is in the realistic quadrant.
If $m$ is even number they are four real solutions of equation (2.3) that depend on $y$ which are $y_{1}, y_{2},-y_{1},-y_{2}$
with the same process as before, we conclude that the curve $\Gamma$ is composed of two ovals, one is in the area $D_{1}$ and the other is in the area $D_{2}=\left\{(x, y) \in \mathbb{R}^{2}, x_{1} \leq x \leq x_{2},-y_{2}\left(x_{0}^{\prime}\right) \leq y \leq-y_{1}\left(x_{0}\right)\right\}$.
2. $n$ is even number

The equation $\Delta=0$ admits four real solutions $x_{1}, x_{2},-x_{1},-x_{2}$
For $x \in\left[-x_{2},-x_{1}\right] \cup\left[x_{1}, x_{2}\right]$ the discriminant $\Delta$ is positive and the equation (2.3) admits two real solutions $z_{1}, z_{2}$.
If $m$ is odd number, they are two real solutions of equation (2.3) that depend on $y$ wich are

$$
\begin{aligned}
& y_{1}=\sqrt[m]{\frac{-\left(d+f x^{n}\right)-\sqrt{\left(f^{2}-4 a c\right) x^{2 n}+2(d f-2 b c) x^{n}+d^{2}-4 c h}}{2 c}}, \\
& y_{2}=\sqrt[m]{\frac{-\left(d+f x^{n}\right)+\sqrt{\left(f^{2}-4 a c\right) x^{2 n}+2(d f-2 b c) x^{n}+d^{2}-4 c h}}{2 c}}
\end{aligned}
$$

If $m$ is even number, they are four real solutions of equation (2.3) that depend on $y$

$$
y_{1}, y_{2},-y_{1},-y_{2}
$$

As before, we conclude that, when $m$ is odd number, the curve $\Gamma$ is composed of two ovals, one is in the area $D_{1}$, and the other is in the area $D_{3}=\left\{(x, y) \in \mathbb{R}^{2},-x_{2} \leq x \leq-x_{1}, y_{1}\left(-x_{0}\right) \leq y \leq y_{2}\left(-x_{0}^{\prime}\right)\right\}$.
When $m$ is even number, the curve $\Gamma$ is composed of four ovals in the areas $D_{1}, D_{2}, D_{3}, D_{4}$
$D_{4}=\left\{(x, y) \in \mathbb{R}^{2},-x_{2} \leq x \leq-x_{1},-y_{2}\left(-x_{0}^{\prime}\right) \leq y \leq-y_{1}\left(-x_{0}\right)\right\}$
ii) $\Gamma$ is an invariant curve of system (3.1)

$$
\begin{equation*}
\frac{\partial U}{\partial x} \dot{x}+\frac{\partial U}{\partial y} \dot{y}=\left(n x^{n}(y P(x)+V(y))\left(b+2 a x^{n}+f y^{m}\right)+m y^{m}(x Q(y)+W(x))\left(d+2 c y^{m}+f x^{n}\right)\right) U \tag{3.5}
\end{equation*}
$$

the cofactor is

$$
\begin{equation*}
K(x, y)=n x^{n}(y P(x)+V(y))\left(b+2 a x^{n}+f y^{m}\right)+m y^{m}(x Q(y)+W(x))\left(d+2 c y^{m}+f x^{n}\right) \tag{3.6}
\end{equation*}
$$

iii) $\int_{0}^{T} d i v(\Gamma) d t \neq 0$

Note that

$$
\begin{equation*}
\int_{0}^{T} d i v(\Gamma) d t=\int_{0}^{T} K(x(t), y(t)) d t \tag{3.7}
\end{equation*}
$$

see for instance Giacomini \& Grau[8].

$$
\begin{aligned}
\int_{0}^{T} K(x(t), y(t)) d t & =\int_{0}^{T} n x^{n}(y P(x)+V(y))\left(b+2 a x^{n}+f y^{m}\right) d t \\
& +\int_{0}^{T} m y^{m}(x Q(y)+W(x))\left(d+2 c y^{m}+f x^{n}\right) d t \\
& =\oint_{\Gamma} \frac{n x^{n}(y P(x)+V(y))\left(b+2 a x^{n}+f y^{m}\right)}{n y x^{n}\left(b+2 a x^{n}+f y^{m}\right)} d y-\oint_{\Gamma} \frac{m y^{m}(x Q(y)+W(x))\left(d+2 c y^{m}+f x^{n}\right)}{m x y^{m}\left(d+2 c y^{m}+f x^{n}\right)} d x \\
& =\oint_{\Gamma}\left(P(x)+\frac{V(y)}{y}\right) d y-\oint_{\Gamma}\left(Q(y)+\frac{W(x)}{x}\right) d x
\end{aligned}
$$



Figure 5.1: Limit cycles of system(5.1) with singular points
by applying the GREEN formula

$$
\begin{equation*}
\oint_{\Gamma}\left(P(x)+\frac{V(y)}{y}\right) d y-\oint_{\Gamma}\left(Q(y)+\frac{W(x)}{x}\right) d x=\iint_{\text {int }(\Gamma)}\left(\frac{d(P(x))}{d x}+\frac{d(Q(y)}{d y}\right) d x d y \tag{3.8}
\end{equation*}
$$

where $\operatorname{int}(\Gamma)$ denotes the interior of $\Gamma$ (the region bounded by $\Gamma$ ).
As $P(x)$ and $Q(y)$ are odd polynomial functions with positive coefficients then $P^{\prime}(x)$ and $Q^{\prime}(y)$ are pair polynomial functions with all the coefficients are positive. We conclude that $\forall(x, y) \in$ int $(\Gamma),\left(P^{\prime}(x)+Q^{\prime}(y)\right)>0$ then $\int_{0}^{T} K(x(t), y(t)) d t$ is nonzero.

Remark 3.2. We can generalize Theorem 3.1 such $P(x)$ and $Q(y)$ are analytic functions, in this case we must add the condition $\forall(x, y) \in$ int $(\Gamma), P^{\prime}(x)+Q^{\prime}(y)$ is nonzero.

Remark 3.3. If the study is restricted to the realistic quadrant $\left\{(x, y) \in \mathbb{R}^{2}: x>0, y>0\right\}$, then the theorem remains true with odd degrees $n$ and $m$, in this case the system (3.1) admits one limit cycle in the realistic quadrant.

## 4. Algorithm

* Reading data of system (3.1)

Reading degrees $m$ and $n$ such that $m>0$ and $n>0$.
Reading coefficients $a, b, c, d, f, h$ such that $a>0, b<0, c>0, d<0, f<0$ and $f^{2}<4 a c$.
Enter the odd polynomial functions $P(x)$ and $Q(y)$ with positive coefficients.
Enter the analytic functions $V(x)$ and $W(y)$.

* Existence of limit cycles

If $\max \left\{\frac{b^{2}}{4 a}, \frac{d^{2}}{4 c}\right\}<h<\frac{b d f-b^{2} c-a d^{2}}{f^{2}-4 a c}$ then
if $m$ and $n$ are odd numbers there is one limit cycle
if $m$ and $n$ are even numbers there are four limit cycles
if one of numbers $m$ and $n$ is odd and the other is even there are two limit cycles
else
there is not limit cycle
endif

* Explicit form of limit cycle
when there exist limit cycle its explicit form is $x^{2 n}+b x^{n}+c y^{2 m}+y^{m}\left(d+f x^{n}\right)+h=0$


## 5. Examples

Example 5.1. Let $m=n=2, a=2, b=-2, c=2, d=-2, f=-2, h=1, P(x)=x, Q(y)=y, V(y)=y+1, W(x)=x-1$

$$
\left\{\begin{array}{c}
\dot{x}=x\binom{2 x^{5} y+2 x^{4} y+2 x^{4}-2 x^{3} y^{3}-2 x^{3} y-2 x^{2} y^{3}+2 x^{2} y^{2}-2 x^{2} y-2 x^{2}}{+2 x y^{5}-2 x y^{3}+x y+2 y^{5}-6 y^{4}-2 y^{3}+2 y^{2}+y+1}  \tag{5.1}\\
\dot{y}=y\binom{2 x^{5} y+2 x^{5}+6 x^{4}-2 x^{3} y^{3}-2 x^{3} y^{2}-2 x^{3} y-2 x^{3}-2 x^{2} y^{2}-2 x^{2}+}{2 x y^{5}+2 x y^{4}-2 x y^{3}-2 x y^{2}+x y+x-2 y^{4}+2 y^{2}-1}
\end{array}\right.
$$

The system (5.1) admits four limit cycles represented by the curve $2 x^{4}-2 x^{2}+2 y^{4}+y^{2}\left(-2-2 x^{2}\right)+1=0$, and it has seven singular points, three are saddle points, two are stable focus and two are instable focus. The limit cycles in the first and third quadrant around stable focus and limit cycles in the second and fourth quadrant around unstable focus. Figure (5.1)


Figure 5.2: Limit cycles of system(5.2) with singular points

Example 5.2. Let $m=2, n=1, a=3, b=-2, c=1, d=-3, f=-2, h=3, P(x)=x^{3}, Q(y)=y^{3}, V(y)=-1, W(x)=1$

$$
\left\{\begin{array}{c}
\dot{x}=x\left(3 x^{5} y-2 x^{4} y^{3}-2 x^{4} y+x^{3} y^{5}-3 x^{3} y^{3}+3 x^{3} y-3 x^{2}+6 x y^{2}+2 x-5 y^{4}+9 y^{2}-3\right)  \tag{5.2}\\
\dot{y}=y\left(3 x^{3} y^{3}-2 x^{2} y^{5}-2 x^{2} y^{3}+9 x^{2}+x y^{7}-3 x y^{5}+3 x y^{3}-4 x y^{2}-4 x+y^{4}-3 y^{2}+3\right)
\end{array}\right.
$$

The system (5.2) admits two limit cycles represented by the curve $3 x^{2}-2 x+y^{4}-3 y^{2}-2 x y^{2}+3=0$, and it has five singular points, three are saddle points, one is a stable focus, one is an unstable focus, the limit cycle in first quadrant encloses a stable focus, and the other encloses an instable focus. Figure (5.2)

Example 5.3. Let $m=n=1, a=2, b=-3, c=1, d=-3, f=-1, h=3, P(x)=\exp (x), Q(y)=\arctan (y), V(y)=y \sin (y), W(x)=$ $x \cos (x)$

$$
\left\{\begin{array}{c}
\dot{x}=x\left((y \exp (x)+y \sin (y))\left(2 x^{2}-3 x+y^{2}-3 y-x y+3\right)-y(2 y-x-3)\right)  \tag{5.3}\\
\dot{y}=y\left((x \arctan (y)+x \cos (x))\left(2 x^{2}-3 x+y^{2}-3 y-x y+3\right)+x(4 x-y-3)\right)
\end{array}\right.
$$

The system (5.3) admits one limit cycle, represented by the curve $2 x^{2}-3 x+y^{2}-3 y-x y+3=0$, that enclosed a stable focus, figure (5.3). Note that $\frac{d(\exp (x))}{d x}+\frac{d(\arctan (y))}{d y}=e^{x}+\frac{1}{y^{2}+1}>0$
and
$\int_{0}^{T} K(x, y) d t=\int_{\frac{9}{7}-\frac{2}{7} \sqrt{15}}^{\frac{2}{7} \sqrt{15}} \int_{\frac{1}{2} x-\frac{9}{2}}^{\frac{1}{2} \sqrt{-7 x^{2}+18 x-3}+\frac{3}{2}} \frac{\frac{3}{2}}{2}\left(e^{x}+\frac{1}{y^{2}+1}\right) d x d y \simeq 22.55$.


Figure 5.3: Limit cycles of system(5.3) with singular points

## 6. Conclusion

We proposed in this paper a class of Kolmogorov system, where just choose the parameters satisfying the conditions of Theorem 3.1, we conclude directly that the system has one, two or four limit cycles and we give them explicitly.
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#### Abstract

In this work, we introduce hyperbolic quaternions and their algebraic properties. Moreover, we express Euler's and De Moivre's formulas for hyperbolic quaternions.


## 1. Introduction

Real quaternions were introduced by Hamilton (1805-1865) in 1843 as he looked for ways of extending complex numbers to higher spatial dimensions. So the set of real quaternions can be represented as [1]

$$
H=\left\{q=a_{0}+a_{1} i+a_{2} j+a_{3} k: a_{0}, a_{1}, a_{2}, a_{3} \in R \text { and } i, j, k \notin R\right\}
$$

where

$$
i^{2}=j^{2}=k^{2}=-1, i j=k-j i, j k=i=-k j, k i=j=-i k
$$

From these ruled it follows immediately that multiplication of real quaternions is not commutative. The roots of a real quaternions were given by Niven [7] and Brand [8] proved De Moivre's theorem and used it to find nth roots of a real quaternion. Cho [2] generalized Euler's formula and De Moivre's formula for real quaternions. Also, he showed that there are uncountably many unit quaternions satisfying $x^{n}=1$ for $n \geq 3$. Using De Moivre's formula to find roots of real quaternion is more useful way.
After the discovery of real quaternions by Hamilton, MacFarlane [4] in 1981 introduced the set of hyperbolic quaternions. The hyperbolic quaternions are not commutative like real quaternions. But the set of hyperbolic quaternions contains zero divisors [6].
In this work, we express Euler and De moivre's formulas for hyperbolic quaternions after we give some algebraic properties of hyperbolic quaternions.

## 2. Hyperbolic Quaternions

A set of hyperbolic quaternions are denoted by

$$
\begin{equation*}
K=\left\{q=a_{0}+a_{1} i+a_{2} j+a_{3} k: a_{0}, a_{1}, a_{2}, a_{3} \in R \text { and } i, j, k \notin R\right\} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
i^{2}=j^{2}=k^{2}=1, i j=k-j i, j k=i=-k j, k i=j=-i k \tag{2.2}
\end{equation*}
$$

A hyperbolic quaternion $q=a_{0}+a_{1} i+a_{2} j+a_{3} k$ is pieced into two parts with scalar piece $S(q)=a_{0}$ and vectorial piece $\vec{V}(q)=$ $a_{1} i+a_{2} j+a_{3} k$. We also write $q=S(q)+\vec{V}(q)$. Let a hyperbolic quaternion be $q_{n}=a_{n}+a_{n} i+a_{n} j+a_{n} k$ for $n=0,1$. Addition and subtraction of a hyperbolic quaternions is defined by

$$
\begin{align*}
& q_{0} \pm q_{1}=\left(a_{0}+b_{0} i+c_{0} j+d_{0} k\right) \pm\left(a_{1}+b_{1} i+c_{1} j+d_{1} k\right)  \tag{2.3}\\
& \quad=\left(a_{0} \pm a_{1}\right)+\left(b_{0} \pm b_{1}\right) i+\left(c_{0} \pm c_{1}\right) j+\left(d_{0} \pm d_{1}\right) k
\end{align*}
$$

Scalar multiplication of a hyperbolic quaternion is defined by

$$
\begin{equation*}
\lambda q=\lambda(a+b i+c j+d k)=\lambda a+\lambda b i+\lambda c j+\lambda d k \tag{2.4}
\end{equation*}
$$

for any $\lambda \in R$. Then, the set $K$ is a vector space over $R$.
Multiplication of hyperbolic quaternions are defined by

$$
\begin{align*}
& q_{0} q_{1}=\left(a_{0}+b_{0} i+c_{0} j+d_{0} k\right)\left(a_{1}+b_{1} i+c_{1} j+d_{1} k\right) \\
& \quad=\left(a_{0} a_{1}+b_{0} b_{1}+c_{0} c_{1}+d_{0} d_{1}\right)+\left(a_{0} b_{1}+b_{0} a_{1}+c_{0} d_{1}-d_{0} c_{1}\right) i  \tag{2.5}\\
& \quad+\left(a_{0} c_{1}-b_{0} d_{1}+c_{0} a_{1}+d_{0} b_{1}\right) j+\left(a_{0} d_{1}+b_{0} c_{1}-c_{0} b_{1}+d_{0} a_{1}\right) k .
\end{align*}
$$

Equation (2.5) can be represented by means of matrix multiplication. The representation as a $4 \times 4$ real matrix is

$$
\left(\begin{array}{cccc}
a_{0} & b_{0} & c_{0} & d_{0}  \tag{2.6}\\
b_{0} & a_{0} & -d_{0} & c_{0} \\
c_{0} & d_{0} & a_{0} & -b_{0} \\
d_{0} & -c_{0} & b_{0} & a_{0}
\end{array}\right)
$$

which is a useful way to compute quaternion multiplication

$$
\left(\begin{array}{l}
r_{0}  \tag{2.7}\\
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right)=\left(\begin{array}{cccc}
a_{0} & b_{0} & c_{0} & d_{0} \\
b_{0} & a_{0} & -d_{0} & c_{0} \\
c_{0} & d_{0} & a_{0} & -b_{0} \\
d_{0} & -c_{0} & b_{0} & a_{0}
\end{array}\right)\left(\begin{array}{l}
a_{1} \\
b_{1} \\
c_{1} \\
d_{1}
\end{array}\right)
$$

where $p q=r_{0}+r_{1} i+r_{2} j+r_{3} k$.
Unlike the real quaternions, the hyperbolic quaternion is not associative due to $(i j) j \neq i(j j)$. Moreover, it is not commutative. The conjugate of a hyperbolic quaternion is defined by

$$
\begin{equation*}
\bar{q}=a-b i-c j-d k \tag{2.8}
\end{equation*}
$$

The conjugate of hyperbolic quaternions satisfies the properties $\overline{(\bar{p})}=p$ and $\overline{(p q)}=\bar{q} \bar{p}$ for $p, q \in K$.
The scalar and vector parts of $q \in K$ are defined

$$
\begin{equation*}
S(q)=\frac{1}{2}(q+\bar{q}), \quad \vec{V}(q)=\frac{1}{2}(q-\bar{q}) \tag{2.9}
\end{equation*}
$$

We note that

$$
\begin{align*}
& S(\bar{q})=\frac{1}{2}(\bar{q}+q)=S(q)  \tag{2.10}\\
& S(p+q)=S(p)+S(q)
\end{align*}
$$

Let $p$ and $q$ be hyperbolic quaternions. Then, inner product of them is defined to be the real number

$$
\begin{equation*}
\langle p, q\rangle=S(p \bar{q}) \tag{2.11}
\end{equation*}
$$

As is easily verified, the following properties are satisfied
(I) $\langle p, q\rangle=S(p \bar{q})=S(q \bar{p})=\langle q, p\rangle$,
(II) $\langle p, q+r\rangle=S(p \overline{(q+r)})=S(p \bar{q}+p \bar{r})=\langle p, q\rangle+\langle p, r\rangle$,
(III) $\alpha\langle p, q\rangle=S((\alpha p) \bar{q})=\langle\alpha p, q\rangle=S(\overline{p(\alpha q)})=\langle p, \alpha q\rangle, \lambda \in R$
(IV) $\langle q, q\rangle=S(q \bar{q})=a^{2}-b^{2}-c^{2}-d^{2}$.

Thus the inner product defined here is a symmetric bilinear form but is not positive definite. The inner product defines the norm of $q=a+b i+c j+d k \in K$ as follows

$$
\begin{equation*}
N(q)=\langle q, q\rangle=q \bar{q}=a^{2}-b^{2}-c^{2}-d^{2} \tag{2.12}
\end{equation*}
$$

The norm is real-valued function and the norm of a hyperbolic quaternions satisfies the properties $N(\bar{q})=N(q)$. But $N(p q) \neq N(p) N(q)$.
Let $p=p^{\alpha} e_{\alpha}, q=q^{\alpha} e_{\alpha}$ be hyperbolic quaternions where $e_{\alpha} \in\{1, i, j, k\}$. Then the relations:

$$
\begin{equation*}
\langle p, q\rangle=S(p \bar{q})=\eta_{\alpha \beta} p^{\alpha} q^{\beta} \tag{2.13}
\end{equation*}
$$

defines metric $\eta_{\alpha \beta}$. To obtain its components explicitly, we choose $p=e_{\alpha}, q=e_{\beta}$ (for particular $\alpha, \beta$ ). Then

$$
\begin{equation*}
p=\delta^{\alpha \mu} e_{\mu}, q=\delta^{\beta v} e_{v} \tag{2.14}
\end{equation*}
$$

where $\delta^{\alpha \beta}$ is kronecker delta. That is

$$
\begin{equation*}
p^{\mu}=\delta^{\alpha \mu}, q^{v}=\delta^{\beta v} \tag{2.15}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\langle p, q\rangle=\frac{1}{2}\left[e_{\alpha} \overline{e_{\beta}}+e_{\beta} \overline{e_{\alpha}}\right] \tag{2.16}
\end{equation*}
$$

also

$$
\begin{equation*}
\langle p, q\rangle=\eta_{\mu \nu} \delta^{\alpha \mu} \delta^{\beta v}=\eta_{\alpha \beta} \tag{2.17}
\end{equation*}
$$

and so

$$
\begin{equation*}
\eta_{\alpha \beta}=\frac{1}{2}\left[e_{\alpha} \overline{e_{\beta}}+e_{\beta} \overline{e_{\alpha}}\right] \tag{2.18}
\end{equation*}
$$

giving, after a short calculation, we reach

$$
\eta_{\alpha \beta}=\left(\begin{array}{rrrr}
1 & 0 & 0 & 0  \tag{2.19}\\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

which is the usual flat-space metric of Minkowski space.

## 3. Euler's and De Moivre's Formulas for a Hyperbolic Quaternions

In this section, we express Euler's formula and De Moivre's formula for hyperbolic quaternions and examine roots of hyperbolic quaternion with respect to the norm of the hyperbolic quaternions.
Every hyperbolic quaternion $q=a+b i+c j+d k(N(q)>0)$ can be written in the form

$$
\begin{equation*}
q=\sqrt{N(q)}(\cosh \phi+w \sinh \phi) \tag{3.1}
\end{equation*}
$$

where $\cosh \phi=\frac{|a|}{\sqrt{N(q)}}, \sinh \phi=\frac{\sqrt{b^{2}+c^{2}+d^{2}}}{\sqrt{N(q)}}, w=\frac{1}{\sqrt{b^{2}+c^{2}+d^{2}}}(b i+c j+d k)$ is unit hyperbolic quaternion and $w^{2}=w w=1$. Since $w^{2}=1$, we have

$$
\begin{equation*}
e^{w \phi}=\left(1+\frac{\phi^{2}}{2!}+\frac{\phi^{4}}{4!}+\ldots\right)+w\left(\phi+\frac{\phi^{3}}{3!}+\frac{\phi^{5}}{5!}+\ldots\right)=\cosh \phi+w \sinh \phi \tag{3.2}
\end{equation*}
$$

Moreover, this can be shown using another method. In following manner

$$
\begin{array}{r}
q=(\cosh \phi+w \sinh \phi) \Rightarrow d q=(\sinh \phi+w \cosh \phi) d \phi  \tag{3.3}\\
\Rightarrow d q=w(\cosh \phi+w \sinh \phi) d \phi=w q d \phi
\end{array}
$$

Thus, we get

$$
\begin{equation*}
\int \frac{d q}{q}=\int w d \phi \Rightarrow \ln q=w \phi \Rightarrow q=e^{w \phi}=(\cosh \phi+w \sinh \phi) \tag{3.4}
\end{equation*}
$$

Now let's prove De Moivre's formula for hyperbolic quaternion.
Theorem 3.1. Let $q=\sqrt{N(q)}(\cosh \phi+w \sinh \phi)$, where $\phi$ is a real number and $w^{2}=1$. Then

$$
\begin{equation*}
q^{n}=\left(\sqrt{N_{q}}\right)^{n}(\cosh \phi+w \sinh \phi)^{n} \quad=\left(\sqrt{N_{q}}\right)^{n}(\cosh (n \phi)+w \sinh (n \phi)) \tag{3.5}
\end{equation*}
$$

for every integer $n$.
Proof. We use induction on positive integers $n$. Assume that

$$
q^{n}=\left({\sqrt{N_{q}}}^{n}(\cosh (n \phi)+w \sinh (n \phi))\right.
$$

holds. Then,

$$
\begin{aligned}
q^{n+1} & =\left(\sqrt{\left|N_{q}\right|}\right)^{n}(\cosh (n \phi)+w \sinh (n \phi))\left(\sqrt{\left|N_{q}\right|}\right)(\cosh \phi+w \sinh \phi) \\
& =\left(\sqrt{\left|N_{q}\right|}\right)^{n+1}\left[\begin{array}{c}
(\cosh (n \phi) \cosh \phi+\sinh (n \phi) \sinh \phi) \\
+w(\cosh (n \phi) \sinh \phi+\sinh (n \phi) \cosh \phi)
\end{array}\right] \\
& =\left(\sqrt{\left|N_{q}\right|}\right)^{n+1}[(\cosh (\phi(n+1)))+w(\sinh (\phi(n+1)))]
\end{aligned}
$$

Hence, the formula is true. Moreover, since

$$
\begin{aligned}
q^{-1} & =\left(\sqrt{\left|N_{q}\right|}\right)^{-1}(\cosh \phi-w \sinh \phi) \\
q^{-n} & =\left(\sqrt{\left|N_{q}\right|}\right)^{-n}(\cosh (n \phi)-w \sinh (n \phi)) \\
& =\left(\sqrt{\left|N_{q}\right|}\right)^{-n}(\cosh (-n \phi)+w \sinh (-n \phi))
\end{aligned}
$$

the formula holds for all integer.
If the power series definition

$$
\begin{align*}
& \cosh x=1+\frac{x^{2}}{2!}+\frac{x^{4}}{4!}+\ldots  \tag{3.6}\\
& \sinh x=x+\frac{x^{3}}{3!}+\frac{x^{5}}{5!}+\ldots \tag{3.7}
\end{align*}
$$

is used for hyperbolic quaternion $w$, then we obtain

$$
\begin{equation*}
\cosh w=\cos I \tag{3.8}
\end{equation*}
$$

$$
\begin{equation*}
\sinh w=-w I \sin I \tag{3.9}
\end{equation*}
$$

where $I$ is complex operator.

Every hyperbolic quaternion $q=a+b i+c j+d k,(N(q)<0)$ can be written in the form

$$
\begin{equation*}
q=\sqrt{|N(q)|}(\sinh \phi+w \cosh \phi) \tag{3.10}
\end{equation*}
$$

where $\sinh \phi=\frac{a}{\sqrt{|N(q)|}}, \cosh \phi=\frac{1}{\sqrt{|N(q)|}} \sqrt{b^{2}+c^{2}+d^{2}}$ and $w=\frac{1}{\sqrt{b^{2}+c^{2}+d^{2}}}(b i+c j+d k)$ is unit hyperbolic quaternion.
Theorem 3.2. Let $q=\sqrt{|N(q)|}(\sinh \phi+w \cosh \phi),(N(q)<0)$ be hyperbolic quaternion. Then

$$
q^{n}= \begin{cases}(\sqrt{|N(q)|})^{n}(\sinh n \phi+w \cosh n \phi), & n \text { is odd } \\ (\sqrt{|N(q)|})^{n}(\cosh n \phi+w \sinh n \phi), & n \text { is even }\end{cases}
$$

The proof can be bypassed since it can be proved in same manner of the proof of the Theorem 3.1.

### 3.1. The roots of a Hyperbolic Quaternions

Theorem 3.3. Let $p=\sqrt{N(p)}(\cosh \phi+w \sinh \phi)$. Then the equation $q^{n}=p$ has only one root:

$$
\begin{equation*}
q=\sqrt[2 n]{N(p)}\left(\cosh \left(\frac{\phi}{n}\right)+w \sinh \left(\frac{\phi}{n}\right)\right) \tag{3.11}
\end{equation*}
$$

in the hyperbolic quaternions which $N(q)>0$.

Proof. Assume that $q=\sqrt{N(q)}(\cosh x+w \sinh x)$ is a root of the equation $q^{n}=p$. From theorem 3.1, we have $q^{n}=(\sqrt{N(q)})^{n}(\cosh (n x)+w \sinh (n x))$ . Thus, $x=\frac{\phi}{n}$ and $|N(q)|=\sqrt[n]{|N(p)|}$. Then, $q=\sqrt[2 n]{N(p)}\left(\cosh \left(\frac{\phi}{n}\right)+w \sinh \left(\frac{\phi}{n}\right)\right)$ is a root of the equation. If we suppose that there are two roots satisfying the equality, we obtain that these roots must be equal to each other.

Example 3.4. We find the roots of the equation $q^{2}=\sqrt{3}+i+j$. Here $p=\sqrt{3}+i+j$ is a hyperbolic quaternion such that $N_{p}=1$. Then, $p$ can be written as

$$
p=\cosh (\ln (\sqrt{3}+\sqrt{2}))+w \sinh (\ln (\sqrt{3}+\sqrt{2}))
$$

where $w=\frac{1}{\sqrt{2}}(i+j)$. From theorem 3.3, the root of the equation

$$
q^{2}=\cosh (\ln (\sqrt{3}+\sqrt{2}))+w \sinh (\ln (\sqrt{3}+\sqrt{2}))
$$

is as follows

$$
q=\cosh \left(\frac{\ln (\sqrt{3}+\sqrt{2})}{2}\right)+w \sinh \left(\frac{\ln (\sqrt{3}+\sqrt{2})}{2}\right)
$$

Theorem 3.5. Let $p=\sqrt{|N(p)|}(\sinh \phi+w \cosh \phi)$ be hyperbolic quaternion. Then the solution of hyperbolic quaternion $q^{n}=p$

1. doesn't exist if $n$ is an even number,
2. has only one root $q=\sqrt[2 n]{|N(p)|}\left(\sinh \frac{\phi}{n}+w \cosh \frac{\phi}{n}\right)$ if $n$ is an odd number
in the hyperbolic quaternions which $N(q)<0$,

Proof. If $n$ is an even number, the norm of the $n^{\text {th }}$ power of hyperbolic quaternion will be positive and in this case there is no solution. So, let $q=\sqrt{|N(q)|}(\sinh x+w \cosh x)$ be root of the equation $q^{n}=p$ such that $n$ is an odd number. Then

$$
q^{n}=\sqrt{|N(q)|^{n}}(\sinh n x+\cosh n x)=\sqrt{|N(p)|}(\sinh \phi+\cosh \phi)
$$

and we get $x=\frac{\phi}{n}$ and $|N(q)|=\sqrt[n]{|N(p)|}$.

Example 3.6. We find the roots of the equation $q^{3}=1+\sqrt{2} j$. Here $p=1+\sqrt{2} j$ is a hyperbolic quaternion such that $N(p)=1$. Then $p$ can be written as

$$
p=\sinh (\ln (1+\sqrt{2}))+w \cosh (\ln (1+\sqrt{2}))
$$

where $w=j$. From theorem 3.4 the root of the equation

$$
q^{3}=\sinh (\ln (1+\sqrt{2}))+w \cosh (\ln (1+\sqrt{2}))
$$

is

$$
q=\sinh \left(\frac{\ln (1+\sqrt{2})}{3}\right)+w \cosh \left(\frac{\ln (1+\sqrt{2})}{3}\right) .
$$
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#### Abstract

Chemical graph theory, is a branch of mathematical chemistry which deals with the nontrivial applications of graph theory to solve molecular problem. A chemical graph is represent a molecule by considering the atoms as the vertices and bonds between them as the edges. A topological index is a graph based molecular descriptor, which is graph theoretic invariant characterising some physicochemical properties of chemical compounds. Dendrimers are generally large, complex, and hyper branched molecules synthesized by repeatable steps with nanometre scale measurements. In this paper, we study the $(a, b)$-Zagreb index of some regular dendrimers and hence obtain some vertex degree based topological indices.


## 1. Introduction

A molecule in chemical graph theory generally represented by graph $G=(V(G), E(G))$ where $V(G)$ denote the vertex set and $E(G)$ is the edge set of $G$, the vertices are consider as atoms of the molecule and edges are bonds between them. The degree of a vertex $v \in V(G)$ is the number of those vertices in $G$ such that which are adjacent to $v$ and is denoted as $d_{G}(v)$. A topological index of a graph is the real number obtain from that graph numerically and is same for graph isomorphism. Study of various topological indices for chemical structures of various molecules play an important role in medical and pharmaceutical fields to predicting biological activity of new molecules and drugs. Dendrimers is a type of macromolecules that could be synthesized from monomers by reproducible procedures. Generally dendrimers are large, complex and hyper branch with multiple functional groups on the surface. Dendrimer was first introduced in 1985 by D.A. Tomalia et al. [1]. Now a days more than forty families of dendrimers are present which are carries unique properties. These specific properties make dendrimers suitable for various applications in medical and industrial technology. Dendrimers are used in vitro diagnostic cardiac testing, as contrast agents for magnetic resonance. Magnetic resonance imaging (MRI) is a diagnostic process to producing anatomical images of organs and blood vessels. Recently, U. Ahmad et al. studied the atom-bond connectivity indices of certain families of dendrimers in [2], Y. Bashir et al. studied forgotten topological index of some dendrimers structure in [3]. In this paper, we derived the exact expressions of the generalized Zagreb index or $(a, b)$-Zagreb index of some regular dendrimers and hence as a special case we obtain some important degree based topological indices such as Zagreb indices, forgotten topological index, redefined Zagreb index, general first Zagreb index, general Randić index, symmetric division deg index from using our derived results. Gutman and Trinajestić in a paper, "to study the total $\pi$-electron energy $(\varepsilon)$ of carbon atoms" introduced the Zagreb indices in 1972 [4] and are defined as

$$
M_{1}(G)=\sum_{v \in V(G)} d_{G}(v)^{2}=\sum_{u v \in E(G)}\left[d_{G}(u)+d_{G}(v)\right]
$$

and

$$
M_{2}(G)=\sum_{u v \in E(G)} d_{G}(u) d_{G}(v)
$$

We refer our reader to [5, 6], for some recent study about these indices. The "forgotten topological index" or F-index was introduced by Gutman and Trinajestić [4], in the same paper where Zagreb indices were introduced and is defined as

$$
F(G)=\sum_{v \in V(G)} d_{G}(v)^{3}=\sum_{u v \in E(G)}\left[d_{G}(u)^{2}+d_{G}(v)^{2}\right]
$$

For further study about this index we refer our reader to [7, 8, 9]. The redefined Zagreb index was first introduced in 2013 by Ranjini et al. [10] and is defined as

$$
\operatorname{ReZM}(G)=\sum_{u v \in E(G)} d_{G}(u) d_{G}(v)\left[d_{G}(u)+d_{G}(v)\right] .
$$

For some recent study about this index we refer our reader to [11, 12]. Li and Zheng was introduced the general Zagreb index in [13], and is defined as

$$
M^{\alpha}(G)=\sum_{u \in V(G)} d_{G}(u)^{\alpha}
$$

where, $\alpha \neq 0,1$ and $\alpha \in \mathbb{R}$. Clearly, when $\alpha=2$ we get first Zagreb index and when $\alpha=3$ it gives the F-index. In 2001, Gutman and Lepović generalized the Randić index in [14] and is defined as

$$
R_{a}=\sum_{u v \in E(G)}\left\{d_{G}(u) \cdot d_{G}(v)\right\}^{a}
$$

where, $a \neq 0, a \in \mathbb{R}$. The Symmetric division deg index of a graph is defined as

$$
\operatorname{SDD}(G)=\sum_{u v \in E(G)}\left[\frac{d_{G}(u)}{d_{G}(v)}+\frac{d_{G}(v)}{d_{G}(u)}\right] .
$$

For further study about this index, we refer our reader to [15, 16, 17]. Based on some well known vertex degree based topological indices Azari et al. [18], in 2011 introduced a generalized version of vertex degree based topological index, named as generalized Zagreb index or the ( $a, b$ )-Zagreb index and is defined as

$$
Z_{a, b}(G)=\sum_{u v \in E(G)}\left(d_{G}(u)^{a} d_{G}(v)^{b}+d_{G}(u)^{b} d_{G}(v)^{a}\right) .
$$

We refer our reader to [19, 20, 21], for further study about this index. It is shown that in table 1 all the topological indices discussed previously in this paper, are derived from this ( $a, b$ )-Zagreb index for some particular values of $a$ and $b$.

Table 1: Relations between (a,b)-Zagreb index with some other topological indices:

| Topological index | Corresponding $(a, b)$-Zagreb index |
| :---: | :---: |
| First Zagreb index $M_{1}(G)$ | $Z_{1,0}(G)$ |
| Second Zagreb index $M_{2}(G)$ | $\frac{1}{2} Z_{1,1}(G)$ |
| Forgotten topological index $F(G)$ | $Z_{2,0}(G)$ |
| Redefined Zagreb index $\operatorname{ReZM(G)}$ | $Z_{2,1}(G)$ |
| General first Zagreb index $M^{a}(G)$ | $Z_{a-1,0}(G)$ |
| General Randić index $R_{a}$ | $\frac{1}{2} Z_{a, a}$ |
| Symmetric division deg index $\operatorname{SDD}(G)$ | $Z_{1,-1}(G)$ |

## 2. Main Results

In this section, we derived generalized Zagreb index of some dendrimers. First, we consider the regular dendrimer $G[n]$ with exactly $n$ generations. The edge sets of dendrimer $G[n]$ are divided into three parts and are shown as follows:

$$
\begin{aligned}
& E_{1}(G[n])=\left\{e=u v \in E(G[n]): d_{G[n]}(u)=2 \text { and } d_{G[n]}(v)=2\right\} \\
& E_{2}(G[n])=\left\{e=u v \in E(G[n]): d_{G[n]}(u)=2 \text { and } d_{G[n]}(v)=3\right\} \\
& E_{3}(G[n])=\left\{e=u v \in E(G[n]): d_{G[n]}(u)=2 \text { and } d_{G[n]}(v)=1\right\}
\end{aligned}
$$

note that, $\left|E_{1}(G[n])\right|=\left(2^{n+3}-5\right),\left|E_{2}(G[n])\right|=\left(3 \times 2^{n+1}-6\right),\left|E_{3}(G[n])\right|=2^{n+1}$. The two dimensional structure of a regular dendrimer $G[n]$ with 6 -levels is shown in figure 1 .
Theorem 2.1. The ( $a, b$ )-Zagreb index of the regular dendrimer $G[n]$ is given by

$$
\begin{equation*}
Z_{a, b}(G[n])=\left(2^{n+3}-5\right) \cdot 2^{a+b+1}+\left(3 \times 2^{n+1}-6\right)\left(2^{a} \cdot 3^{b}+2^{b} \cdot 3^{a}\right)+2^{n+1}\left(2^{a}+2^{b}\right) \tag{2.1}
\end{equation*}
$$

Proof. Applying the definition of (a,b)-Zagreb index, we get

$$
\begin{aligned}
Z_{a, b}(G[n]) & =\sum_{u v \in E(G[n])}\left(d_{G[n]}(u)^{a} d_{G[n]}(v)^{b}+d_{G[n]}(u)^{b} d_{G[n]}(v)^{a}\right) \\
& =\sum_{u v \in E_{1}(G[n])}\left(2^{a} 2^{b}+2^{b} 2^{a}\right)+\sum_{u v \in E_{2}(G[n])}\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+\sum_{u v \in E_{3}(G[n])}\left(2^{a} 1^{b}+2^{b} 1^{a}\right) \\
& =\left|E_{1}(G[n])\right|\left(2^{a} 2^{b}+2^{b} 2^{a}\right)+\left|E_{2}(G[n])\right|\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+\left|E_{3}(G[n])\right|\left(2^{a} 1^{b}+2^{b} 1^{a}\right) \\
& =\left(2^{n+3}-5\right) .2^{a+b+1}+\left(3 \times 2^{n+1}-6\right)\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+2^{n+1}\left(2^{a}+2^{b}\right) .
\end{aligned}
$$

Hence, the theorem.


Figure 2.1: The two dimensional structure of regular dendrimer $G[n]$ for $\mathrm{n}=6$.


Figure 2.2: The two dimensional structure of regular dendrimer $H[n]$ for $n=5$.

Corollary 2.2. Using equation 2.1, the following results follows:
(i) $M_{1}(G[n]) \quad=\quad Z_{1,0}(G[n])=4.2^{n+3}+18.2^{n+1}-50$,
(ii) $M_{2}(G[n])=\frac{1}{2} Z_{1,1}(G[n])=4.2^{n+3}+20.2^{n+1}-56$,
(iii) $F(G[n])=Z_{2,0}(G[n])=8.2^{n+3}+44.2^{n+1}-118$,
(iv) $\operatorname{ReZM}(G[n])=Z_{2,1}(G[n])=16.2^{n+3}+96.2^{n+1}-260$,
(v) $M^{a}(G[n])=Z_{a-1,0}(G[n])=\left(2^{n+3}-5\right) \cdot 2^{a}+\left(3 \times 2^{n+1}-6\right)\left(2^{a-1}+3^{a-1}\right)+2^{n+1}\left(2^{a-1}+1\right)$,
(vi) $R_{a}(G[n])=\frac{1}{2} Z_{a, a}(G[n])=\left(2^{n+5}-5\right) \cdot 2^{2 a}+\left(3 \times 2^{n+1}-6\right) \cdot 2^{a} \cdot 3^{a}+2^{n+1} \cdot 2^{a}$,
(vii) $\operatorname{SDD}(G[n])=Z_{1,-1}(G[n])=2.2^{n+3}+18.2^{n}-23$.

Now, we consider the regular dendrimer $H[n]$ where, $n$ is the steps of growth. The edge sets of $H[n]$ can be partitioned as follows:

$$
\begin{aligned}
& E_{1}(H[n])=\left\{e=u v \in E(H[n]): d_{H[n]}(u)=2 \text { and } d_{H[n]}(v)=2\right\} \\
& E_{2}(H[n])=\left\{e=u v \in E(H[n]): d_{H[n]}(u)=2 \text { and } d_{H[n]}(v)=3\right\} \\
& E_{3}(H[n])=\left\{e=u v \in E(H[n]): d_{H[n]}(u)=2 \text { and } d_{H[n]}(v)=1\right\}
\end{aligned}
$$

note that, $\left|E_{1}(H[n])\right|=\left(5 \times 2^{n+2}-19\right),\left|E_{2}(H[n])\right|=\left(3 \times 2^{n+1}-6\right),\left|E_{3}(H[n])\right|=2^{n+1}$. The two dimensional structure of $H[n]$ with 5 -levels is shown in figure 2.

Theorem 2.3. The $(a, b)$-Zagreb index of the regular dendrimer $H[n]$ is given by

$$
\begin{equation*}
Z_{a, b}(H[n])=\left(5 \times 2^{n+2}-19\right) \cdot 2^{a+b+1}+\left(3 \times 2^{n+1}-6\right)\left(2^{a} \cdot 3^{b}+2^{b} \cdot 3^{a}\right)+2^{n+1}\left(2^{a}+2^{b}\right) \tag{2.2}
\end{equation*}
$$

Proof. Applying the definition of ( $\mathrm{a}, \mathrm{b}$ )-Zagreb index, we get

$$
\begin{aligned}
Z_{a, b}(H[n]) & =\sum_{u v \in E(H[n])}\left(d_{H[n]}(u)^{a} d_{H[n]}(v)^{b}+d_{H[n]}(u)^{b} d_{H[n]}(v)^{a}\right) \\
& =\sum_{u v \in E_{1}(H[n])}\left(2^{a} 2^{b}+2^{b} 2^{a}\right)+\sum_{u v \in E_{2}(H[n])}\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+\sum_{u v \in E_{3}(H[n])}\left(2^{a} 1^{b}+2^{b} 1^{a}\right) \\
& =\left|E_{1}(H[n])\right|\left(2^{a} 2^{b}+2^{b} 2^{a}\right)+\left|E_{2}(H[n])\right|\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+\left|E_{3}(H[n])\right|\left(2^{a} 1^{b}+2^{b} 1^{a}\right) \\
& =\left(5 \times 2^{n+2}-19\right) .2^{a+b+1}+\left(3 \times 2^{n+1}-6\right)\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+2^{n+1}\left(2^{a}+2^{b}\right) .
\end{aligned}
$$

Hence, the theorem.
Corollary 2.4. From equation 2.2 , the following results follows:
(i) $M_{1}(H[n])=Z_{1,0}(H[n])=20.2^{n+2}+18.2^{n+1}-106$,
(ii) $M_{2}(H[n])=\frac{1}{2} Z_{1,1}(H[n])=20.2^{n+2}+20.2^{n+1}-112$,
(iii) $F(H[n])=Z_{2,0}(H[n])=40.2^{n+2}+44.2^{n+1}-230$,
(iv) $\operatorname{ReZM}(H[n])=Z_{2,1}(H[n])=80.2^{n+2}+96.2^{n+1}-484$,
(v) $M^{a}(H[n])=Z_{a-1,0}(H[n])=\left(5 \times 2^{n+2}-19\right) \cdot 2^{a}+\left(3 \times 2^{n+1}-6\right)\left(2^{a-1}+3^{a-1}\right)+2^{n+1}\left(2^{a-1}+1\right)$,
(vi) $R_{a}(H[n])=\frac{1}{2} Z_{a, a}(H[n])=\left(5 \times 2^{n+2}-19\right) \cdot 2^{2 a}+\left(3 \times 2^{n+1}-6\right) \cdot 2^{a} \cdot 3^{a}+2^{n+1} \cdot 2^{a}$,
(vii) $S D D(H[n])=Z_{1,-1}(H[n])=10.2^{n+2}+18.2^{n}-51$.

Now, we obtained the (a,b)-Zagreb index for the porphyrin dendrimer $D_{n} P_{n}$ with $n$-layers. Here $n=2^{m}(m \geq 2)$ denote the steps of growth. Note that total number of vertices in $D_{n} P_{n}$ is $(96 n-10)$ and $(105 n-11)$ edges. The edge sets of $D_{n} P_{n}$ are divided as follows:

$$
\begin{aligned}
& E_{1}\left(D_{n} P_{n}\right)=\left\{e=u v \in E\left(D_{n} P_{n}\right): d_{D_{n} P_{n}}(u)=1 \text { and } d_{D_{n} P_{n}}(v)=3\right\} \\
& E_{2}\left(D_{n} P_{n}\right)=\left\{e=u v \in E\left(D_{n} P_{n}\right): d_{D_{n} P_{n}}(u)=1 \text { and } d_{D_{n} P_{n}}(v)=4\right\} \\
& E_{3}\left(D_{n} P_{n}\right)=\left\{e=u v \in E\left(D_{n} P_{n}\right): d_{D_{n} P_{n}}(u)=2 \text { and } d_{D_{n} P_{n}}(v)=2\right\} \\
& E_{4}\left(D_{n} P_{n}\right)=\left\{e=u v \in E\left(D_{n} P_{n}\right): d_{D_{n} P_{n}}(u)=2 \text { and } d_{D_{n} P_{n}}(v)=3\right\} \\
& E_{5}\left(D_{n} P_{n}\right)=\left\{e=u v \in E\left(D_{n} P_{n}\right): d_{D_{n} P_{n}}(u)=3 \text { and } d_{D_{n} P_{n}}(v)=3\right\} \\
& E_{6}\left(D_{n} P_{n}\right)=\left\{e=u v \in E\left(D_{n} P_{n}\right): d_{D_{n} P_{n}}(u)=3 \text { and } d_{D_{n} P_{n}}(v)=4\right\}
\end{aligned}
$$

where, $\left|E_{1}\left(D_{n} P_{n}\right)\right|=2 n,\left|E_{2}\left(D_{n} P_{n}\right)\right|=24 n,\left|E_{3}\left(D_{n} P_{n}\right)\right|=10 n-5,\left|E_{4}\left(D_{n} P_{n}\right)\right|=48 n-6,\left|E_{5}\left(D_{n} P_{n}\right)\right|=13 n,\left|E_{6}\left(D_{n} P_{n}\right)\right|=8 n$. The figure of porphyrin dendrimer $D_{n} P_{n}$ with 16-layers is shown in figure 3 .

Theorem 2.5. The $(a, b)$-Zagreb index of regular dendrimer $D_{n} P_{n}$ is given by

$$
\begin{equation*}
Z_{a, b}\left(D_{n} P_{n}\right)=2 n\left(3^{a}+3^{b}\right)+24 n\left(4^{a}+4^{b}\right)+(10 n-5) \cdot 2^{a+b+1}+(48 n-6)\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+26 n \cdot 3^{a+b}+8 n\left(3^{a} 4^{b}+3^{b} 4^{a}\right) \tag{2.3}
\end{equation*}
$$

Proof. From definition of (a,b)-Zagreb index, we get

$$
\begin{aligned}
Z_{a, b}\left(D_{n} P_{n}\right)= & \sum_{u v \in E\left(D_{n} P_{n}\right)}\left(d_{D_{n} P_{n}}(u)^{a} d_{D_{n} P_{n}}(v)^{b}+d_{D_{n} P_{n}}(u)^{b} d_{D_{n} P_{n}}(v)^{a}\right) \\
= & \sum_{u v \in E_{1}\left(D_{n} P_{n}\right)}\left(1^{a} 3^{b}+1^{b} 3^{a}\right)+\sum_{u v \in E_{2}\left(D_{n} P_{n}\right)}\left(1^{a} 4^{b}+1^{b} 4^{a}\right)+\sum_{u v \in E_{3}\left(D_{n} P_{n}\right)}\left(2^{a} 2^{b}+2^{b} 2^{a}\right)+\sum_{u v \in E_{4}\left(D_{n} P_{n}\right)}\left(2^{a} 3^{b}+2^{b} 3^{a}\right) \\
& +\sum_{u v \in E_{5}\left(D_{n} P_{n}\right)}\left(3^{a} 3^{b}+3^{b} 3^{a}\right)+\sum_{u v \in E_{6}\left(D_{n} P_{n}\right)}\left(3^{a} 4^{b}+3^{b} 4^{a}\right) \\
= & \left|E_{1}\left(D_{n} P_{n}\right)\right|\left(1^{a} 3^{b}+1^{b} 3^{a}\right)+\left|E_{2}\left(D_{n} P_{n}\right)\right|\left(1^{a} 4^{b}+1^{b} 4^{a}\right)+\left|E_{3}\left(D_{n} P_{n}\right)\right|\left(2^{a} 2^{b}+2^{b} 2^{a}\right)+\left|E_{4}\left(D_{n} P_{n}\right)\right|\left(2^{a} 3^{b}+2^{b} 3^{a}\right) \\
& +\left|E_{5}\left(D_{n} P_{n}\right)\right|\left(3^{a} 3^{b}+3^{b} 3^{a}\right)+\left|E_{6}\left(D_{n} P_{n}\right)\right|\left(3^{a} 4^{b}+3^{b} 4^{a}\right) \\
= & 2 n\left(3^{a}+3^{b}\right)+24 n\left(4^{a}+4^{b}\right)+(10 n-5) \cdot 2^{a+b+1}+(48 n-6)\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+26 n \cdot 3^{a+b}+8 n\left(3^{a} 4^{b}+3^{b} 4^{a}\right)
\end{aligned}
$$

Hence, the theorem.
Corollary 2.6. Using equation 2.3 , we obtain following results as follows:
$(i) M_{1}\left(D_{n} P_{n}\right) \quad=\quad Z_{1,0}\left(D_{n} P_{n}\right)=542 n-50$,
(ii) $M_{2}\left(D_{n} P_{n}\right)=\frac{1}{2} Z_{1,1}\left(D_{n} P_{n}\right)=643 n-56$,
(iii) $F\left(D_{n} P_{n}\right)=Z_{2,0}\left(D_{n} P_{n}\right)=1666 n-118$,
(iv) $\operatorname{ReZM}\left(D_{n} P_{n}\right)=Z_{2,1}\left(D_{n} P_{n}\right)=3010 n-260$,
$(v) M^{a}\left(D_{n} P_{n}\right) \quad=\quad Z_{a-1,0}\left(D_{n} P_{n}\right)=2 n\left(3^{a-1}+1\right)+24 n\left(4^{a-1}+1\right)+(10 n-5) \cdot 2^{a}+(48 n-6)\left(2^{a-1}+3^{a-1}\right)+26 n \cdot 3^{a-1}+8 n\left(3^{a-1}+4^{a-1}\right)$,
$(v i) R_{a}\left(D_{n} P_{n}\right)=\frac{1}{2} Z_{a, a}\left(D_{n} P_{n}\right)=2 n \cdot 3^{a}+24 n \cdot 4^{a}+(10 n-5) \cdot 2^{2 a}+(48 n-6) \cdot 2^{a} \cdot 3^{a}+13 n \cdot 3^{2 a}$,
(vii) $\operatorname{SDD}\left(D_{n} P_{n}\right)=Z_{1,-1}\left(D_{n} P_{n}\right)=\frac{826}{3} . n-23$.


Figure 2.3: Molecular structure of porphyrin dendrimer $D_{16} P_{16}$.
finally, we obtained (a,b)-Zagreb index of Zinc-porphyrin $D P Z_{n}$ here $n$ is defined the steps of growth ( $n \geq 1$ ). The Zinc-porphyrin $D P Z_{n}$ consists four similar branches and contains a central core. The total number of vertices in $D P Z_{n}$ are $\left(56 \times 2^{n}-7\right)$ and $\left(64 \times 2^{n}-4\right)$ number of edges. The edge set of $D P Z_{n}$ is partitioned as follows:

$$
\begin{aligned}
& E_{1}\left(D P Z_{n}\right)=\left\{e=u v \in E\left(D P Z_{n}\right): d_{D P Z_{n}}(u)=2 \text { and } d_{D P Z_{n}}(v)=2\right\} \\
& E_{2}\left(D P Z_{n}\right)=\left\{e=u v \in E\left(D P Z_{n}\right): d_{D P Z_{n}}(u)=2 \text { and } d_{D P Z_{n}}(v)=3\right\} \\
& E_{3}\left(D P Z_{n}\right)=\left\{e=u v \in E\left(D P Z_{n}\right): d_{D P Z_{n}}(u)=3 \text { and } d_{D P Z_{n}}(v)=3\right\} \\
& E_{4}\left(D P Z_{n}\right)=\left\{e=u v \in E\left(D P Z_{n}\right): d_{D P Z_{n}}(u)=3 \text { and } d_{D P Z_{n}}(v)=4\right\}
\end{aligned}
$$

note that, $\left|E_{1}\left(D P Z_{n}\right)\right|=16 \times 2^{n}-4,\left|E_{2}\left(D P Z_{n}\right)\right|=40 \times 2^{n}-16,\left|E_{3}\left(D P Z_{n}\right)\right|=8 \times 2^{n}+12,\left|E_{4}\left(D P Z_{n}\right)\right|=4$. The figure of Zinc-porphyrin $D P Z_{n}$ with 4 layers is shown in figure 4 .
Theorem 2.7. For $\left(D P Z_{n}\right)$, the ( $a, b$ )-Zagreb index is

$$
\begin{equation*}
Z_{a, b}\left(D P Z_{n}\right)=\left(16 \times 2^{n}-4\right) \cdot 2^{a+b+1}+\left(40 \times 2^{n}-16\right)\left(2^{a} \cdot 3^{b}+2^{b} \cdot 3^{a}\right)+\left(8 \times 2^{n}+12\right) 2.3^{a+b}+4\left(3^{a} 4^{b}+3^{b} 4^{a}\right) \tag{2.4}
\end{equation*}
$$

Proof. Using the concept of (a,b)-Zagreb index, we get

$$
\begin{aligned}
Z_{a, b}\left(D P Z_{n}\right) & =\sum_{u v \in E\left(D P Z_{n}\right)}\left(d_{D P Z_{n}}(u)^{a} d_{D P Z_{n}}(v)^{b}+d_{D P Z_{n}}(u)^{b} d_{D P Z_{n}}(v)^{a}\right) \\
& =\sum_{u v \in E_{1}\left(D P Z_{n}\right)}\left(2^{a} 2^{b}+2^{b} 2^{a}\right)+\sum_{u v \in E_{2}\left(D P Z_{n}\right)}\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+\sum_{u v \in E_{3}\left(D P Z_{n}\right)}\left(3^{a} 3^{b}+3^{b} 3^{a}\right)+\sum_{u v \in E_{4}\left(D P Z_{n}\right)}\left(3^{a} 4^{b}+3^{b} 4^{a}\right) \\
& =\left|E_{1}\left(D P Z_{n}\right)\right|\left(2^{a} 2^{b}+2^{b} 2^{a}\right)+\left|E_{2}\left(D P Z_{n}\right)\right|\left(2^{a} 3^{b}+2^{b} 3^{a}\right)+\left|E_{3}\left(D P Z_{n}\right)\right|\left(3^{a} 3^{b}+3^{a} 3^{b}\right)+\left|E_{4}\left(D P Z_{n}\right)\right|\left(3^{a} 4^{b}+4^{a} 3^{b}\right) \\
& =\left(16 \times 2^{n}-4\right) \cdot 2^{a+b+1}+\left(40 \times 2^{n}-16\right)\left(2^{a} \cdot 3^{b}+2^{b} \cdot 3^{a}\right)+\left(8 \times 2^{n}+12\right) 2 \cdot 3^{a+b}+4\left(3^{a} 4^{b}+3^{b} 4^{a}\right) .
\end{aligned}
$$

Which is the desired result.
Corollary 2.8. From equation 2.4, we derived the following results,
(i) $M_{1}\left(D P Z_{n}\right) \quad=Z_{1,0}\left(D P Z_{n}\right)=312.2^{n}+4$,
(ii) $M_{2}\left(D P Z_{n}\right)=\frac{1}{2} Z_{1,1}\left(D P Z_{n}\right)=376.2^{n}+60$,
(iii) $F\left(D P Z_{n}\right)=Z_{2,0}\left(D P Z_{n}\right)=792.2^{n}+76$,
(iv) $\operatorname{ReZM}\left(D P Z_{n}\right)=Z_{2,1}\left(D P Z_{n}\right)=1888.2^{n}+440$,
(v) $M^{a}\left(D P Z_{n}\right)=Z_{a-1,0}\left(D P Z_{n}\right)=\left(16 \times 2^{n}-4\right) \cdot 2^{a}+\left(40 \times 2^{n}-16\right)\left(2^{a-1}+3^{a-1}\right)+\left(8 \times 2^{n}+12\right) \cdot 2 \cdot 3^{a-1}+4\left(3^{a-1}+4^{a-1}\right)$,
(vi) $\left.R_{a}\left(D P Z_{n}\right)=\frac{1}{2} Z_{a, a}\left(D P Z_{n}\right)=\left(16 \times 2^{n}-4\right) \cdot 2^{2 a}+\left(40 \times 2^{n}-16\right) 2^{a} \cdot 3^{a}+\left(8 \times 2^{n}+12\right) \cdot 3^{2 a}+4 \cdot 3^{a} \cdot 4^{a}\right)$,
(vii) $\operatorname{SDD}\left(D P Z_{n}\right)=Z_{1,-1}\left(D P Z_{n}\right)=\frac{404}{3} \cdot 2^{n}-\frac{31}{3}$.


Figure 2.4: Molecular structure of dendrimer zinc porphyrin $D P Z_{4}$.

## 3. Conclusions

In this study, we obtain some closed expressions of the $(a, b)$-Zagreb index of some regular dendrimers such as $G[n], H[n]$, porphyrin dendrimers $D_{n} P_{n}$ and the Zinc-porphyrin $D P Z_{n}$ and hence obtain some other important degree based topological indices for some particular values of $a$ and $b$ from our derived results. For further study the $(a, b)$-Zagreb index of some other chemical structures can be computed.
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#### Abstract

In this work, we give two methods to generate general helices that lie on the sphere $S^{2 n}$ in Euclidean ( $2 \mathrm{n}+1$ )-space $E^{2 n+1}$.


## 1. Introduction

In Euclidean 3-space $E^{3}$, the condition for a curve to lie on a sphere (spherical curve) is usually given in the form

$$
\frac{k_{2}}{k_{1}}+\left(\frac{1}{k_{2}}\left(\frac{1}{k_{1}}\right)^{\prime}\right)^{\prime}=0
$$

where $k_{1}>0$ and $k_{2} \neq 0$ [8]. The integral form of the above equation was given in [2] as

$$
\frac{1}{k_{1}}=A \cos \int k_{2} d s+B \sin \int k_{2} d s
$$

Besides, researchers gave different characterizations about spherical curves by using the equations above [9, 10].
In $E^{3}$, general helices are defined by the property that their tangent makes a constant angle with a fixed direction in every point. In this paper we use this definition for higher dimensions too. But, the general helix notion in $\mathbb{R}^{3}$ can be generalized to higher dimensions in many ways. In [7], the same definition is proposed but in $\mathbb{R}^{n}$. The definition of a general helix is more restrictive in [5]; the fixed direction makes a constant angle with all vectors of the Frenet frame. It is easy to check that this definition only works in odd dimensions [3]. Moreover, in the same paper, it is proven that this definition is equivalent to the fact that the ratios $\frac{k_{1}}{k_{2}}, \frac{k_{3}}{k_{4}}, \ldots, \frac{k_{n-4}}{k_{n-3}}, \frac{k_{n-2}}{k_{n-1}}$, where curvatures $k_{i}$ are constants. This statement is related with the Lancret theorem for general helices in $\mathbb{R}^{3}$.
If a general helix lies on $S^{n}$, we call it spherical helix. This topic have become an active research area in recent years. In [6], Monterde studied constant curvature ratio curves (ccr-curves) for which all the ratios $\frac{k_{1}}{k_{2}}, \frac{k_{3}}{k_{4}}, \ldots$ are constant. He found explicit examples of spherical ccr-curves that lie on $S^{2}$ with non-constant curvatures. He showed that a ccr-curve on $S^{2}$ is a general helix. After that in [1], authors presented some necessary and sufficient conditions for a curve to be a slant helix in Euclidean n-space. They gave an example for a slant helix in $E^{5}$ whose tangent indicatrix is a spherical helix that lie on $S^{4}$.
In literature, there are studies about spherical helices in $E^{3}$ and there is only one example when $n \geq 4$ [1]. By means of the papers mentioned above, the goal of this paper is to find methods for generating spherical helices that lies on $S^{2 n}$ in $E^{2 n+1}$.

## 2. Basic concepts

The real vector space $R^{n}$ with standard inner product and the standart orthonormal basis $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ is given by

$$
<X, Y>=\sum_{i=1}^{n} x_{i} y_{i}
$$

for each $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right), Y=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in R^{n}$. In particular, the norm of a vector $X \in R^{n}$ is given by $\|X\|^{2}=<X, X>$.
Let $\alpha: I \subset R \rightarrow E^{n}$ be a regular curve in $E^{n}$ and $\left\{V_{1}, V_{2}, \ldots, V_{n}\right\}$ be the moving Frenet frame along the curve $\alpha$, where $V_{i}(i=1,2, \ldots, n)$ denote $i$ th Frenet vector field. Then, the Frenet formulas are given by

$$
\left\{\begin{array}{c}
V_{1}^{\prime}(t)=v(t) k_{1}(t) V_{2}(t)  \tag{2.1}\\
V_{i}^{\prime}(t)=v(t)\left(-k_{i-1}(t) V_{i-1}(t)+k_{i}(t) V_{i+1}(t)\right), \quad i=2,3, \ldots, n-1 \\
V_{n}^{\prime}(t)=-v(t) k_{n-1}(t) V_{n-1}(t)
\end{array}\right.
$$

where $v(t)=\|d \alpha(t) / d t\|=\left\|\alpha^{\prime}(t)\right\|$ and $k_{i}(i=1,2, \ldots, n-1)$ denote the $i$ th curvature function of the curve [4].
Definition 2.1. The curve $\alpha: I \subset R \rightarrow E^{n}$ is called general helix if its tangent vector $V_{1}$ makes a constant angle with a fixed direction [7].
A sphere of center $P=\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in E^{n}$ and radius $R>0$ is the surface

$$
S^{n}(P, R)=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in E^{n} \mid \quad\left(x_{1}-p_{1}\right)^{2}+\cdots+\left(x_{n}-p_{n}\right)^{2}=R^{2}\right\}
$$

When, $P$ is the origin of $E^{n}$ and $R=1$, we denote this with $S^{n}$, that is,

$$
S^{n}=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in E^{n} \mid \quad x_{1}^{2}+\cdots+x_{n}^{2}=1\right\}
$$

## 3. Spherical helices in $E^{2 n+1}$

Now, we give two theorems to generate general helices that lie on $S^{2 n} \subset E^{2 n+1}$. To reach our goal; First, we use W-curves, i.e. a curve which has constant Frenet curvatures [3].

Theorem 3.1. Let,

$$
\gamma(s)=\left(\gamma_{1}(s), \gamma_{2}(s), \ldots, \gamma_{2 n}(s), \sqrt{1-R^{2}}\right) \subset S^{2 n-1}(P, R) \subset S^{2 n} \subset E^{2 n+1}
$$

be a unit speed $W$-curve with the Frenet vector fields $\left\{u_{1}, u_{2}, \ldots, u_{2 n}\right\}$ and the curvatures $\left\{k_{1}, k_{2}, \ldots, k_{2 n-1}\right\}$ where $P=\left(0,0, \ldots, 0, \sqrt{1-R^{2}}\right) \in$ $E^{2 n+1}, R=1 / a, a>1$. Then, $\alpha(s)=\sin (s) \gamma(s)+\cos (s) u_{1}(s)$ with the Frenet vector fields $\left\{V_{1}, V_{2}, \ldots, V_{2 n}\right\}$ is a general helix that lies on $S^{2 n}$.

Proof. With straightforward calculations, it is clear that

$$
\|\alpha\|=1
$$

then $\alpha$ is a spherical curve which lies on $S^{2 n}$.
We know $\left\langle\gamma, e_{2 n+1}\right\rangle=\sqrt{1-R^{2}}$. If we take derivatives of this equation with respect to $s$, we have

$$
\begin{equation*}
\left\langle u_{i}, e_{2 n+1}\right\rangle=0, \quad i=1,2, \ldots, 2 n \tag{3.1}
\end{equation*}
$$

Since $\langle\gamma-P, \gamma-P\rangle=R^{2}$, for $i=1,2, \ldots, n$ we also have

$$
\begin{gather*}
\left\langle u_{2 i-1}, \gamma\right\rangle=0 \\
\left\langle u_{2 i}, \gamma\right\rangle=\frac{-\prod_{j=0}^{i-1} k_{2 i}}{\prod_{j=1}^{i} k_{2 i-1}} \tag{3.2}
\end{gather*}
$$

where $k_{0}=1$. Then, by using Equations (3.1) and (3.2), we can write

$$
\gamma=P+\lambda_{1} u_{1}+\lambda_{2} u_{3}, \cdots+\lambda_{n} u_{2 n-1}
$$

So,

$$
\left\langle V_{1}, e_{2 n+1}\right\rangle=\sqrt{\frac{1-R^{2}}{k_{1}^{2}-1}}
$$

This completes the proof.

## Corollary 3.2. If

$$
\begin{equation*}
\gamma(s)=\frac{R}{\sqrt{n}}\left(\sum_{j=1}^{n} \sin \left(c_{j} s\right) e_{2 j-1}+\sum_{j=1}^{n} \cos \left(c_{j} s\right) e_{2 j}\right)+\sqrt{1-R^{2}} e_{2 n+1} \tag{3.3}
\end{equation*}
$$

where $R=\left(\frac{n}{\sum_{j=1}^{n} c_{j}^{2}}\right)^{1 / 2}, a=\left(\frac{\sum_{j=1}^{n} c_{j}^{2}}{n}\right)^{1 / 2}>1$ and $c_{i} \neq c_{j}, 1 \leq i<j \leq n$.
Then, $\alpha(s)=\sin (s) \gamma(s)+\cos (s) u_{1}(s)$ is a general helix that lies on $S^{2 n}$ in $E^{2 n+1}$.
Example 3.3. If we take $c_{1}=2, c_{2}=4$, and $n=2$ in Corollary 3.2 we have

$$
\begin{aligned}
& P=\left(0,0,0,0, \frac{1}{\sqrt{10}}\right), \\
& R=\frac{3}{\sqrt{10}}, \\
& \gamma(s)=\left(\frac{\sin (2 s)}{2 \sqrt{5}}, \frac{\cos (2 s)}{2 \sqrt{5}}, \frac{\sin (4 s)}{2 \sqrt{5}}, \frac{\cos (4 s)}{2 \sqrt{5}}, \frac{3}{\sqrt{10}}\right) \subset S^{3}(P, R) \subset S^{4}, \\
& v_{1}(s)=\left(\frac{\cos (2 s)}{\sqrt{5}},-\frac{\sin (2 s)}{\sqrt{5}}, \frac{2 \cos (4 s)}{\sqrt{5}},-\frac{2 \sin (4 s)}{\sqrt{5}}, 0\right) .
\end{aligned}
$$

Then, $\gamma$ is a unit speed spherical $W$-curve with the curvatures

$$
\begin{aligned}
& k_{1}=2 \sqrt{\frac{17}{5}}, \\
& k_{2}=\frac{12}{\sqrt{85}}, \\
& k_{3}=4 \sqrt{\frac{5}{17}}, \\
& k_{4}=0 .
\end{aligned}
$$

Therefore, we get

$$
\alpha(s)=\left(\frac{\cos ^{3}(s)}{\sqrt{5}},-\frac{3 \sin (s)+\sin (3 s)}{4 \sqrt{5}}, \frac{2 \cos ^{3}(s)(3 \cos (2 s)-2)}{\sqrt{5}},-\frac{5 \sin (3 s)+3 \sin (5 s)}{4 \sqrt{5}}, \frac{3 \sin (s)}{\sqrt{10}}\right)
$$

with the tangent vector field

$$
V_{1}(s)=\left(-\frac{\sin (s) \cos (s)}{\sqrt{7}},-\frac{(\cos (s)+\cos (3 s)) \sec (s)}{4 \sqrt{7}}, \frac{5(\sin (s)-\sin (3 s)) \cos (s)}{\sqrt{7}},-\frac{5(\cos (3 s)+\cos (5 s)) \sec (s)}{4 \sqrt{7}}, \frac{1}{\sqrt{14}}\right)
$$

where $\|\alpha\|=1$.
By means of Theorem 3.1 and Corollary 3.2 we can give a new theorem.
Theorem 3.4. Let $\alpha: I \subset R \rightarrow E^{2 n+1}$

$$
\alpha(t)=\left(\alpha_{1}(t), \alpha_{2}(t), \ldots, \alpha_{2 n+1}(t)\right)
$$

be a regular curve given by

$$
\begin{aligned}
& \alpha_{2 i-1}(t)=\frac{1}{\left(\sum_{j=1}^{n} c_{j}^{2}\right)^{1 / 2}}\left(c_{i} \cos (t) \cos \left(c_{i} t\right)+\sin (t) \sin \left(c_{i} t\right)\right), \\
& \alpha_{2 i}(t)=\frac{1}{\left(\sum_{j=1}^{n} c_{j}^{2}\right)^{1 / 2}}\left(\cos \left(c_{i} t\right) \sin (t)-c_{i} \cos (t) \sin \left(c_{i} t\right)\right),
\end{aligned}
$$

for $i=1,2, \ldots n$ and

$$
\alpha_{2 n+1}(t)=\left(1-\frac{n}{\sum_{j=1}^{n} c_{j}^{2}}\right)^{1 / 2} \sin (t)
$$

where $c_{1}, c_{2}, \ldots, c_{n}>1$ with $c_{i} \neq c_{j}, 1 \leq i<j \leq n$. Then, $\alpha$ is a general helix which lies on $S^{2 n}$.

Proof. With straightforward calculations, we easily have

$$
\begin{aligned}
& \|\alpha(t)\|=1 \\
& \left\|\alpha^{\prime}(t)\right\|=\left(\frac{\left(\sum_{i=1}^{n} c_{i}^{2}\right)\left(1-\frac{n}{\sum_{i=1}^{n} c_{i}^{2}}\right)}{\sum_{i=1}^{n}\left(c_{i}^{4}-c_{i}^{2}\right)}\right)^{1 / 2} \cos (t)
\end{aligned}
$$

and

$$
V_{1}(t)=\left(\sum_{i=1}^{n}\left(c_{i}^{4}-c_{i}^{2}\right)\right)^{-1 / 2}\left(\sum_{i=1}^{n}\left(1-c_{i}^{2}\right)\left(\sin \left(c_{i} t\right) e_{2 i-1}-\cos \left(c_{i} t\right) e_{2 i}\right)+\left(\sum_{i=1}^{n} c_{i}^{2}\left(1-\frac{n}{\sum_{i=1}^{n} c_{i}^{2}}\right)\right)^{1 / 2} e_{2 n+1}\right)
$$

Therefore, we have

$$
\left\langle V_{1}(t), e_{2 n+1}\right\rangle=\left(\sum_{i=1}^{n}\left(c_{i}^{4}-c_{i}^{2}\right)\right)^{-1 / 2}\left(\sum_{i=1}^{n} c_{i}^{2}\left(1-\frac{n}{\sum_{i=1}^{n} c_{i}^{2}}\right)\right)^{1 / 2} .
$$

This completes the proof.
Example 3.5. If we take $n=4$ and $c_{1}=\sqrt{2}, c_{2}=\sqrt{3}, c_{3}=2$ in Theorem 3.4 we have,

$$
\begin{aligned}
& \alpha(t)=\left(\frac{\sqrt{2}}{3} \cos (t) \cos (\sqrt{2} t)+\frac{1}{3} \sin (t) \sin (\sqrt{2} t),\right. \\
& \frac{1}{3} \cos (\sqrt{2} t) \sin (t)-\frac{\sqrt{2}}{3} \cos (t) \sin (\sqrt{2} t), \\
& \frac{1}{\sqrt{3}} \cos (t) \cos (\sqrt{3} t)+\frac{1}{3} \sin (t) \sin (\sqrt{3} t), \\
& \frac{1}{3} \cos (\sqrt{3} t) \sin (t)-\frac{1}{\sqrt{3}} \cos (t) \sin (\sqrt{3} t), \\
& \frac{2}{3} \cos (t) \cos (2 t)+\frac{1}{3} \sin (t) \sin (2 t), \\
& \frac{1}{3} \cos (2 t) \sin (t)-\frac{2}{3} \cos (t) \sin (2 t), \\
& \left.\sqrt{\frac{2}{3}} \sin (t)\right), \\
& \|\alpha(t)\|=1, \\
& \left\|\alpha^{\prime}(t)\right\|=\frac{2 \sqrt{5} \cos (t)}{3}, \\
& V_{1}(t)=\left(-\frac{\sin (\sqrt{2} t)}{2 \sqrt{5}},-\frac{\cos (\sqrt{2} t)}{2 \sqrt{5}},-\frac{\sin (\sqrt{3} t)}{\sqrt{5}},-\frac{\cos (\sqrt{3} t)}{\sqrt{5}},-\frac{3 \sin (2 t)}{2 \sqrt{5}},-\frac{3 \cos (2 t)}{2 \sqrt{5}}, \sqrt{\frac{3}{10}}\right)
\end{aligned}
$$

and

$$
\left\langle V_{1}(t), e_{7}\right\rangle=\sqrt{\frac{3}{10}} .
$$

Therefore, from Definition 2.1, $\alpha$ is a spherical helix.

## Acknowledgement

We wish to thank the referees for the careful reading of the manuscript and constructive comments that have substantially improved the presentation of the paper.

## References

[1] Ali, Ahmad T., Turgut, M.: Some characterizations of slant helices in the Euclidean space $E^{n}$, Hacettepe Journal of Mathematics and Statistics, 39, 327-336, (2010).
[2] Breuer, S. and Gottlieb, D.: Explicit characterization of spherical curves, Proc. Am. Math. Soc., 274, 126-127, (1972).
[3] Camci, C. Ilarslan, K. Kula, L. and Hacisalihoglu, H.H.: Harmonic cuvature and general helices, Chaos Solitons \& Fractals, 40, 2590-2596, (2009).
[4] Gluck, H.: Higher curvatures of curves in Euclidean space, Amer. Math. Monthly 73, 699-704, (1966).
[5] Hayden, H. A.: On a general helix in a Riemannian n-space, Proc. London Math. Soc. 2, 37-45, (1931).
[6] Monterde, J.,: Curves with constant curvature ratios, Bol. Soc. Mat. Mexicana 3a, 13/1, 177-186, (2007).
[7] Romero-Fuster, M.C., Sanabria-Codesal, E.: Generalized helices, twistings and flattenings of curves in n-space. Mat. Cont., 17, 267-280, (1999).
[8] Struik, D.J.: Lectures on Classical Differential Geometry, Dover, New-York, (1988).
[9] Wong Y.C.,: A global formulation of the condition for a curve to lie in a sphere, Monatsch Math, 67, 363-365, (1963).
[10] Wong Y.C.,: On a explicit characterization of spherical curves, Proc. Am. Math. Soc., 34, 239-242, (1972).

# Nonexistence of global solutions to system of semi-linear fractional evolution equations 

Medjahed Djilali ${ }^{\text {* }}$ and Ali Hakem ${ }^{\text {b }}$<br>${ }^{\text {a }}$ Department of Mathematics, Djillali Liabes University, Sidi-Bel-Abbes-22000, Algeria<br>${ }^{\mathrm{a}, \mathrm{b}}$ Laboratory ACEDP, Djillali Liabes University, Sidi-Bel-Abbes-22000, Algeria<br>*Corresponding author E-mail: djilalimedjahed@yahoo.fr

## Article Info

Keywords: Derivatives in the sense of Caputo, Fractional Laplacian, Fujita's critical exponent, Test function, Weak solution.
2010 AMS: Primary 35A01,
Secondary 35D30, 35R11, 26A33
Received: 19 February 2018
Accepted: 10 May 2018
Available online: 30 September 2018


#### Abstract

In this research we are interested to Cauchy problem for system of semi-linear fractional evolution equations. Some authors were concerned with studying of global existence of solutions for the hyperbolic nonlinear equations with a damping term. Our goal is to extend some results obtained by the authors, by studying the system of semi-linear hyperbolic equations with fractional damping term and fractional Laplacian . Thanks to the test functions method, we prove the nonexistence of nontrivial global weak solutions to the problem.


## 1. Introduction

in this paper we are concerned with the following Cauchy problem:

$$
\begin{cases}u_{t t}+(-\Delta)^{\frac{\beta_{1}}{2}} u+D_{0 \mid t}^{\alpha_{1}} u=f(t, x)|u|^{p_{1}}|v|^{q_{1}}, & (t, x) \in(0,+\infty) \times \mathbb{R}^{N}  \tag{1.1}\\ v_{t t}+(-\Delta)^{\frac{\beta_{2}}{2}} v+D_{0 \mid t}^{\alpha_{2}} v=g(t, x)|u|^{p_{2}}|v|^{q_{2}}, & (t, x) \in(0,+\infty) \times \mathbb{R}^{N}\end{cases}
$$

subjected to the conditions

$$
\begin{aligned}
& u(0, x)=u_{0}(x) \geq 0, \quad u_{t}(0, x)=u_{1}(x) \geq 0 \\
& v(0, x)=v_{0}(x) \geq 0, \quad v_{t}(0, x)=v_{1}(x) \geq 0
\end{aligned}
$$

where $p_{1} \geq 0, q_{2} \geq 0, p_{2}>1, q_{1}>1,0<\alpha_{i}<1 \leq \beta_{i} \leq 2, i=1,2$ are constants. $D_{0 / t}^{\alpha_{i}}$ denotes the derivatives of order $\alpha_{i}$ in the sense of Caputo and $(-\Delta)^{\frac{\beta_{i}}{2}}$ is the fractional power of the $(-\Delta)$.
The integral representation of the fractional Laplacian in the $N$-dimensional space is

$$
\begin{equation*}
(-\Delta)^{\beta / 2} \psi(x)=-c_{N}(\beta) \int_{\mathbb{R}^{N}} \frac{\psi(x+z)-\psi(x)}{|z|^{N+\beta}} d z, \quad \forall x \in \mathbb{R}^{N} \tag{1.2}
\end{equation*}
$$

where $c_{N}(\beta)=\Gamma((N+\beta) / 2) /\left(2 \pi^{N / 2+\beta} \Gamma(1-\beta / 2)\right)$, and $\Gamma$ denotes the gamma function ( see [16]).
Note that The fractional Laplacian $\left((-\Delta)^{\beta / 2}\right)$ with $1 \leq \beta \leq 2$ is a pseudo-differential operator defined by:

$$
(-\Delta)^{\beta / 2} u(x)=\mathscr{F}^{-1}\left\{|\zeta|^{\beta} \mathscr{F}(u)(\zeta)\right\}(x) \forall x \in \mathbb{R}^{N}
$$

where $\mathscr{F}$ and $\mathscr{F}^{-1}$ are Fourier transform and inverse Fourier transform, respectively.
The functions $f$ and $g$ are non-negatives and assumed to satisfy the conditions

$$
\begin{equation*}
f(t, x) \geq C_{1} t^{v_{1}}|x|^{\mu_{1}}, g(t, x) \geq C_{2} t^{v_{2}}|x|^{\mu_{2}}, \text { where } v_{i} \geq 0, \mu_{i} \geq 0, i=1,2 \tag{1.3}
\end{equation*}
$$

The problem of global existence of solutions for nonlinear hyperbolic equations with a damping term have been studied by many researchers in several contexts (see [4], [8], [9] , [12], [18], [20] ), for example, the following Cauchy problem:

$$
\left\{\begin{array}{l}
u_{t t}-\Delta u+u_{t}=|u|^{p}, \quad(t, x) \in(0, \infty) \times \mathbb{R}^{N}  \tag{1.4}\\
u(0, x)=u_{0}(x), \quad u_{t}(0, x)=u_{1}(x), \quad x \in \mathbb{R}^{N}
\end{array}\right.
$$

Todorova-Yordanov [18] showed that, if $p_{c}<p \leq \frac{n}{n-1}$, then (1.4) admits a unique global solution, and they proved that if $1<p<1+\frac{2}{n}$, then the solution $u$ blows up in a finite time.
Fino-Ibrahim and Wehbe [4] generalized the results of Ogawa-Takeda [12] by proving the blow-up of solutions of (1.4) under weaker assumptions on the initial data and they extended this results to the critical case $p_{c}=1+\frac{2}{n}$.
Qi. Zhang [20] studied the case $1<p<1+\frac{2}{n}$, when $\int u_{i}(x) d x>0, i=0,1$, he proved that global solution of (1.4) does not exist. Therefore, he showed that $p=1+\frac{2}{n}$ belongs to the blow-up case.
A. Hakem [8] treated the same type of (1.4), then he extended this result to the case of a system :

$$
\begin{cases}u_{t t}+-\Delta u+g(t) u_{t}=|v|^{p}, & (t, x) \in(0,+\infty) \times \mathbb{R}^{N}  \tag{1.5}\\ v_{t t}+-\Delta v+f(t) v_{t}=|u|^{q}, \quad(t, x) \in(0,+\infty) \times \mathbb{R}^{N} \\ u(0, x)=u_{0}(x), \quad u_{t}(0, x)=u_{1}(x) \\ v(0, x)=v_{0}(x), \quad v_{t}(0, x)=v_{1}(x),\end{cases}
$$

$g(t)$ and $f(t)$ are functions behaving like $t^{\beta}$ and $t^{\alpha}$, respectively, where $0 \leq \beta, \alpha<1$.
Hakem [8] showed that, if

$$
\frac{N}{2} \leq \frac{1}{p q-1} \max [1-\beta+p(1-\alpha), 1-\alpha+q(1-\beta)]-\max (\alpha, \beta),
$$

then the problem (1.5) has only the trivial solution.
By combining the works of the above authors with those of Kirane et al.[10] and Escobido et al.[2], we were able to prove a nonexistence result to (1.1) in the weak formulation.

## 2. Preliminaries

Let us start by introducing the definitions concerning fractional derivatives in the sense of Caputo and the weak local solution to problem (1.1).

Definition 2.1. Let $0<\alpha<1$ and $\zeta^{\prime} \in L^{1}(0, T)$. The left-sided and respectively right-sided Caputo derivatives of order $\alpha$ for $\zeta$ are defined as:

$$
D_{0 \mid t}^{\alpha} \zeta(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{\zeta^{\prime}(s)}{(t-s)^{\alpha}} d s
$$

and

$$
D_{t \mid T}^{\alpha} \zeta(t)=-\frac{1}{\Gamma(1-\alpha)} \int_{t}^{T} \frac{\zeta^{\prime}(s)}{(s-t)^{\alpha}} d s
$$

where $\Gamma$ denotes the gamma function (see [13] p 79).
Definition 2.2. Let $Q_{T}=(0, T) \times \mathbb{R}^{N}, 0<T<+\infty$.
We say that $(u, v) \in\left(L_{l o c}^{1}\left(Q_{T}\right)\right)^{2}$ is a local weak solution to problem (1.1) on $Q_{T}$,
if $\left(f u^{p_{1}} v^{q_{1}}, g u^{p_{2}} v^{q_{2}}\right) \in\left(L_{l o c}^{1}\left(Q_{T}\right)\right)^{2}$, and it satisfies

$$
\begin{align*}
\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} \zeta_{1} d x d t & +\int_{\mathbb{R}^{N}} u_{0}(x) \zeta_{1}(0, x) d x+\int_{\mathbb{R}^{N}} u_{1}(x) \zeta_{1}(0, x) d x-\int_{\mathbb{R}^{N}} u_{0}(x) \zeta_{1 t}(0, x) d x \\
& =\int_{Q_{T}} u \zeta_{1 t t} d x d t+\int_{Q_{T}} u D_{t \mid T}^{\alpha_{1}} \zeta_{1} d x d t+\int_{Q_{T}} u(-\Delta)^{\frac{\beta_{1}}{2}} \zeta_{1} d x d t . \tag{2.1}
\end{align*}
$$

and

$$
\begin{align*}
\int_{Q_{T}} g|u|^{p_{2}}|v|^{q_{2}} \zeta_{2} d x d t & +\int_{\mathbb{R}^{N}} v_{0}(x) \zeta_{2}(0, x) d x+\int_{\mathbb{R}^{N}} v_{1}(x) \zeta_{2}(0, x) d x-\int_{\mathbb{R}^{N}} v_{0}(x) \zeta_{2 t}(0, x) d x \\
& =\int_{Q_{T}} v \zeta_{2 t t} d x d t+\int_{Q_{T}} v D_{t \mid T}^{\alpha_{2}} \zeta_{2} d x d t+\int_{Q_{T}} v(-\Delta)^{\frac{\beta_{2}}{2}} \zeta_{2} d x d t \tag{2.2}
\end{align*}
$$

for all test function $\zeta_{j} \in C_{t, x}^{2,2}\left(Q_{T}\right)$ such as $\zeta_{j} \geq 0$ and $\zeta_{j}(T, x)=\zeta_{j_{t}}(T, x)=\zeta_{j_{t}}(0, x)=0, j=1,2$
(see [3] p 5501).

Remark 2.3. To get the definition 2.2, we multiplying the first equation in (1.1) by $\zeta_{1}$ and the second equation by $\zeta_{2}$, integrating by parts on $Q_{T}=(0, T) \times \mathbb{R}^{N}$ and using the definition 2.1
The integrals in the above definition are supposed to be convergent.
If in the definition $T=+\infty$, the solution $(u, v)$ is called global.
Now, we recall the following integration by parts formula:

$$
\int_{0}^{T} \phi(t)\left(D_{0 \mid t}^{\alpha} \psi\right)(t) d t=\int_{0}^{T}\left(D_{t \mid T}^{\alpha} \phi\right)(t) \psi(t) d t,
$$

( see [17], p 46 ).

## 3. Main results

We now in position to announce our result.
Theorem 3.1. Let $p_{2}>1, q_{1}>1,0<\alpha_{i}<1 \leq \beta_{i} \leq 2, i=1,2$, and

$$
\mathscr{A}:=\frac{\alpha_{1}+\frac{\alpha_{2}}{p_{2}}-\left(1-\frac{1}{p_{2} q_{1}}\right)-\frac{1}{p_{2}}\left(\mu_{2} \frac{\alpha_{1}}{\beta_{1}}+v_{2}\right)-\frac{1}{p_{2} q_{1}}\left(\mu_{1} \frac{\alpha_{2}}{\beta_{2}}+v_{1}\right)}{\frac{\alpha_{1}}{\beta_{1} \tilde{p_{2}}}+\frac{\alpha_{2}}{\beta_{2} p_{2} \tilde{q_{1}}}}
$$

and

$$
\mathscr{B}:=\frac{\alpha_{2}+\frac{\alpha_{1}}{q_{1}}-\left(1-\frac{1}{p_{2} q_{1}}\right)-\frac{1}{q_{1}}\left(\mu_{1} \frac{\alpha_{2}}{\beta_{2}}+v_{1}\right)-\frac{1}{p_{2} q_{1}}\left(\mu_{2} \frac{\alpha_{1}}{\beta_{1}}+v_{2}\right)}{\frac{\alpha_{2}}{\beta_{2} \tilde{q_{1}}}+\frac{\alpha_{1}}{\beta_{1} q_{1} \tilde{p_{2}}}}
$$

where $p_{2} \tilde{p_{2}}=p_{2}+\tilde{p_{2}}, q_{1} \tilde{q_{1}}=q_{1}+\tilde{q_{1}}$, and the conditions (1.3) are fulfilled. If

$$
N \leq \max \{\mathscr{A} ; \mathscr{B}\},
$$

then the problem (1.1) admits no nontrivial global weak solutions.
Proof. We notice that, in all steps of proof , $C>0$ is a real positive number which may change from line to line.
Set $\zeta_{j}(t, x)=\Phi\left(\frac{t^{2}+|x|^{2 \theta_{j}}}{R^{2}}\right), j=1,2$ such as $\Phi$ is a decreasing function $C_{0}^{2}\left(\mathbb{R}^{+}\right)$, satisfies

$$
0 \leq \Phi \leq 1 \text { and } \Phi(r)=\left\{\begin{array}{lll}
1 & \text { if } & 0 \leq r \leq 1, \\
0 & \text { if } r \geq 2
\end{array}\right.
$$

Where $R>0, \theta_{1}=\beta_{1} / \alpha_{1}$ and $\theta_{2}=\beta_{2} / \alpha_{2}$ (see [10]).
Multiplying the first equation of (1.1) by $\zeta_{1}$ and integrating by parts on $Q_{T}=(0, T) \times \mathbb{R}^{N}$, we get

$$
\begin{align*}
\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} \zeta_{1} d x d t & +\int_{\mathbb{R}^{N}} u_{0}(x) \zeta_{1}(0, x) d x+\int_{\mathbb{R}^{N}} u_{1}(x) \zeta_{1}(0, x) d x-\int_{\mathbb{R}^{N}} u_{0}(x) \zeta_{1 t}(0, x) d x  \tag{3.1}\\
& =\int_{Q_{T}} u \zeta_{1 t t} d x d t-\int_{Q_{T}} u D_{0 \mid t}^{\alpha_{1}} \zeta_{1} d x d t+\int_{Q_{T}} u(-\Delta)^{\frac{\beta_{1}}{2}} \zeta_{1} d x d t .
\end{align*}
$$

It is clear that $\zeta_{j_{t}}(t, x)=2 R^{-2} t \Phi^{\prime}\left(\frac{t^{2}+|x|^{2 \theta_{j}}}{R^{2}}\right)$, consequently $\zeta_{j_{t}}(0, x)=0$, thus

$$
\begin{align*}
\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} \zeta_{1} d x d t & +\int_{\mathbb{R}^{N}} u_{0}(x) \zeta_{1}(0, x) d x+\int_{\mathbb{R}^{N}} u_{1}(x) \zeta_{1}(0, x) d x  \tag{3.2}\\
& =\int_{Q_{T}} u \zeta_{1 t t} d x d t+\int_{Q_{T}} u D_{t \mid T}^{\alpha_{1}} \zeta_{1} d x d t+\int_{Q_{T}} u(-\Delta)^{\frac{\beta_{1}}{2}} \zeta_{1} d x d t .
\end{align*}
$$

Hence,

$$
\begin{equation*}
\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} \zeta_{1} d x d t \leq \int_{Q_{T}}|u|\left|\zeta_{1 t t}\right| d x d t+\int_{Q_{T}}|u|\left|D_{t \mid T}^{\alpha_{1}} \zeta_{1}\right| d x d t+\int_{Q_{T}}|u|\left|(-\Delta)^{\frac{\beta_{1}}{2}} \zeta_{1}\right| d x d t . \tag{3.3}
\end{equation*}
$$

We have also

$$
\begin{equation*}
\int_{Q_{T}} g|u|^{p_{2}}|v|^{q_{2}} \zeta_{2} d x d t \leq \int_{Q_{T}}|v|\left|\zeta_{2 t t}\right| d x d t+\int_{Q_{T}}|v|\left|D_{t \mid T}^{\alpha_{2}} \zeta_{2}\right| d x d t+\int_{Q_{T}}|v|\left|(-\Delta)^{\frac{\beta_{2}}{2}} \zeta_{2}\right| d x d t \tag{3.4}
\end{equation*}
$$

To estimate

$$
\int_{Q_{T}}|u|\left|\zeta_{1 t t}\right| d x d t
$$

we observe that it can be rewritten as

$$
\int_{Q_{T}}|u|\left|\zeta_{1 t t}\right| d x d t=\int_{Q_{T}}|u|\left(g|v|^{q_{2}} \zeta_{2}\right)^{\frac{1}{p_{2}}}\left|\zeta_{1 t t}\right|\left(g|v|^{q_{2}} \zeta_{2}\right)^{\frac{-1}{p_{2}}} d x d t
$$

Using Hölder's inequality, we obtain

$$
\int_{Q_{T}}|u|\left|\zeta_{1 t t}\right| d x d t \leq\left(\int_{Q_{T}}|u|^{p_{2}}\left(g|v|^{q_{2}} \zeta_{2}\right) d x d t\right)^{\frac{1}{p_{2}}}\left(\int_{Q_{T}}\left|\zeta_{1 t t}\right|^{\frac{p_{2}}{p_{2}-1}}\left(g|v|^{q_{2}} \zeta_{2}\right)^{\frac{-1}{p_{2}-1}} d x d t\right)^{\frac{p_{2}-1}{p_{2}}}
$$

Proceeding as above, we have

$$
\begin{aligned}
\int_{Q_{T}}|u|\left|D_{t \mid T}^{\alpha_{1}} \zeta_{1}\right| d x d t \leq & \left(\int_{Q_{T}}|u|^{p_{2}}\left(g|v|^{q_{2}} \zeta_{2}\right) d x d t\right)^{\frac{1}{p_{2}}} \\
& \times\left(\int_{Q_{T}}\left|D_{t \mid T}^{\alpha_{1}} \zeta_{1}\right|^{\frac{p_{2}}{p_{2}-1}}\left(g|v|^{q_{2}} \zeta_{2}\right)^{\frac{-1}{p_{2}-1}} d x d t\right)^{\frac{p_{2}-1}{p_{2}}}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{Q_{T}}|u|\left|(-\Delta)^{\frac{\beta_{1}}{2}} \zeta_{1}\right| d x d t \leq & \left(\int_{Q_{T}}|u|^{p_{2}}\left(g|v|^{q_{2}} \zeta_{2}\right) d x d t\right)^{\frac{1}{p_{2}}} \\
& \times\left(\int_{Q_{T}}\left|(-\Delta)^{\frac{\beta_{1}}{2}} \zeta_{1}\right|^{\frac{p_{2}}{p_{2}-1}}\left(g|v|^{q_{2}} \zeta_{2}\right)^{\frac{-1}{p_{2}-1}} d x d t\right)^{\frac{p_{2}-1}{p_{2}}}
\end{aligned}
$$

Finally, we infer

$$
\begin{equation*}
\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} \zeta_{1} d x d t \leq\left(\int_{Q_{T}}|u|^{p_{2}}\left(g|v|^{q_{2}} \zeta_{2}\right) d x d t\right)^{\frac{1}{p_{2}}} \mathscr{K}_{1}, \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathscr{K}_{1}= & \left(\int_{Q_{T}}\left|\zeta_{1 t t}\right|^{\frac{p_{2}}{p_{2}-1}}\left(g|v|^{q_{2}} \zeta_{2}\right)^{\frac{-1}{p_{2}-1}} d x d t\right)^{\frac{p_{2}-1}{p_{2}}}+\left(\int_{Q_{T}}\left|D_{t \mid T}^{\alpha_{1}} \zeta_{1}\right|^{\frac{p_{2}-1}{p_{2}-1}}\left(g|v|^{q_{2}} \zeta_{2}\right)^{\frac{-1}{p_{2}-1}} d x d t\right)^{\frac{p_{2}-1}{p_{2}}} \\
& +\left(\int_{Q_{T}}\left|(-\Delta)^{\frac{\beta_{1}}{2}} \zeta_{1}\right|^{\frac{p_{2}}{p_{2}-1}}\left(g|v|^{q_{2}} \zeta_{2}\right)^{\frac{-1}{p_{2}-1}} d x d t\right)^{\frac{p_{2}-1}{p_{2}}}
\end{aligned}
$$

Arguing as above we have likewise

$$
\begin{equation*}
\int_{Q_{T}} g|u|^{p_{2}}|v|^{q_{2}} \zeta_{2} d x d t \leq\left(\int_{Q_{T}}|v|^{q_{1}}\left(f|u|^{p_{1}} \zeta_{1}\right) d x d t\right)^{\frac{1}{q_{1}}} \mathscr{K}_{2} \tag{3.6}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathscr{K}_{2}= & \left(\int_{Q_{T}}\left|\zeta_{2 t t}\right|^{\frac{q_{1}}{q_{1}-1}}\left(f|u|^{p_{1}} \zeta_{1}\right)^{\frac{-1}{q_{1}-1}} d x d t\right)^{\frac{q_{1}-1}{q_{1}}}+\left(\int_{Q_{T}}\left|D_{t \mid T}^{\alpha_{2}} \zeta_{2}\right|^{\frac{q_{1}-1}{q_{1}-1}}\left(f|u|^{p_{1}} \zeta_{1}\right)^{\frac{-1}{q_{1}-1}} d x d t\right)^{\frac{q_{1}-1}{q_{1}}} \\
& +\left(\int_{Q_{T}}\left|(-\Delta)^{\frac{\beta_{2}}{2}} \zeta_{2}\right|^{\frac{q_{1}}{q_{1}-1}}\left(f|u|^{p_{1}} \zeta_{1}\right)^{\frac{-1}{q_{1}-1}} d x d t\right)^{\frac{q_{1}-1}{q_{1}}}
\end{aligned}
$$

Using inequalities (3.5) and (3.6), it yield

$$
\begin{equation*}
\left(\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} \zeta_{1} d x d t\right)^{\frac{q_{1} p_{2}-1}{q_{1} p_{2}}} \leq \mathscr{K}_{1} \mathscr{K}_{2}^{\frac{1}{p_{2}}} . \tag{3.7}
\end{equation*}
$$

similarly, we get

$$
\begin{equation*}
\left(\int_{Q_{T}} g|u|^{p_{2}}|v|^{q_{2}} \zeta_{2} d x d t\right)^{\frac{q_{1} p_{2}-1}{q_{1} p_{2}}} \leq \mathscr{K}_{2} \mathscr{K}_{1}^{\frac{1}{q_{1}}} \tag{3.8}
\end{equation*}
$$

Now, in $\mathscr{K}_{1}$ we consider the scale of variables:

$$
t=\tau R, \quad x=y R^{\frac{\alpha_{1}}{\beta_{1}}},
$$

while in $\mathscr{K}_{2}$ we use:

$$
t=\tau R, \quad x=y R^{\frac{\alpha_{2}}{\beta_{2}}},
$$

and use the fact that

$$
d x d t=R^{\left(\frac{N \alpha_{1}}{\beta_{1}}+1\right)} d y d \tau, \zeta_{i t t}=R^{-2} \zeta_{i \tau \tau}, D_{0 \mid t}^{\alpha_{i}} \zeta_{i t}=R^{-\alpha_{i}} D_{0 \mid \tau R}^{\alpha_{i}} \zeta_{i \tau}
$$

$(-\Delta)_{x}^{\frac{\beta_{i}}{2}} \zeta_{i}=R^{-\alpha_{i}}(-\Delta)_{y}^{\frac{\beta_{i}}{2}} \zeta_{i}, i=1,2$,
we arrive at

$$
\begin{equation*}
\left(\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} \zeta_{1} d x d t\right)^{\frac{q_{1} p_{2}-1}{q_{1} p_{2}}} \leq C\left[R^{\gamma_{1}}+R^{\gamma_{2}}+R^{\gamma_{3}}\right] \times\left[R^{\lambda_{1}}+R^{\lambda_{2}}+R^{\lambda_{3}}\right]^{\frac{1}{p_{2}}} \tag{3.9}
\end{equation*}
$$

similarly, we have

$$
\begin{equation*}
\left(\int_{Q_{T}} g|u|^{p_{2}}|v|^{q_{2}} \zeta_{2} d x d t\right)^{\frac{q_{1} p_{2}-1}{q_{1} p_{2}}} \leq C\left[R^{\lambda_{1}}+R^{\lambda_{2}}+R^{\lambda_{3}}\right] \times\left[R^{\gamma_{1}}+R^{\gamma_{2}}+R^{\gamma_{3}}\right]^{\frac{1}{q_{1}}} \tag{3.10}
\end{equation*}
$$

where $\left\{\begin{array}{l}\gamma_{1}=\left(\frac{N \alpha_{1}}{\beta_{1}}+1\right)\left(\frac{p_{2}-1}{p_{2}}\right)-2-\left(\frac{\mu_{2} \alpha_{1}}{\beta_{1}}+v_{2}\right) \frac{1}{p_{2}} \\ \gamma_{2}=\left(\frac{N \alpha_{1}}{\beta_{1}}+1\right)\left(\frac{p_{2}-1}{p_{2}}\right)-\alpha_{1}-\left(\frac{\mu_{2} \alpha_{1}}{\beta_{1}}+v_{2}\right) \frac{1}{p_{2}} \\ \gamma_{3}=\left(\frac{N \alpha_{1}}{\beta_{1}}+1\right)\left(\frac{p_{2}-1}{p_{2}}\right)-\alpha_{1}-\left(\frac{\mu_{2} \alpha_{1}}{\beta_{1}}+v_{2}\right) \frac{1}{p_{2}}\end{array}\right.$
and $\left\{\begin{array}{l}\lambda_{1}=\left(\frac{N \alpha_{2}}{\beta_{2}}+1\right)\left(\frac{q_{1}-1}{q_{1}}\right)-2-\left(\frac{\mu_{1} \alpha_{2}}{\beta_{2}}+v_{1}\right) \frac{1}{q_{1}} \\ \lambda_{2}=\left(\frac{N \alpha_{2}}{\beta_{2}}+1\right)\left(\frac{q_{1}-1}{q_{1}}\right)-\alpha_{2}-\left(\frac{\mu_{1} \alpha_{2}}{\beta_{2}}+v_{1}\right) \frac{1}{q_{1}} \\ \lambda_{3}=\left(\frac{N \alpha_{2}}{\beta_{2}}+1\right)\left(\frac{q_{1}-1}{q_{1}}\right)-\alpha_{2}-\left(\frac{\mu_{1} \alpha_{2}}{\beta_{2}}+v_{1}\right) \frac{1}{q_{1}}\end{array}\right.$
we observe that $\gamma_{1}<\gamma_{2}=\gamma_{3}$ and $\lambda_{1}<\lambda_{2}=\lambda_{3}$, hence

$$
\begin{equation*}
\left(\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} \zeta_{1} d x d t\right)^{\frac{q_{1} p_{2}-1}{q_{1} p_{2}}} \leq C R^{\gamma_{2}+\frac{\lambda_{2}}{p_{2}}} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\int_{Q_{T}} g|u|^{p_{2}}|v|^{q_{2}} \zeta_{2} d x d t\right)^{\frac{q_{1} p_{2}-1}{q_{1} p_{2}}} \leq C R^{\lambda_{2}+\frac{\gamma_{2}}{q_{1}}} \tag{3.12}
\end{equation*}
$$

with the fact that

$$
\begin{equation*}
\frac{1}{p_{2}}+\frac{1}{\tilde{p}_{2}}=1 \text { and } \frac{1}{q_{1}}+\frac{1}{\tilde{q}_{1}}=1 \tag{3.13}
\end{equation*}
$$

by a simple computation,

$$
\gamma_{2}+\frac{\lambda_{2}}{p_{2}}=N\left(\frac{\alpha_{1}}{\beta_{1} \tilde{p_{2}}}+\frac{\alpha_{2}}{\beta_{2} p_{2} \tilde{q_{1}}}\right)-\left(\alpha_{1}+\frac{\alpha_{2}}{p_{2}}\right)+\frac{1}{\tilde{p_{2}}}+\frac{1}{p_{2} \tilde{q_{1}}}+\frac{1}{p_{2}}\left(\mu_{2} \frac{\alpha_{1}}{\beta_{1}}+v_{2}\right)+\frac{1}{p_{2} q_{1}}\left(\mu_{1} \frac{\alpha_{2}}{\beta_{2}}+v_{1}\right)
$$

and

$$
\lambda_{2}+\frac{\gamma_{2}}{q_{1}}=N\left(\frac{\alpha_{2}}{\beta_{2} \tilde{q_{1}}}+\frac{\alpha_{1}}{\beta_{1} q_{1} \tilde{p_{2}}}\right)-\left(\alpha_{2}+\frac{\alpha_{1}}{q_{1}}\right)+\frac{1}{\tilde{q_{1}}}+\frac{1}{q_{1} \tilde{p_{2}}}+\frac{1}{q_{1}}\left(\mu_{1} \frac{\alpha_{2}}{\beta_{2}}+v_{1}\right)+\frac{1}{p_{2} q_{1}}\left(\mu_{2} \frac{\alpha_{1}}{\beta_{1}}+v_{2}\right)
$$

also, using (3.13) we have

$$
\frac{1}{\tilde{p_{2}}}+\frac{1}{p_{2} \tilde{q_{1}}}=1-\frac{1}{p_{2}}+\frac{1}{p_{2} \tilde{q_{1}}}=1-\frac{1}{p_{2}}\left(1-\frac{1}{\tilde{q_{1}}}\right)=1-\frac{1}{p_{2} q_{1}}
$$

and

$$
\frac{1}{\tilde{q_{1}}}+\frac{1}{q_{1} \tilde{p_{2}}}=1-\frac{1}{q_{1}}+\frac{1}{q_{1} \tilde{p_{2}}}=1-\frac{1}{q_{1}}\left(1-\frac{1}{\tilde{p_{2}}}\right)=1-\frac{1}{p_{2} q_{1}}
$$

we obtain

$$
\gamma_{2}+\frac{\lambda_{2}}{p_{2}}=N\left(\frac{\alpha_{1}}{\beta_{1} \tilde{p_{2}}}+\frac{\alpha_{2}}{\beta_{2} p_{2} \tilde{q_{1}}}\right)-\left(\alpha_{1}+\frac{\alpha_{2}}{p_{2}}\right)+1-\frac{1}{p_{2} q_{1}}+\frac{1}{p_{2}}\left(\mu_{2} \frac{\alpha_{1}}{\beta_{1}}+v_{2}\right)+\frac{1}{p_{2} q_{1}}\left(\mu_{1} \frac{\alpha_{2}}{\beta_{2}}+v_{1}\right)
$$

and

$$
\lambda_{2}+\frac{\gamma_{2}}{q_{1}}=N\left(\frac{\alpha_{2}}{\beta_{2} \tilde{q_{1}}}+\frac{\alpha_{1}}{\beta_{1} q_{1} \tilde{p_{2}}}\right)-\left(\alpha_{2}+\frac{\alpha_{1}}{q_{1}}\right)+1-\frac{1}{p_{2} q_{1}}+\frac{1}{q_{1}}\left(\mu_{1} \frac{\alpha_{2}}{\beta_{2}}+v_{1}\right)+\frac{1}{p_{2} q_{1}}\left(\mu_{2} \frac{\alpha_{1}}{\beta_{1}}+v_{2}\right)
$$

We conclude that

- If $\gamma_{2}+\frac{\lambda_{2}}{p_{2}}<0$, it yield

$$
N<\frac{\alpha_{1}+\frac{\alpha_{2}}{p_{2}}-\left(1-\frac{1}{p_{2} q_{1}}\right)-\frac{1}{p_{2}}\left(\mu_{2} \frac{\alpha_{1}}{\beta_{1}}+v_{2}\right)-\frac{1}{p_{2} q_{1}}\left(\mu_{1} \frac{\alpha_{2}}{\beta_{2}}+v_{1}\right)}{\frac{\alpha_{1}}{\beta_{1} \tilde{p_{2}}}+\frac{\alpha_{2}}{\beta_{2} p_{2} \tilde{q_{1}}}}
$$

Then the right hand side of (3.11) goes to 0 , when $R$ tends to infinity, while the left hand side converge to

$$
\left(\int_{Q_{T}} f|u|^{p_{1}}|v|^{q_{1}} d x d t\right)^{\frac{q_{1} p_{2}-1}{q_{1} p_{2}}}
$$

This implies that $v \equiv 0$ or $u \equiv 0$.
Similarly, if $\lambda_{2}+\frac{\gamma_{2}}{q_{1}}<0$, it yield

$$
N<\frac{\alpha_{2}+\frac{\alpha_{1}}{q_{1}}-\left(1-\frac{1}{p_{2} q_{1}}\right)-\frac{1}{q_{1}}\left(\mu_{1} \frac{\alpha_{2}}{\beta_{2}}+v_{1}\right)-\frac{1}{p_{2} q_{1}}\left(\mu_{2} \frac{\alpha_{1}}{\beta_{1}}+v_{2}\right)}{\frac{\alpha_{2}}{\beta_{2} \tilde{q_{1}}}+\frac{\alpha_{1}}{\beta_{1} q_{1} \tilde{p_{2}}}}
$$

by using also (3.12) to proceeding as above, we obtain $u \equiv 0$ or $v \equiv 0$.

- If $\gamma_{2}+\frac{\lambda_{2}}{p_{2}}=0$, we get

$$
\int_{\mathbb{R}^{+} \times \mathbb{R}^{N}} f|u|^{p_{1}}|v|^{q_{1}} d x d t<+\infty
$$

Using again Hölder's inequality, we obtain

$$
\int_{Q_{T}} g|u|^{p_{2}}|v|^{q_{2}} \zeta_{2} d x d t \leq\left(\int_{B_{R}}|v|^{q_{1}}\left(f|u|^{p_{1}} \zeta_{1}\right) d x d t\right)^{\frac{1}{q_{1}}} \mathscr{K}_{2}
$$

where

$$
B_{R}=\left\{(t, x) \in \mathbb{R}^{+} \times \mathbb{R}^{N} ; R^{2} \leq t^{2}+|x|^{2 \theta_{1}} \leq 2 R^{2}\right\}
$$

Since,

$$
\int_{\mathbb{R}^{+} \times \mathbb{R}^{N}} f|u|^{p_{1}}|v|^{q_{1}} d x d t<+\infty
$$

we get

$$
\lim _{R \rightarrow+\infty} \int_{B_{R}} f|u|^{p_{1}}|v|^{q_{1}} d x d t=0
$$

hence, we infer that

$$
\int_{\mathbb{R}^{+} \times \mathbb{R}^{N}} g|u|^{p_{2}}|v|^{q_{2}} d x d t=0
$$

this implies that $v \equiv 0$ or $u \equiv 0$.
Similarly, if $\lambda_{2}+\frac{\gamma_{2}}{q_{1}}=0$, proceeding as above, we infer that $u \equiv 0$ or $v \equiv 0$.
We deduce that no global weak solution is possible other than the trivial one, which ends the proof.

Remark 3.2. In the case $\alpha_{i}=1, \beta_{i}=2, v_{i}=\mu_{i}=0, p_{1}=q_{2}=0$,
$i=1,2$, we recover the case who studied by A. Hakem (see [8]), when $\alpha=\beta=0$.
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#### Abstract

In this paper, an initial boundary value problem for a second order hyperbolic equation is considered. Giving an additional condition, a time-dependent coefficient multiplying a linear term is determined and existence and uniqueness theorem for small times is proved. The finite difference method is proposed for solving the inverse problem numerically.


## 1. Introduction and problem formulation

Many physical models include unknown coefficients in the equation and the solution of the inverse problems consisting of the identification of these coefficients has become a very popular area of research in recent years. The inverse problems for hyperbolic equations present significant value for physical applications such as vibrating string, seismology, geophysics etc.
Consider the problem for the vibrating string with arbitrary initial conditions

$$
\begin{equation*}
v_{t t}=c^{2} v_{x x}+a(t) v(x, t)+s(x, t), \quad(x, t) \in D_{T}, \tag{1.1}
\end{equation*}
$$

$$
\begin{equation*}
v(x, 0)=v_{0}(x), v_{t}(x, 0)=v_{1}(x), 0 \leq x \leq 1, \tag{1.2}
\end{equation*}
$$

where $D_{T}=\{(x, t): 0<x<1,0 \leq t \leq T\}$ for some fixed $T>0, c=\frac{\Upsilon}{\rho}$ known as phase velocity of the wave motion, $\Upsilon$ is the force of tension exerted on the string, $\rho$ is the mass of density, $s(x, t)$ is external forcing function, $v=v(x, t)$ represents the wave displacement at position $x$ and time $t$ and the functions $v_{0}(x)$ and $v_{1}(x)$ are wave modes or kinks and velocity, respectively. In this paper, we will get $c=1$ for simplicity.
For a given function $a(t)$, the problem of finding $v(x, t)$ from the equation (1.1) with the initial condition (1.2) and the boundary condition

$$
\begin{equation*}
v(0, t)=b(t), v_{x}(0, t)=v_{x}(1, t), 0 \leq t \leq T, \tag{1.3}
\end{equation*}
$$

is called direct (forward) problem. The boundary condition $v(0, t)=b(t)$ occurs if the left end of string is attached to a spring-mass system and $b(t)$ is the position of the mass at the left end.
If $a(t)$ is unknown, finding the pair of solution $\{a(t), v(x, t)\}$ of the problem (1.1)-(1.3) with the additional condition

$$
\begin{equation*}
v(1, t)=r(t), 0 \leq t \leq T, \tag{1.4}
\end{equation*}
$$

is called inverse problem.
The inverse problems for the hyperbolic equation with different boundary conditions and space dependent coefficients are studied in $[7,10$, $14,16]$ and more recently in [5,15]. The inverse problem for the hyperbolic equation with time dependent coefficient with integral condition is investigated in [11].
For the some numerical aspects of initial and initial-boundary value problems of the hyperbolic equations is considered for direct problem in [3], for finding unknown source term in [2, 9], for finding space dependent potential in [1, 4] and for finding time dependent source function of time-fractional wave equation in [17].
The article is organized as following: In Section 2, we rewrite the problem with homogeneous boundary conditions by a simple transformation and present auxiliary spectral problem of this problem and its properties. In Section 3, the series expansion method in terms of eigenfunctions converts the new inverse problem to a fixed point problem in a suitable Banach space. Under some consistency, regularity conditions on initial and boundary data the existence and uniqueness of the solution of the inverse problem is shown by the way that the fixed point problem has unique solution for small $T$. In Section 4, we solve the inverse problem numerically by applying finite difference method. We also present numerical example to illustrate the behaviour of the proposed method.

## 2. Auxiliary spectral problem

Since the boundary condition (1.3) is non-homogeneous, we introduce a new variable $u(x, t)=v(x, t)-b(t)$. Then, from Eqs.(1.1)-(1.4), it is easy to see that $u(x, t)$ satisfies the following problem:

$$
\begin{equation*}
u_{t t}=u_{x x}+a(t) u(x, t)+f(x, t), \quad(x, t) \in D_{T}, \tag{2.1}
\end{equation*}
$$

$$
\begin{equation*}
u(x, 0)=\varphi(x), u_{t}(x, 0)=\psi(x), 0 \leq x \leq 1 \tag{2.2}
\end{equation*}
$$

$$
\begin{equation*}
u(0, t)=0, u_{x}(0, t)=u_{x}(1, t), 0 \leq t \leq T \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
u(1, t)=h(t), 0 \leq t \leq T \tag{2.4}
\end{equation*}
$$

where $f(x, t)=s(x, t)+a(t) b(t)-b^{\prime \prime}(t), \varphi(x)=v_{0}(x)-b(0), \psi(x)=v_{1}(x)-b^{\prime}(0)$ and $h(t)=r(t)-b(t)$.
We attempt to apply the Fourier method of eigenfunction expansion to the problem (2.1)-(2.4). Auxiliary spectral problem of the problem (2.1)-(2.3) is

$$
\begin{gather*}
X^{\prime \prime}(x)+\lambda X(x)=0,0 \leq x \leq 1 \\
X(0)=0, X^{\prime}(0)=X^{\prime}(1) \tag{2.5}
\end{gather*}
$$

The problem (2.5) has eigenvalues $\lambda_{k}=\left(\mu_{k}\right)^{2}=(2 \pi k)^{2}, k=0,1,2, \ldots$ and corresponding eigenfunctions

$$
\begin{equation*}
X_{0}(x)=x, X_{2 k-1}(x)=x \cos \mu_{k} x, X_{2 k}(x)=\sin \mu_{k} x, k=1,2, \ldots \tag{2.6}
\end{equation*}
$$

It is known from [6] that the spectral problem (2.5) is not self-adjoint. Then we have to consider the adjoint spectral problem. The adjoint spectral problem of (2.5) is

$$
\begin{gather*}
Y^{\prime \prime}(x)+\lambda Y(x)=0,0 \leq x \leq 1  \tag{2.7}\\
Y^{\prime}(1)=0, Y(0)=Y(1)
\end{gather*}
$$

This problem has the same eigenvalues as in the problem (2.5) and corresponding eigenfunctions

$$
\begin{equation*}
Y_{0}(x)=2, Y_{2 k-1}(x)=4 \cos \mu_{k} x, Y_{2 k}(x)=4(1-x) \sin \mu_{k} x, k=1,2, \ldots \tag{2.8}
\end{equation*}
$$

The systems (2.6) and (2.8) arise in [6] for the solution of non-local boundary value problem in heat equation.
It is easy to verify that the systems (2.6) and (2.8) are bi-orthonormal on [0,1], i.e.

$$
\left(X_{i}(x), Y_{j}(x)\right)=\int_{0}^{1} X_{i}(x) Y_{j}(x) d x=\left\{\begin{array}{l}
0, i \neq j \\
1, i=j
\end{array}\right.
$$

Moreover the system (2.6) forms a basis in $L_{2}[0,1]$ and they are also Riesz basis in $L_{2}[0,1]$. Then any function $g(x) \in L_{2}[0,1]$ is expanded in bi-orthogonal series

$$
g(x)=\sum_{k=0}^{\infty} g_{k} X_{k}(x)
$$

where $g_{k}=\int_{0}^{1} g(x) Y_{k}(x) d x, k=0,1,2, \ldots$ and the estimate

$$
r\|g(x)\|_{L_{2}[0,1]}^{2} \leq \sum_{k=0}^{\infty} g_{k}^{2} \leq R\|g(x)\|_{L_{2}[0,1]}^{2}
$$

is valid for any function $g(x) \in L_{2}[0,1]$, here $r=3 / 4, R=16$.
Let us introduce the functional space [12]

$$
\begin{aligned}
B_{2, T}^{3} & =\left\{u(x, t)=\sum_{k=0}^{\infty} u_{k}(t) X_{k}(x): u_{k}(t) \in C[0, T], J_{T}(u)=\left\|u_{o}(t)\right\|_{C[0, T]}\right. \\
& \left.+\left(\sum_{k=1}^{\infty}\left(\mu_{k}^{3}\left\|u_{2 k}(t)\right\|_{C[0, T]}\right)^{2}\right)^{1 / 2}+\left(\sum_{k=1}^{\infty}\left(\mu_{k}^{3}\left\|u_{2 k-1}(t)\right\|_{C[0, T]}\right)^{2}\right)^{1 / 2}<+\infty\right\},
\end{aligned}
$$

with the norm $\|u(x, t)\|_{B_{2, T}^{3}} \equiv J_{T}(u)$ which is related with the Fourier coefficients of the function $u(x, t)$ by the eigenfunctions $X_{k}(x)$, $k=0,1,2, \ldots$ It is shown in [8] that $B_{2, T}^{3}$ is Banach space. Obviously $E_{T}^{3}=B_{2, T}^{3} \times C[0, T]$ of the vector function $z(x, t)=\{a(t), u(x, t)\}$ with the norm $\|z(x, t)\|_{E_{T}^{3}}=\|a(t)\|_{C[0, T]}+\|u(x, t)\|_{B_{2, T}^{3}}$ is also Banach space.

## 3. Existence and uniqueness of the solution

The pair $\{a(t), u(x, t)\}$ from the class $C[0, T] \times C^{2}\left(\bar{D}_{T}\right)$ for which the conditions (2.1)-(2.4) are satisfied, is called a classical solution of the inverse problem (2.1)-(2.4).
Since the system (2.6) forms Riesz basis and the systems (2.6),(2.8) are bi-orthogonal in $L_{2}[0,1]$ and the function $a(t)$ is time dependent, seeking the solution of the problem (2.1)-(2.4) in the following form is suitable:

$$
\begin{equation*}
u(x, t)=\sum_{k=0}^{\infty} u_{k}(t) X_{k}(x), \tag{3.1}
\end{equation*}
$$

where $u_{k}(t)=\int_{0}^{1} u(x, t) Y_{k}(x) d x, k=0,1,2, \ldots$.
For an arbitrary $a(t) \in C[0, T]$, the solution of the problem (2.1)-(2.4) can be written as

$$
u(x, t)=u_{0}(t) X_{0}(x)+\sum_{k=1}^{\infty} u_{2 k-1}(t) X_{2 k-1}(x)+\sum_{k=1}^{\infty} u_{2 k}(t) X_{2 k}(x) .
$$

By using the Fourier's method, it is easy to obtain that $u_{k}(t), k=0,1,2, \ldots$ should be satisfies the equations:

$$
\begin{equation*}
u_{0}^{\prime \prime}(t)=a(t) u_{0}(t)+f_{0}(t), \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
u_{2 k-1}^{\prime \prime}(t)+\mu_{k}^{2} u_{2 k-1}(t)=a(t) u_{2 k-1}(t)+f_{2 k-1}(t), k=1,2, \ldots, \tag{3.3}
\end{equation*}
$$

$$
\begin{equation*}
u_{2 k}^{\prime \prime}(t)+\mu_{k}^{2} u_{2 k}(t)=a(t) u_{2 k}(t)+f_{2 k}(t)-2 \mu_{k} u_{2 k-1}(t), k=1,2, \ldots, \tag{3.4}
\end{equation*}
$$

$$
\begin{equation*}
u_{k}(0)=\varphi_{k}, u_{k}^{\prime}(0)=\psi_{k}, k=0,1,2, \ldots \tag{3.5}
\end{equation*}
$$

where $f_{k}(t)=\int_{0}^{1} f(x, t) Y_{k}(x) d x, \varphi_{k}=\int_{0}^{1} \varphi(x) Y_{k}(x) d x, \psi_{k}=\int_{0}^{1} \psi(x) Y_{k}(x) d x, k=0,1,2, \ldots$.
Solving the problem (3.2)-(3.5), we obtain

$$
\begin{equation*}
u_{0}(t)=\varphi_{0}+t \psi_{0}+\int_{0}^{t}(t-\tau) F_{0}(\tau ; u, a) d \tau, 0 \leq t \leq T \tag{3.6}
\end{equation*}
$$

$$
\begin{equation*}
u_{2 k-1}(t)=\varphi_{2 k-1} \cos \mu_{k} t+\frac{1}{\mu_{k}} \psi_{2 k-1} \sin \mu_{k} t+\frac{1}{\mu_{k}} \int_{0}^{t} F_{2 k-1}(\tau ; u, a) \sin \mu_{k}(t-\tau) d \tau, k=1,2, \ldots \tag{3.7}
\end{equation*}
$$

$$
u_{2 k}(t)=\varphi_{2 k} \cos \mu_{k} t+\frac{1}{\mu_{k}} \psi_{2 k} \sin \mu_{k} t+\frac{1}{\mu_{k}} \int_{0}^{t} F_{2 k}(\tau ; u, a) \sin \mu_{k}(t-\tau) d \tau
$$

$$
\begin{align*}
& -t \varphi_{2 k-1} \sin \mu_{k} t-\frac{1}{\mu_{k}} \psi_{2 k-1}\left[\frac{1}{\mu_{k}} \sin \mu_{k} t-t \cos \mu_{k} t\right]  \tag{3.8}\\
- & \frac{2}{\mu_{k}} \int_{0}^{t} \int_{0}^{\tau} F_{2 k-1}(\xi ; u, a) \sin \mu_{k}(\tau-\xi) d \xi \sin \mu_{k}(t-\tau) d \tau, k=1,2, \ldots
\end{align*}
$$

where $F_{k}(t ; u, a)=a(t) u_{k}(t)+f_{k}(t), k=0,1,2, \ldots$.

Substituting (3.6)-(3.8) into (3.1),

$$
\begin{align*}
& u(x, t)=\left(\varphi_{0}+t \psi_{0}+\int_{0}^{t}(t-\tau) F_{0}(\tau ; u, a) d \tau\right) X_{0}(x) \\
& +\sum_{k=1}^{\infty}\left(\varphi_{2 k-1} \cos \mu_{k} t+\frac{1}{\mu_{k}} \psi_{2 k-1} \sin \mu_{k} t+\frac{1}{\mu_{k}} \int_{0}^{t} F_{2 k-1}(\tau ; u, a) \sin \mu_{k}(t-\tau) d \tau\right) X_{2 k-1}(x) \\
& +\sum_{k=1}^{\infty}\left(\varphi_{2 k} \cos \mu_{k} t+\frac{1}{\mu_{k}} \psi_{2 k} \sin \mu_{k} t+\frac{1}{\mu_{k}} \int_{0}^{t} F_{2 k}(\tau ; u, a) \sin \mu_{k}(t-\tau) d \tau-t \varphi_{2 k-1} \sin \mu_{k} t\right. \\
& \left.-\frac{1}{\mu_{k}} \psi_{2 k-1}\left[\frac{1}{\mu_{k}} \sin \mu_{k} t-t \cos \mu_{k} t\right]-\frac{2}{\mu_{k}} \int_{0}^{t} \int_{0}^{\tau} F_{2 k-1}(\xi ; u, a) \sin \mu_{k}(\tau-\xi) d \xi \sin \mu_{k}(t-\tau) d \tau\right) X_{2 k}(x) \tag{3.9}
\end{align*}
$$

Consider $x=1$ in the equation (2.1) and by using the over-determination condition (2.4), we obtain

$$
\begin{equation*}
a(t)=\frac{1}{h(t)}\left[h^{\prime \prime}(t)-f(1, t)+\sum_{k=1}^{\infty} \mu_{k}^{2}\left(\varphi_{2 k-1} \cos \mu_{k} t+\frac{\psi_{2 k-1}}{\mu_{k}} \sin \mu_{k} t+\frac{1}{\mu_{k}} \int_{0}^{t} F_{2 k-1}(\tau ; u, a) \sin \mu_{k}(t-\tau) d \tau\right)\right] \tag{3.10}
\end{equation*}
$$

Thus, we get the equalities of the pair $\{a(t), u(x, t)\}$.
Let us denote $z=[a(t), u(x, t)]^{T}$ and consider the operator equation

$$
\begin{equation*}
z=\Phi(z) \tag{3.11}
\end{equation*}
$$

The operator $\Phi$ is determined in the set of functions $z$ and has the form $\left[\phi_{0}, \phi_{1}\right]^{T}$, where

$$
\begin{align*}
& \phi_{0}(z)=\frac{1}{h(t)}\left[h^{\prime \prime}(t)-f(1, t)+\sum_{k=1}^{\infty} \mu_{k}^{2}\left(\varphi_{2 k-1} \cos \mu_{k} t+\frac{\psi_{2 k-1}}{\mu_{k}} \sin \mu_{k} t+\frac{1}{\mu_{k}} \int_{0}^{t} F_{2 k-1}(\tau ; u, a) \sin \mu_{k}(t-\tau) d \tau\right)\right]  \tag{3.12}\\
& \phi_{1}(z)=\left(\varphi_{0}+t \psi_{0}+\int_{0}^{t}(t-\tau) F_{0}(\tau ; u, a) d \tau\right) X_{0}(x) \\
& +\sum_{k=1}^{\infty}\left(\varphi_{2 k-1} \cos \mu_{k} t+\frac{1}{\mu_{k}} \psi_{2 k-1} \sin \mu_{k} t+\frac{1}{\mu_{k}} \int_{0}^{t} F_{2 k-1}(\tau ; u, a) \sin \mu_{k}(t-\tau) d \tau\right) X_{2 k-1}(x) \\
& +\sum_{k=1}^{\infty}\left(\varphi_{2 k} \cos \mu_{k} t+\frac{1}{\mu_{k}} \psi_{2 k} \sin \mu_{k} t+\frac{1}{\mu_{k}} \int_{0}^{t} F_{2 k}(\tau ; u, a) \sin \mu_{k}(t-\tau) d \tau-t \varphi_{2 k-1} \sin \mu_{k} t\right. \\
& \left.-\frac{1}{\mu_{k}} \psi_{2 k-1}\left[\frac{1}{\mu_{k}} \sin \mu_{k} t-t \cos \mu_{k} t\right]-\frac{2}{\mu_{k}} \int_{0}^{t} \int_{0}^{\tau} F_{2 k-1}(\xi ; u, a) \sin \mu_{k}(\tau-\xi) d \xi \sin \mu_{k}(t-\tau) d \tau\right) X_{2 k}(x) \tag{3.13}
\end{align*}
$$

Let us demonstrate that $\Phi$ maps $E_{T}^{3}$ onto itself continuously. In other words, we need to show $\phi_{0}(z) \in C[0, T]$ and $\phi_{1}(z) \in B_{2, T}^{3}$ for arbitrary $z=[a(t), u(x, t)]^{T}$ with $a(t) \in C[0, T], u(x, t) \in B_{2, T}^{3}$.
We will use the following assumptions on the data of problem (2.1) - (2.4):
$\left(A_{1}\right) \varphi(x) \in C^{3}[0,1], \varphi(0)=\varphi^{\prime \prime}(0)=0, \varphi^{\prime}(0)=\varphi^{\prime}(1)$,
$\left(A_{2}\right) \psi(x) \in C^{2}[0,1], \psi(0)=0, \psi^{\prime}(0)=\psi^{\prime}(1)$,
$\left(A_{3}\right) h(t) \in C^{2}[0, T], h(0)=\varphi(1), h^{\prime}(0)=\psi(1)$,
$\left(A_{4}\right) f(x, t) \in C\left(\bar{D}_{T}\right), f_{x}, f_{x x} \in C[0,1], \forall t \in[0, T], f(0, t)=0, f_{x}(0, t)=f_{x}(1, t)$.
First, let us show that $\phi_{0}(z) \in C[0, T]$. Under the assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$, we obtain from (3.12)

$$
\left|\phi_{0}(z)\right| \leq \frac{1}{|h(t)|}\left[\left|h^{\prime \prime}(t)\right|+|f(1, t)|+\sum_{k=1}^{\infty}\left(\frac{1}{\mu_{k}}\left|\alpha_{2 k-1}\right|+\frac{1}{\mu_{k}}\left|\beta_{2 k-1}\right|+\frac{1}{\mu_{k}} \int_{0}^{T}\left[\left|\gamma_{2 k-1}(t)\right|+\mu_{k}^{2}|a(t)|\left|u_{2 k-1}(t)\right|\right] d t\right)\right]
$$

where $\varphi_{2 k-1}=\frac{1}{\mu_{k}^{3}} \alpha_{2 k-1}, \psi_{2 k-1}=\frac{1}{\mu_{k}^{2}} \beta_{2 k-1}, f_{2 k-1}(t)=\frac{1}{\mu_{k}^{2}} \gamma_{2 k-1}(t), \alpha_{2 k-1}=-4 \int_{0}^{1} \varphi^{\prime \prime \prime}(x) \sin \left(\mu_{k} x\right) d x, \beta_{2 k-1}=4 \int_{0}^{1} \psi^{\prime \prime}(x) \sin \left(\mu_{k} x\right) d x$, $\gamma_{2 k-1}(t)=4 \int_{0}^{1} f_{x x}(x, t) \sin \left(\mu_{k} x\right) d x$.
Using Cauchy-Schwartz and Bessel inequalities, we derive from the last inequality

$$
\begin{equation*}
\left\|\phi_{0}(t)\right\|_{C[0, T]} \leq R_{1}(T)+R_{2}(T)\|a(t)\|_{C[0, T]}\|u(x, t)\|_{B_{2, T}^{3}} \tag{3.14}
\end{equation*}
$$

where $R_{1}(T)=\frac{1}{\|h(t)\|_{C[0, T]}}\left(\left\|h^{\prime \prime}(t)\right\|_{C[0, T]}+\|f(1, t)\|_{C[0, T]}+C_{0}\left(\left\|\varphi^{\prime \prime \prime}(x)\right\|_{L_{2}[0,1]}+\left\|\psi^{\prime \prime}(x)\right\|_{L_{2}[0,1]}+T\left\|f_{x x}(x, t)\right\|_{L_{2}\left(D_{T}\right)}\right)\right), R_{2}(T)=\frac{2 C_{1} T}{\|h(t)\|_{C 0, T]}}$, $C_{0}=\left(\sum_{k=1}^{\infty} \frac{1}{\mu_{k}^{2}}\right)^{1 / 2}, C_{1}=\left(\sum_{k=1}^{\infty} \frac{1}{\mu_{k}^{4}}\right)^{1 / 2}$. Thus $\phi_{0}(z)$ is continuous in $[0, T]$.
Now, let us verify that $\phi_{1}(z) \in B_{2, T}^{3}$, i.e.

$$
J_{T}\left(\phi_{1}\right)=\left\|\phi_{1,0}(t)\right\|_{C[0, T]}+\left(\sum_{k=1}^{\infty}\left(\mu_{k}^{3}\left\|\phi_{1,2 k}(t)\right\|_{C[0, T]}\right)^{2}\right)^{1 / 2}+\left(\sum_{k=1}^{\infty}\left(\mu_{k}^{3}\left\|\phi_{1,2 k-1}(t)\right\|_{C[0, T]}\right)^{2}\right)^{1 / 2}<+\infty
$$

where $\phi_{1,0}(t), \phi_{1,2 k}(t)$ and $\phi_{1,2 k-1}(t)$ are the equal to the right hand side of $u_{0}(t), u_{2 k}(t)$ and $u_{2 k-1}$ as in (3.6)-(3.8), respectively. After some manipulations under the assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$,

$$
\begin{equation*}
\left\|\phi_{1}\right\|_{B_{2, T}^{3}} \leq \widetilde{R}_{1}(T)+\widetilde{R}_{2}(T)\|a(t)\|_{C[0, T]}\|u(x, t)\|_{B_{2, T}^{3}} \tag{3.15}
\end{equation*}
$$

where $\widetilde{R}_{1}(T)=\|\varphi(x)\|_{C[0,1]}+T\|\psi(x)\|_{C[0,1]}+2 T^{3 / 2}\|f(x, t)\|_{C\left(D_{T}\right)}+(\sqrt{2}+4 T)\left\|\varphi^{\prime \prime \prime}(x)\right\|_{L_{2}[0,1]}+(4+4 T)\left\|\psi^{\prime \prime}(x)\right\|_{L_{2}[0,1]}$
$+\underset{\sim}{\sim}\left(2 \sqrt{2 T}+8 T^{3 / 2}\right)\left\|f_{x x}(x, t)\right\|_{L_{2}\left(D_{T}\right)}+2\left\|\varphi^{\prime \prime \prime}(x)(1-x)-3 \varphi^{\prime \prime}(x)\right\|_{L_{2}[0,1]}+2\left\|\psi^{\prime \prime}(x)(1-x)-2 \psi^{\prime}(x)\right\|_{L_{2}[0,1]}+2 T^{1 / 2}\left\|f_{x x}(x, t)(1-x)-2 f_{x}(x, t)\right\|_{L_{2}\left(D_{T}\right)}$, $\widetilde{R}_{2}(T)=\max \left(T^{2}, 2 C_{0} T, 4 \sqrt{2} C_{0} T^{2}\right)$.
Since $J_{T}\left(\phi_{1}\right)<+\infty, \phi_{1}$ is belongs to the space $B_{2, T}^{3}$. Now, let $z_{1}$ and $z_{2}$ be any two elements of $E_{T}^{3}$. We know that $\left\|\Phi\left(z_{1}\right)-\Phi\left(z_{2}\right)\right\|_{E_{T}^{3}}=$ $\left\|\phi_{0}\left(z_{1}\right)-\phi_{0}\left(z_{2}\right)\right\|_{C[0, T]}+\left\|\phi_{1}\left(z_{1}\right)-\phi_{2}\left(z_{2}\right)\right\|_{B_{2, T}^{3}}$. Here $z_{i}=\left[a^{i}(t), u^{i}(x, t)\right]^{T}, i=1,2$.
Under the assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$, we obtain

$$
\left\|\Phi\left(z_{1}\right)-\Phi\left(z_{2}\right)\right\|_{E_{T}^{3}} \leq A(T) C\left(a^{1}, u^{2}\right)\left\|z_{1}-z_{2}\right\|_{E_{T}^{3}}
$$

where $A(T)=R_{2}(T)+\widetilde{R}_{2}(T)$ and $C\left(a^{1}, u^{2}\right)$ is the constant includes the norms of $\left\|a^{1}(t)\right\|_{C[0, T]}$ and $\left\|u^{2}(x, t)\right\|_{B_{2, T}^{3}}$.
For sufficiently small $T, 0<A(T)<1$. This implies that the operator $\Phi$ is contraction mapping which maps $E_{T}^{3}$ onto itself continuously. Then according to Banach fixed point theorem there exists a unique solution of (3.11).
Thus, we proved the following theorem:
Theorem 3.1. Let the assumptions $\left(A_{1}\right)-\left(A_{4}\right)$ be satisfied. Then, the inverse problem (2.1)-(2.4) has unique solution for small $T$.
Note that $s(x, t)=f(x, t)-a(t) b(t)-b^{\prime \prime}(t), v_{0}(x)=\varphi(x)+b(0), v_{1}(x)=\psi(x)+b^{\prime}(0)$ and $r(t)=h(t)+b(t)$ then under the following assumptions:
$\left(\widetilde{A}_{1}\right) v_{0}(x) \in C^{3}[0,1], v_{0}(0)=b(0), v_{0}^{\prime \prime}(0)=0, v_{0}^{\prime}(0)=v_{0}^{\prime}(1)$,
$\left(\widetilde{A}_{2}\right) v_{1}(x) \in C^{2}[0,1], v_{1}(0)=b^{\prime}(0), v_{1}^{\prime}(0)=v_{1}^{\prime}(1)$,
$\left(\widetilde{A}_{3}\right) r(t) \in C^{2}[0, T], r(0)=v_{0}(1), r^{\prime}(0)=v_{1}(1)$,
$\left(\widetilde{A}_{4}\right) s(x, t) \in C\left(\bar{D}_{T}\right), s_{x}, s_{x x} \in C[0,1], \forall t \in[0, T], s(0, t)=-a(t) b(t)+b^{\prime \prime}(t), s_{x}(0, t)=s_{x}(1, t)$,
the problem (1.1)-(1.4) has a unique classical solution $\{r(t), v(x, t)\}$ for small $T$ where $v(x, t)=u(x, t)+b(t)$.

## 4. Numerical solution of the problem

In this section,we describe the numerical method applied to the inverse initial boundary value problem (1.1)-(1.4). The discrete form of our problem is as follows: We divide the domain $(0,1) \times(0, T)$ into $n x$ and $n t$ subintervals of equal length $h x$ and $h t$, where $h x=1 / n x$ and $h t=T / n t$, respectively. We denote by $V_{j}^{n}:=V\left(x_{j}, t_{n}\right), a^{n}:=a\left(t_{n}\right)$ and $s_{j}^{n}:=s\left(x_{j}, t_{n}\right)$, where $x_{j}=j h x, t_{n}=n h t$ for $j=0, \ldots, n x, n=0, \ldots, n t$.

Then, a central difference approximation to the equations (1.1)-(1.3) at the mesh points $\left(x_{j}, t_{n}\right)$ is

$$
\begin{align*}
& V_{j}^{n+1}=k^{2} V_{j+1}^{n}+2\left(1-k^{2}\right) V_{j}^{n}+k^{2} V_{j-1}^{n}-V_{j}^{n-1}+(h t)^{2}\left(a^{n} V_{j}^{n}+s_{j}^{n}\right), j=1, \ldots, n x-1, n=1, \ldots, n t-1,  \tag{4.1}\\
& V_{j}^{0}=\left(v_{0}\right)_{j}, j=0, \ldots, n x, \frac{V_{j}^{1}-V_{j}^{-1}}{2 h t}=\left(v_{1}\right)_{j}, j=1, \ldots, n x-1,  \tag{4.2}\\
& V_{0}^{n}=b^{n}, \frac{V_{n x}^{n}-V_{n x-1}^{n}}{h x}=\frac{V_{1}^{n}-V_{0}^{n}}{h x}, n=0, \ldots, n t,
\end{align*}
$$

where $k=\frac{h t}{h x}$. Equation (4.1) represents an explicit finite difference method which is stable for $k \leq 1$. Putting $n=0$ in the equation (4.1) and using (4.2), we obtain

$$
\begin{equation*}
V_{j}^{1}=\frac{1}{2}\left(k^{2}\left(v_{0}\right)_{j+1}+2\left(1-k^{2}\right)\left(v_{0}\right)_{j}+k^{2}\left(v_{0}\right)_{j-1}+2 h t\left(v_{1}\right)_{j}+(h t)^{2}\left(a^{0}\left(v_{0}\right)_{j}+s_{j}^{0}\right)\right), j=1, \ldots, n x-1 . \tag{4.4}
\end{equation*}
$$

Consider (1.4) in the equation (1.1) at $x=1$, we obtain

$$
a(t)=\frac{r^{\prime \prime}(t)-v_{x x}(1, t)-s(1, t)}{r(t)} .
$$

After discretizing last equation, we have

$$
\begin{align*}
& a^{n}=\frac{\left(r^{n+1}-2 r^{n}+r^{n-1}\right) /(h t)^{2}-\left(V_{n x}^{n}-2 V_{n x-1}^{n}+V_{n x-2}^{n}\right) /(h x)^{2}-s_{n x}^{n}}{r^{n}}, n=1, \ldots, n t-1,  \tag{4.5}\\
& a^{n t}=\frac{\left(r^{n t}-2 r^{n t-1}+r^{n t-2}\right) /(h t)^{2}-\left(V_{n x}^{n t}-2 V_{n x-1}^{n t}+V_{n x-2}^{n t}\right) /(h x)^{2}-s_{n x}^{n t}}{r^{n t}},  \tag{4.6}\\
& a^{0}=\frac{\left(r^{2}-2 r^{1}+r^{0}\right) /(h t)^{2}-\left(V_{n x}^{0}-2 V_{n x-1}^{0}+V_{n x-2}^{0}\right) /(h x)^{2}-s_{n x}^{0}}{r^{0}} . \tag{4.7}
\end{align*}
$$

Now let us consider (4.5)-(4.7) in (4.1), we obtain the system with respect to $V_{j}^{n}, j=0, \ldots, n x, n=0, \ldots, n t$ which can be solved explicitly. Then using the calculated values of $V_{n x-2}^{n}$ in (4.5)-(4.7), we obtain the values of $a^{n}, n=0, \ldots, n t$.
Example 4.1. Consider the inverse problem (1.1)-(1.4) with the input data

$$
\begin{aligned}
s(x, t) & =(1+2 \pi x-\sin 2 \pi x) \exp (t)-1-2 \pi x+\sin 2 \pi x \\
v_{0}(x) & =1+2 \pi x-\sin 2 \pi x, v_{1}(x)=1+2 \pi x-\sin 2 \pi x \\
b(t) & =\exp (t), r(t)=(1+2 \pi) \exp (t), x \in[0,1], t \in[0,1]
\end{aligned}
$$

It is easy to check that the conditions $\left(\widetilde{A}_{1}\right)-\left(\widetilde{A}_{4}\right)$ are satisfied. Then according to Theorem 3.1 the solution of the inverse problem exists and unique. In fact, it can easily be checked by direct substitution that the analytical solution is given by

$$
\{a(t), v(x, t)\}=\{1 / \exp (t),(1+2 \pi x-\sin 2 \pi x) \exp (t)\}
$$

Figure 4.1 shows the exact and numerical solution of $\{a(t), v(x, t)\}$ for $n t=128$ and $n x=64$. Next, we investigate the stability of numerical solution with respect to the noisy over-determination data (1.4), denoted by the function $r_{\gamma}(t)=r(t)(1+\gamma \theta)$ where $\gamma$ is the percentage of noise and $\theta$ are random variables generated from a uniform distribution in the interval $[-0.5,0.5]$ which are generated using rand command in MATLAB. Figs. 4.2, 4.3 show the exact and numerical solutions of $\{a(t), v(n x / 2, t)\}$ when the input data (1.4) is contaminated by $\gamma=1 \%, 3 \%$ and 5\% noise. Figs. 4.4, 4.5 show the exact and numerical solutions of $\{a(t), v(n x / 2, t)\}$ obtained after mollification, when the input data (1.4) is contaminated by $\gamma=1 \%, 3 \%$ and $5 \%$ noise. This mollification procedure has been performed using MATLAB version of the computational program supplied by D. A. Murio in [13]. From these figures it can be seen that the application of the mollification to stabilize the noisy function $r_{\gamma}(t)$, produce stable numerical solutions for $\{a(t), v(n x / 2, t)\}$.


Figure 4.1: Exact and numerical solution of the problem (1)-(4) for example 4.1.

## 5. Conclusion

The inverse problems for linear wave equations connected with recovery of the coefficient are scarce. The paper considers the inverse problem of recovering a time-dependent coefficient in an initial boundary value problem for a wave equation with a non-homogeneous boundary condition. The series expansion method in terms of eigenfunctions of a Sturm-Liouville problem converts the considered inverse problem to a fixed point problem in a suitable Banach space. Under some conditions on the data, the existence and uniqueness of inverse problem is shown by using the Banach fixed point theorem. Numerically, the inverse problem has been discretized by using finite difference method, which has been solved using the MATLAB. Numerical results show that accurate, and stable solutions have been obtained.


Figure 4.2: Exact and numerical coefficient solution of the problem (1)-(4) for example 4.1 with $1 \%, 3 \%$ and $5 \%$ noise.


Figure 4.3: Exact and numerical coefficient solution of the problem (1)-(4) for example 4.1 after mollification with $1 \%, 3 \%$ and $5 \%$ noise.
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Figure 4.4: Exact and numerical $u(x, t)$ solution of the problem (1)-(4) for example 1 with $1 \%, 3 \%$ and $5 \%$ noise.


Figure 4.5: Exact and numerical $u(x, t)$ solution of the problem (1)-(4) for example 1 after mollification with $1 \%, 3 \%$ and $5 \%$ noise.
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#### Abstract

In this paper, we are concerned with the existence of solutions for a class of fractional Hamiltonian systems $$
\left\{\begin{array}{l} { }_{t} D_{\infty}^{\alpha}\left({ }_{\infty} D_{t}^{\alpha} u\right)(t)+L(t) u(t)=\nabla W(t, u(t)), t \in \mathbb{R} \\ u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right) \end{array}\right.
$$ where ${ }_{t} D_{\infty}^{\alpha}$ and ${ }_{-\infty} D_{t}^{\alpha}$ are the Liouville-Weyl fractional derivatives of order $\frac{1}{2}<\alpha<1, L \in$ $C\left(\mathbb{R}, \mathbb{R}^{N^{2}}\right)$ is a symmetric matrix-valued function and $W(t, x) \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$. Applying a Symmetric Mountain Pass Theorem, we prove the existence of infinitely many solutions for (1) when $L$ is not required to be either uniformly positive definite or coercive and $W(t, x)$ satisfies some weaker superquadratic conditions at infinity in the second variable but does not satisfy the well-known Ambrosetti-Rabinowitz superquadratic growth condition.


## 1. Introduction.

Fractional differential equations both ordinary and partial ones have attracted extensive attentions because of their applications in mathematical modeling of processes in physics, mechanics, control theory, viscoelasticity, electro chemistry, bioengineering, economics and others. Therefore, the theory of fractional differential equations is an area intensively developed during the last decades [1], [11]. The monographs [13], [17], [18] enclose a review of methods of solving fractional differential equations, which are an extension of procedures from differential equations theory.
Recently, many results were obtained dealing with the existence and multiplicity of solutions of nonlinear fractional differential equations by using techniques of Nonlinear Analysis, such as fixed point theory [5], [25], topological degree theory [6], [19], comparison methods [14], [24], and so on.
It should be noted that critical point theory and variational methods serve as effective tools in the study of integer-order differential equations. The underlying idea in this approach rest on finding critical points for suitable energy functional defined on an appropriate function space. During the last three decades, the critical point theory has been developed into a wonderful tool for investigating the existence criteria for the solutions of differential equations with variational structures, for example see [15], [19] and the references cited therein.
Motivated by the classical works in [15], [19], for the first time, the author [10] showed that critical point theory and variational methods are an effective approach to tackle the existence of solutions for the following fractional boundary value problem

$$
\left\{\begin{array}{l}
{ }_{t} D_{T}^{\alpha}\left({ }_{0} D_{t}^{\alpha} u\right)(t)=\nabla W(t, u(t)), t \in[0, T] \\
u(0)=u(T)
\end{array}\right.
$$

where $\frac{1}{2}<\alpha<1, W \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ with derivative $\nabla W(t, x)=\frac{\partial W}{\partial x}(t, x)$, and obtained the existence of at least one nontrivial solution. Inspired by this work, Torres [20] considered the following fractional Hamiltonian system

$$
\mathscr{F} \mathscr{H} \mathscr{S} \quad\left\{\begin{array}{l}
{ }_{t} D_{\infty}^{\alpha}\left({ }_{\infty} D_{t}^{\alpha} u\right)(t)+L(t) u(t)=\nabla W(t, u(t)), t \in \mathbb{R} \\
u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)
\end{array}\right.
$$

where $\frac{1}{2}<\alpha<1, W(t, x)$ is as above and $L$ satisfies
(1.1) $L \in C\left(\mathbb{R}, \mathbb{R}^{N^{2}}\right)$ is a positive definite symmetric matrix-valued function, and there exists an $l \in C\left(\mathbb{R}, \mathbb{R}_{+}^{*}\right)$ such that $l(t) \longrightarrow+\infty$ as $|t| \longrightarrow \infty$ and

$$
L(t) x \cdot x \geq l(t)|x|^{2}, \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N}
$$

Assuming that $W \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ satisfies the well-known Ambrosetti-Rabinowitz superquadratic condition $(\mathscr{A} \mathscr{R})$ and some other suitable conditions, the author [20] showed that the fractional Hamiltonian system ( $\mathscr{F} \mathscr{H} \mathscr{S}$ ) possesses at least one nontrivial solution using the Mountain Pass Theorem. Since then, the existence and multiplicity of solutions of problem ( $\mathscr{F} \mathscr{H} \mathscr{S}$ ) via critical point theory have been investigated in many papers [3,4,7,8,16,20-23,25-28].
Recently, Mèndez and Torres [16] proved the existence of multiple solutions for the fractional Hamiltonian system ( $\mathscr{F} \mathscr{H} \mathscr{S}$ ) when the potential $W$ satisfies some subquadratic conditions at infinity and the matrix-valued function $L$ satisfies the following noncoercive conditions $\left(L_{1}\right) L(t)$ is a positive definite symmetric matrix for all $t \in \mathbb{R}$ and there exists an $l \in C(\mathbb{R}, \mathbb{R})$ such that

$$
\inf _{t \in \mathbb{R}} l(t)>0 \text { and } L(t) x . x \geq l(t)|x|^{2}, \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N}
$$

$\left(L_{2}\right)$ There exists a constant $r_{0}>0$ such that

$$
\lim _{|s| \longrightarrow \infty} \operatorname{meas}\left(\{t \in] s-r_{0}, s+r_{0}\left[/ L(t)<b I_{N}\right\}\right)=0, \forall b>0,
$$

where meas denotes the Lebesgue's measure on $\mathbb{R}$. The above conditions on $L$ guarantee the compactness of Sobolev embedding. Besides, in all the above mentioned papers, the potential $W$ is required to be subquadratic or to satisfy the Ambrosetti-Rabinowitz superquadratic condition $(\mathscr{A} \mathscr{R})$ at infinity.
The aim of this paper is to study the existence of infinitely many solutions for ( $\mathscr{F} \mathscr{H} \mathscr{S}$ ), when the function $L$ is unnecessarily positive definite or coercive, and the potential $W$ satisfies some superquadratic conditions at infinity, weaker than the $(\mathscr{A} \mathscr{R})$-condition. More precisely, let $W \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ be such that for all $r>0, \nabla W$ is bounded in $\mathbb{R} \times B_{r}(0)$, we make the following hypotheses:
( $L$ ) The smallest eigenvalue of $L(t)$ is bounded from below;
$\left(W_{1}\right) \quad W(t, 0)=0$ and $\nabla W(t, x)=o(|x|)$, as $|x| \longrightarrow 0$ uniformly on $t \in \mathbb{R} ;$
$\left(W_{2}\right)$

$$
\lim _{|x| \rightarrow+\infty} \frac{|W(t, x)|}{|x|^{2}}=+\infty, \forall t \in \mathbb{R}
$$

and
$\left(W_{3}\right) \quad W(t, x) \geq 0, \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N}$ with $|x| \geq R_{0} ; W(t,-x)=W(t, x), \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N} ;$
$\left(W_{4}\right)$ There exist $g \in L^{1}(\mathbb{R})$ and constants $b_{0}, c_{0}>0$ and $\left.v \in\right] 0,2[$ such that

$$
\begin{aligned}
& \widehat{W}(t, x)=\frac{1}{2} \nabla W(t, x) \cdot x-W(t, x) \geq\left\{\begin{array}{l}
g(t), \forall t \in \mathbb{R},|x| \leq R_{0}, \\
b_{0}|x|^{v}, \forall t \in \mathbb{R},|x| \geq R_{0} ;
\end{array}\right. \\
& |W(t, x)| \leq c_{0}|x|^{2-v} \widehat{W}(t, x), \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N} \text { with }|x| \geq R_{0} ;
\end{aligned}
$$

$\left(W_{5}\right)$ There exist constants $\mu>2$ and $\rho_{0}>0$ such that

$$
\mu W(t, x) \leq \nabla W(t, x) \cdot x+\rho_{0}|x|^{2}, \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N} .
$$

Our main results read as follows.

Theorem 1.1. Assume that $(L),\left(L_{2}\right)$ and $\left(W_{1}\right)-\left(W_{4}\right)$ are satisfied. Then $(\mathscr{F} \mathscr{H} \mathscr{S})$ possesses infinitely many nontrivial solutions.
Theorem 1.2. Assume that $(L),\left(L_{2}\right),\left(W_{1}\right)-\left(W_{3}\right)$ and $\left(W_{5}\right)$ are satisfied. Then $(\mathscr{F} \mathscr{H} \mathscr{S})$ possesses infinitely many nontrivial solutions.
Remark 1.3. 1. In our results, $L(t)$ is unnecessarily required to be either uniformly positive definite or coercive. For example $L(t)=\left(t^{2} \sin ^{2} t-1\right) I_{N}$, where $I_{N}$ is the identity matrix, satisfies $(L)$ and $\left(L_{2}\right)$, but it does satisfy neither Theorem 1.1 nor Theorem 1.2.
2. Let $W(t, x)=a(t)|x|^{2} \ln \left(\frac{1}{2}+|x|\right)$, where $a$ is a continuous bounded function with positive lower bound. Then an easy computation shows that $W$ satisfies the superquadratic conditions $\left(W_{1}\right)-\left(W_{4}\right)$. However, $W$ does not satisfy the $(\mathscr{A} \mathscr{R})$-condition.

The remainder of this paper is organized as follows. In Section 2, some preliminary results are presented. Section 3 is devoted to the proofs of our results.

## 2. Preliminaries

In this Section, for the reader's convenience, first we will recall some facts about the fractional calculus on the whole real axis. On the other hand, we will give some preliminaries lemmas for using in the sequel.

### 2.1. Liouville-Weyl fractional calculus

The Liouville-Weyl fractional integrals of order $0<\alpha<1$ on the whole axis $\mathbb{R}$ are defined as (see [12], [13], [18])

$$
{ }_{-\infty} I_{t}^{\alpha} u(t)=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{t}(t-x)^{\alpha-1} u(x) d x
$$

and

$$
{ }_{t} I_{\infty}^{\alpha} u(t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{\infty}(x-t)^{\alpha-1} u(x) d x
$$

The Liouville-Weyl fractional derivatives of order $0<\alpha<1$ on the whole axis $\mathbb{R}$ are defined as the left-inverse operators of the corresponding Liouville-Weyl fractional integrals (see [12], [13], [18])

$$
\begin{equation*}
{ }_{\infty} D_{t}^{\alpha} u(t)=\frac{d}{d t}\left(-\infty I_{t}^{1-\alpha} u\right)(t) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{t} D_{\infty}^{\alpha} u(t)=-\frac{d}{d t}\left({ }_{t} I_{\infty}^{1-\alpha} u\right)(t) \tag{2.2}
\end{equation*}
$$

The definitions of 2.1 and 3.2 may be written in an alternative form as follows

$$
{ }_{-\infty} D_{t}^{\alpha} u(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{\infty} \frac{u(t)-u(t-x)}{x^{\alpha+1}} d x
$$

and

$$
{ }_{t} D_{\infty}^{\alpha} u(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{\infty} \frac{u(t)-u(t+x)}{x^{\alpha+1}} d x
$$

We establish the Fourier transform properties of the fractional integral and fractional differential operators. Recall that the Fourier transform $\widehat{u}$ of $u$ is defined by

$$
\widehat{u}(s)=\int_{-\infty}^{\infty} e^{-i s t} u(t) d t
$$

Let $u$ be defined on $\mathbb{R}$. Then the Fourier transform of the Liouville-Weyl integrals and differential operators satisfies (see [12,13])

$$
\begin{aligned}
& \widehat{{ }_{-\infty} I_{t}^{\alpha} u}(s)=(i s)^{-\alpha} \widehat{u}(s), \\
& \widehat{{ }_{t} I_{\infty}^{\alpha} u}(s)=(-i s)^{-\alpha} \widehat{u}(s), \\
& \widehat{{ }_{-\infty} D_{t}^{\alpha}} u(s)=(i s)^{\alpha} \widehat{u}(s), \\
& { }_{t^{D_{\infty}^{\alpha}} u} u(s)=(-i s)^{\alpha} \widehat{u}(s) .
\end{aligned}
$$

Next, we present some properties for Liouville-Weyl fractional integrals and derivatives on the real axis, which were proved in [12].
Denote by $L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)(1 \leq p<\infty)$, the Banach spaces of functions on $\mathbb{R}$ with values in $\mathbb{R}^{N}$ under the norms

$$
\|u\|_{L^{p}}=\left(\int_{\mathbb{R}}|u(t)|^{p} d t\right)^{\frac{1}{p}}
$$

and $L^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ the Banach space of essentially bounded functions from $\mathbb{R}$ into $\mathbb{R}^{N}$ equipped with the norm

$$
\|u\|_{\infty}=\operatorname{esssup}\{|u(t)| / t \in \mathbb{R}\} .
$$

### 2.2. Fractional derivative spaces

In order to establish the variational structure which enables us to reduce the existence of solutions of $(\mathscr{F} \mathscr{H} \mathscr{S})$ to find critical points of the corresponding functional, it is necessary to construct the appropriate functional spaces.
For $\alpha>0$, define the semi-norm

$$
|u|_{I_{-\infty}^{\alpha}}=\left\|_{-\infty} D_{t}^{\alpha} u\right\|_{L^{2}}
$$

and the norm

$$
\|u\|_{I_{-\infty}^{\alpha}}=\left(\|u\|_{L^{2}}+|u|_{I_{-\infty}^{\alpha}}^{2}\right)^{\frac{1}{2}}
$$

and let

$$
I_{-\infty}^{\alpha}=\overline{C_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\|\cdot\| I_{-\infty}^{\alpha}
$$

where $C_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ denotes the space of infinitely differentiable functions from $\mathbb{R}$ into $\mathbb{R}^{N}$ with vanishing property at infinity.
Now, we can define the fractional Sobolev space $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ in terms of the Fourier transform. Choose $0<\alpha<1$, define the semi-norm

$$
|u|_{\alpha}=\left\||s|^{\alpha} \widehat{u}\right\|_{L^{2}}
$$

and the norm

$$
\|u\|_{\alpha}=\left(\|u\|_{L^{2}}+|u|_{\alpha}^{2}\right)^{\frac{1}{2}}
$$

and let

$$
H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)=\overline{C_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)}{ }^{\|\cdot\|_{\alpha}}
$$

Moreover, we note that a function $u \in L^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ belongs to $I_{-\infty}^{\alpha}$ if and only if

$$
|s|^{\alpha} \widehat{u} \in L^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)
$$

Especially, we have

$$
|u|_{I_{-\infty}^{\alpha}}=\left\|\left||s|^{\alpha} \widehat{u} \|_{L^{2}} .\right.\right.
$$

Therefore, $I_{-\infty}^{\alpha}$ and $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ are equivalent with equivalent semi-norms and norms. Analogous to $I_{-\infty}^{\alpha}$, we introduce $I_{\infty}^{\alpha}$. Define the semi-norm

$$
|u|_{I_{\infty}^{\alpha}}=\| \|_{t} D_{\infty}^{\alpha} u \|_{L^{2}}
$$

and the norm

$$
\|u\|_{I_{\infty}^{\alpha}}=\left(\|u\|_{L^{2}}+|u|_{I_{\infty}^{\alpha}}^{2} \frac{1}{2}\right.
$$

and let

$$
I_{\infty}^{\alpha}=\overline{C_{0}^{\infty}\left(\mathbb{R}, \mathbb{R}^{N}\right)}\|\cdot\| \|_{L_{\infty}^{\alpha}}
$$

Then $I_{-\infty}^{\alpha}$ and $I_{\infty}^{\alpha}$ are equivalent with equivalent semi-norms and norms.
Let $C\left(\mathbb{R}, \mathbb{R}^{N}\right)$ denotes the space of continuous functions from $\mathbb{R}$ into $\mathbb{R}^{N}$. Then we obtain the following Sobolev lemma.

Lemma 2.1. [[21], Theorem 2.1]. If $\alpha>\frac{1}{2}$, then $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right) \subset C\left(\mathbb{R}, \mathbb{R}^{N}\right)$, and there exists a constant $C=C_{\alpha}$ such that

$$
\|u\|_{\infty}=\sup _{t \in \mathbb{R}}|u(t)| \leq C_{\alpha}\|u\|_{\alpha}, \forall u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right) .
$$

Remark 2.2. From Lemma 2.1, we know that if $u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ with $\frac{1}{2}<\alpha<1$, then $u \in L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ for all $\left.p \in\right] 2, \infty[$, because

$$
\int_{\mathbb{R}}|u(t)|^{p} d t \leq\|u\|_{\infty}^{p-2}\|u\|_{L^{2}}^{2} .
$$

In this section, we assume the $L$ satisfies the following condition

$$
\left(L_{0}\right) \quad L(t) x \cdot x \geq|x|^{2}, \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N}
$$

and we introduce the following fractional space

$$
X^{\alpha}=\left\{u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right) / \int_{\mathbb{R}} L(t) u(t) \cdot u(t) d t<\infty\right\} .
$$

Then $X^{\alpha}$ is a Hilbert space with the inner product

$$
<u, v>_{X^{\alpha}}=\int_{\mathbb{R}}\left[-\infty D_{t}^{\alpha} u(t) \cdot-\infty D_{t}^{\alpha} v(t)+L(t) u(t) \cdot v(t)\right] d t
$$

and the corresponding norm

$$
\|u\|_{X^{\alpha}}^{2}=<u, u>_{X^{\alpha}} .
$$

It is easy to see that $X^{\alpha}$ is continuously embedded in $H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ and in $L^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$. In fact, for $u \in X^{\alpha}$, we have

$$
\|u\|_{X^{\alpha}}^{2}=\int_{\mathbb{R}}\left[\left.| |_{-\infty} D_{t}^{\alpha} u(t)\right|^{2}+L(t) u(t) \cdot u(t)\right] d t \geq \int_{\mathbb{R}}\left[\left.\left.\right|_{-\infty} D_{t}^{\alpha} u(t)\right|^{2}|u(t)|^{2}\right] d t=\|u\|_{H^{\alpha}}^{2} \geq\|u\|_{L^{2}}^{2} .
$$

For $p \in] 2, \infty$ [, we have by Remark 2.2

$$
\|u\|_{L^{p}}^{p}=\int_{\mathbb{R}}|u(t)|^{p} d t \leq\|u\|_{\infty}^{p-2}\|u\|_{L^{2}}^{2} \leq C_{\alpha}^{p-2}\|u\|_{X^{\alpha}}^{p}
$$

Hence for all $p \in[1, \infty]$, there exists a constant $\eta_{p}>0$ such that

$$
\begin{equation*}
\|u\|_{L^{p}}^{p} \leq \eta_{p}\|u\|_{X^{\alpha}}^{p} . \tag{2.3}
\end{equation*}
$$

The main difficulty in dealing with the existence of infinitely many solutions for $(\mathscr{F} \mathscr{H} \mathscr{S})$ is the lack of compactness of the Sobolev embedding. To overcome this difficulty under the assumptions of Theorems 1.1 and 1.2 , we employ the following compact embedding lemma.

Lemma 2.3. [16] Assume $\left(L_{0}\right)$ and $\left(L_{2}\right)$ are satisfied. Then $X^{\alpha}$ is compactly embedded in $L^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$.

Remark 2.4. From Remark 2.2 and Lemma 2.3, it is easy to verify that the embedding of $X^{\alpha}$ in $L^{p}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ is also compact for $\left.p \in\right] 2, \infty[$.

To study the critical points of the variational functional associated with $(\mathscr{F} \mathscr{H} \mathscr{S})$, we need to recall the Symmetric Mountain Pass Theorem [19].

Definition 2.5. Let $X$ be a Banach space with the norm $\|\cdot\|$, we say that $\Phi \in C^{1}(X, \mathbb{R})$ satisfies the a) $(P S)_{c}$-condition, $c \in \mathbb{R}$, if any sequence $\left(u_{n}\right) \subset X$ satisfying

$$
\Phi\left(u_{n}\right) \longrightarrow c \text { and } \Phi^{\prime}\left(u_{n}\right) \longrightarrow 0 \text { as } n \longrightarrow \infty
$$

possesses a convergent subsequence,
b) $(C)_{c}$-condition, $c \in \mathbb{R}$, if any sequence $\left(u_{n}\right) \subset X$ satisfying

$$
\Phi\left(u_{n}\right) \longrightarrow c \text { and }\left\|\Phi^{\prime}\left(u_{n}\right)\right\|\left(1+\left\|u_{n}\right\|\right) \longrightarrow 0 \text { as } n \longrightarrow \infty
$$

possesses a convergent subsequence.

Lemma 2.6. Let $X$ be an infinite dimensional Banach space, $X=Y \oplus Z$, where $Y$ is finite dimensional space. Suppose that $\Phi \in C^{1}(X, \mathbb{R})$ satisfies the Palais-Smale condition and
(a) $\quad \Phi(0)=0, \Phi(-u)=\Phi(u), \forall u \in X$;
(b) Thereexistconstants $\rho, \alpha>0$ suchthat $\Phi_{\mid \partial B_{\rho} \cap Z} \geq \alpha$;
(c) Foranyfinitedimensionalsubspace $\widetilde{E} \subset X$, thereis $R=R(\widetilde{E})>0$ suchthat $\Phi(u) \leq 0$ on $\widetilde{E} \backslash B_{R}$, where $B_{R}=\{u \in X /\|u\|<R\}$.

Then $\Phi$ possesses an unbounded sequence of critical values.

Remark 2.7. As shown in [2], a deformation lemma can be proved with $(C)_{c}$-condition replacing the $(P S)_{c}$-condition, and it turns out that Lemma 2.3 still holds true with the $(C)_{c}$-condition instead of the $(P S)_{c}$-condition.

## 3. Proof of theorems

From $(L),\left(W_{1}\right)$ and $\left(W_{2}\right)$, we know that there exists a positive constant $d_{0}$ such that $L(t)+2 d_{0} I_{N} \geq I_{N}$ for all $t \in \mathbb{R}$. Let $\bar{L}(t)=L(t)+2 d_{0} I_{N}$ and $\bar{W}(t, x)=W(t, x)+d_{0}|x|^{2}$. Consider the following fractional Hamiltonian system

$$
\left\{\begin{array}{l}
{ }_{t} D_{\infty}^{\alpha}\left(-\infty D_{t}^{\alpha} u\right)(t)+\bar{L}(t) u(t)=\nabla \bar{W}(t, u(t)), t \in \mathbb{R}  \tag{FHS}\\
u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right),
\end{array}\right.
$$

then $(\overline{\mathscr{F} \mathscr{H} \mathscr{S}})$ is equivalent to $(\mathscr{F} \mathscr{H} \mathscr{S})$. Moreover, it is easy to check that the hypotheses $\left(W_{1}\right)-\left(W_{5}\right)$ still hold for $\bar{W}$ provided that those hold for $W$, and $\bar{L}$ satisfies the conditions $\left(L_{0}\right),\left(L_{2}\right)$. Hence, in what follows, we always assume without loss of generality that $L$ satisfies $\left(L_{0}\right)$ instead of $(L)$.

Consider the variational functional $\Phi$ associated to ( $\mathscr{F} \mathscr{H} \mathscr{S})$ :

$$
\Phi(u)=\frac{1}{2} \int_{\mathbb{R}}\left[\left|-\infty D_{t}^{\alpha} u(t)\right|^{2}+L(t) u(t) \cdot u(t)\right] d t-\int_{\mathbb{R}} W(t, u) d t
$$

defined on the space $X^{\alpha}$ introduced in Section 2. In the following, to simplify the notation, we will note the norm $\|\cdot\|_{X^{\alpha}}$ of $X^{\alpha}$ by $\|\cdot\|$.

Lemma 3.1. Under assumptions $\left(L_{0}\right),\left(L_{2}\right)$ and $\left(W_{1}\right)$, the functional

$$
\psi(u)=\int_{\mathbb{R}} W(t, u) d t
$$

is continuously differentiable on $X^{\alpha}$ and

$$
\begin{equation*}
\psi^{\prime}(u) v=\int_{\mathbb{R}} \nabla W(t, u) \cdot v d t, \forall u, v \in X^{\alpha} . \tag{3.1}
\end{equation*}
$$

Proof. By $\left(W_{1}\right)$, there exist constants $a_{0}, R_{0}>0$ such that

$$
\begin{equation*}
|\nabla W(t, x)| \leq a_{0}|x|, \forall(t, x) \in \mathbb{R} \times \mathbb{R}^{N} \text { with }|x| \leq R_{0} \tag{3.2}
\end{equation*}
$$

For any given $u \in X^{\alpha}$, we know that $u \in H^{\alpha}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ and hence there exists a constant $T_{0}>0$ such that

$$
\begin{equation*}
|u(t)| \leq \frac{R_{0}}{2}, \forall|t| \geq T_{0} \tag{3.3}
\end{equation*}
$$

By (2.3), for any $v \in X^{\alpha}$ with $\|v\| \leq \frac{R_{0}}{2 \eta_{\infty}}$, we have

$$
\begin{equation*}
\|v\|_{L^{\infty}} \leq \frac{R_{0}}{2} \tag{3.4}
\end{equation*}
$$

Combining (3.2)-(3.4) and ( $W_{1}$ ), by the Mean Value Theorem and Hölder's inequality, for any $T \geq T_{0}$ and $v \in X^{\alpha}$ with $\|v\| \leq \frac{R_{0}}{2 \eta_{\infty}}$, one has

$$
\begin{aligned}
\left|\int_{|t| \geq T}[W(t, u+v)-W(t, u)-\nabla W(t, u) \cdot v] d t\right| & =\left|\int_{|t| \geq T} \int_{0}^{1}[\nabla W(t, u+s v)-\nabla W(t, u)] \cdot v d s d t\right| \\
& \leq 2 a_{0} \int_{|t| \geq T}(|u|+|v|)|v| d t \leq 2 a_{0}\left(\int_{|t| \geq T}(|u|+|v|)^{2} d t\right)^{\frac{1}{2}}\|v\|_{L^{2}} \\
& \leq 2 a_{0} \eta_{2}\left[\left(\int_{|t| \geq T}|u|^{2} d t\right)^{\frac{1}{2}}+\eta_{2}\|v\|\right]\|v\| .
\end{aligned}
$$

Since $u \in L^{2}(\mathbb{R})$, for any $\varepsilon>0$, there exist $0<\alpha_{1}<\frac{R_{0}}{2 \eta_{\infty}}$ and $T_{\varepsilon} \geq T_{0}$ such that for all $v \in X^{\alpha}$ with $\|v\| \leq \alpha_{1}$

$$
\begin{equation*}
2 a_{0} \eta_{2}\left[\left(\int_{|t| \geq T_{\varepsilon}}|u|^{2} d t\right)^{\frac{1}{2}}+\eta_{2}\|v\|\right] \leq \frac{\varepsilon}{2} \tag{3.5}
\end{equation*}
$$

It is well known that the functional

$$
\begin{equation*}
\psi_{\varepsilon}(u)=\int_{\left[-T_{\varepsilon}, T_{\varepsilon}\right]} W(t, u) d t \tag{3.6}
\end{equation*}
$$

is continuously differentiable on $H^{1}\left(\left[-T_{\mathcal{\varepsilon}}, T_{\varepsilon}\right], \mathbb{R}^{N}\right)$. Thus, since $X^{\alpha}$ is compactly embedded in $H^{\alpha}(\mathbb{R})$, there exists a constant $\alpha_{2}>0$ such that for all $\|v\| \leq \alpha_{2}$

$$
\begin{equation*}
\left|\int_{\left[-R_{\varepsilon}, R_{\varepsilon}\right]}[W(t, u+v)-W(t, u)-\nabla W(t, u) \cdot v] d t\right| \leq \frac{\varepsilon}{2}\|v\| . \tag{3.7}
\end{equation*}
$$

Taking $\alpha=\min \left\{\alpha_{1}, \alpha_{2}\right\}$, then (3.5)-(3.7) imply

$$
\left|\int_{\mathbb{R}}[W(t, u+v)-W(t, u)-\nabla W(t, u) \cdot v] d t\right| \leq \varepsilon\|v\|
$$

for all $v \in X^{\alpha}$ with $\|v\| \leq \alpha$. Therefore, $\psi$ is differentiable on $X^{\alpha}$ and satisfies (3.1).
It remains to prove that $\psi^{\prime}$ is continuous. Let $u_{n} \longrightarrow u$ in $X^{\alpha}$. By Hölder's inequality, we have

$$
\begin{align*}
\left\|\psi^{\prime}\left(u_{n}\right)-\psi^{\prime}(u)\right\|_{E^{\prime}} & =\sup _{\|v\|=1}\left|\psi^{\prime}\left(u_{n}\right) v-\psi^{\prime}(u) v\right| \\
& =\sup _{\|v\|=1}\left|\int_{\mathbb{R}}\left[\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right] \cdot v d t\right| \\
& \leq \sup _{\|v\|=1}\left(\int_{\mathbb{R}}\left|\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right|^{2} d t\right)^{\frac{1}{2}}\|v\|_{L^{2}} \\
& \leq \eta_{2}\left(\int_{\mathbb{R}}\left|\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right|^{2} d t\right)^{\frac{1}{2}} . \tag{3.8}
\end{align*}
$$

Lemma 2.3 implies that $u_{n} \longrightarrow u$ in $L^{2}(\mathbb{R})$. Let $M$ be a positive constant such that $\left\|u_{n}\right\|_{L^{2}} \leq M$ for all integer $n$. By $\left(W_{1}\right)$, for any $\varepsilon>0$, there exists a constant $0<r<R_{0}$ such that for all $t \in \mathbb{R}$ and $|x| \leq r$

$$
\begin{equation*}
|\nabla W(t, x)| \leq \frac{\varepsilon}{2\left(M+\|u\|_{L^{2}}\right)}|x| . \tag{3.9}
\end{equation*}
$$

Due to (3.9) and the facts that $u \in H^{\alpha}(\mathbb{R})$ and $u_{n} \longrightarrow u$ in $L^{\infty}(\mathbb{R})$, there exists $R_{\varepsilon}>R_{0}$ and $N_{1} \in \mathbb{N}$ such that for all $|t| \geq R_{\varepsilon}$ and $n \geq N_{1}$

$$
\left|\nabla W\left(t, u_{n}(t)\right)\right| \leq \frac{\varepsilon}{2\left(M+\|u\|_{L^{2}}\right)}\left|u_{n}(t)\right|
$$

and

$$
|\nabla W(t, u(t))| \leq \frac{\varepsilon}{2\left(M+\|u\|_{L^{2}}\right)}|u(t)| .
$$

Thus

$$
\begin{align*}
\left(\int_{|t| \geq T_{\varepsilon}}\left|\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right|^{2} d t\right)^{\frac{1}{2}} & \leq\left(\int_{|t| \geq T_{\varepsilon}}\left|\nabla W\left(t, u_{n}\right)\right|^{2} d t\right)^{\frac{1}{2}}+\left(\int_{|t| \geq T_{\varepsilon}}|\nabla W(t, u)|^{2} d t\right)^{\frac{1}{2}} \\
& \leq \frac{\varepsilon}{2\left(M+\|u\|_{L^{2}}\right)}\left(\left\|u_{n}\right\|_{L^{2}}+\|u\|_{L^{2}}\right) \\
& \leq \frac{\varepsilon}{2} . \tag{3.10}
\end{align*}
$$

Observing that $u_{n} \longrightarrow u$ in $L^{\infty}(\mathbb{R})$, then by Lebesgue's Dominated Convergence Theorem, we have

$$
\left(\int_{\left[-T_{\varepsilon}, T_{\varepsilon}\right]}\left|\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right|^{2} d t\right)^{\frac{1}{2}} \longrightarrow 0 \text { as } n \longrightarrow \infty .
$$

Hence, there is $N_{2} \in \mathbb{N}$ such that for all $n \geq N_{2}$

$$
\begin{equation*}
\left(\int_{\left[-T_{\varepsilon}, T_{\varepsilon}\right]}\left|\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right|^{2} d t\right)^{\frac{1}{2}} \leq \frac{\varepsilon}{2}, \tag{3.11}
\end{equation*}
$$

which together with (3.10) implies that for all $n \geq \max \left\{N_{1}, N_{2}\right\}$

$$
\left(\int_{\mathbb{R}}\left|\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right|^{2} d t\right)^{\frac{1}{2}} \leq \varepsilon .
$$

Combining this with (3.8) implies that $\psi^{\prime}\left(u_{n}\right) \longrightarrow \psi^{\prime}(u)$ as $n \longrightarrow \infty$ and then $\psi \in C^{1}\left(X^{\alpha}, \mathbb{R}\right)$. The proof of Lemma 3.1 is completed.

From Lemma 3.1, we deduce that $\Phi \in C^{1}\left(X^{\alpha}, \mathbb{R}\right)$ and

$$
\Phi^{\prime}(u) v=\left\langle u, v>-\int_{\mathbb{R}} \nabla W(t, u) \cdot v d t, \forall u, v \in X^{\alpha} .\right.
$$

Moreover, if $u \in X^{\alpha}$ is a critical point of $\Phi$, we have

$$
{ }_{t} D_{\infty}^{\alpha}\left(-\infty D_{t}^{\alpha} u\right)(t)=-L(t) u(t)+\nabla W(t, u(t))
$$

which implies that $u$ is a solution of $(\mathscr{F} \mathscr{H} \mathscr{S})$.

Lemma 3.2. Under assumptions $\left(L_{0}\right),\left(L_{2}\right),\left(W_{1}\right)$ and $\left(W_{2}\right)$, for any finite dimensional subspace $\widetilde{E} \subset X^{\alpha}$, there is $R=R(\widetilde{E})>0$ such that

$$
\begin{equation*}
\Phi(u) \leq 0, \forall u \in \widetilde{E},\|u\| \geq R \tag{3.12}
\end{equation*}
$$

Proof. We will prove the following

$$
\begin{equation*}
\Phi(u) \longrightarrow-\infty \text { as }\|u\| \longrightarrow \infty, u \in \widetilde{E} . \tag{3.13}
\end{equation*}
$$

Arguing indirectly, assume that there exists a sequence $\left(u_{n}\right) \subset \widetilde{E}$ with $\left\|u_{n}\right\| \longrightarrow \infty$ and a constant $M>0$ such that $\Phi\left(u_{n}\right) \geq-M$ for all $n \in \mathbb{N}$. Set $v_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}$, then $\left\|v_{n}\right\|=1$. Passing to a subsequence if necessary, we may assume that $v_{n} \rightharpoonup v$ in $X^{\alpha}$. Since $\widetilde{E}$ is finite dimensional, we have $v_{n} \longrightarrow v$ in $\widetilde{E}$ and $v_{n} \longrightarrow v$ a.e. on $\mathbb{R}$. It follows that $\|v\|=1$. For $0 \leq a<b$, let

$$
\begin{aligned}
& \Omega_{n}(a, b)=\left\{t \in \mathbb{R} / a \leq\left|u_{n}(t)\right|<b\right\} \\
& A=\{t \in \mathbb{R} / v(t) \neq 0\}
\end{aligned}
$$

Since $v \neq 0$, then $\operatorname{meas}(A)>0$. For a.e. $t \in \mathbb{R}$, we have $\lim _{n \longrightarrow \infty}\left|u_{n}(t)\right|=\infty$, hence $t \in \Omega_{n}\left(R_{0}, \infty\right)$ for $n$ large enough. Since $v_{n}(t) \longrightarrow v(t)$ a.e. $t \in \mathbb{R}$, we have $\chi_{\Omega_{n}\left(R_{0}, \infty\right)}(t)\left|v_{n}(t)\right| \longrightarrow|v(t)|$ a.e. $t \in A$, where $\chi_{\Omega}$ denotes the characteristic function of $\Omega$. Hence, it follows from $\left(W_{1}\right)$, $\left(W_{2}\right)$ and Fatou's Lemma that

$$
\begin{align*}
0 & =\lim _{n \longrightarrow \infty} \frac{-M}{\left\|u_{n}\right\|^{2}} \leq \lim _{n \longrightarrow \infty} \frac{\Phi\left(u_{n}\right)}{\left\|u_{n}\right\|^{2}}=\lim _{n \longrightarrow \infty}\left[\frac{1}{2}-\int_{\mathbb{R}} \frac{W\left(t, u_{n}\right)\left|v_{n}\right|^{2}}{\left|u_{n}\right|^{2}} d t\right] \\
& =\lim _{n \longrightarrow \infty}\left[\frac{1}{2}-\int_{\Omega_{n}\left(0, R_{0}\right)} \frac{W\left(t, u_{n}\right)\left|v_{n}\right|^{2}}{\left|u_{n}\right|^{2}} d t-\int_{\Omega_{n}\left(R_{0}, \infty\right)} \frac{W\left(t, u_{n}\right)\left|v_{n}\right|^{2}}{\left|u_{n}\right|^{2}} d t\right] \\
& \leq \limsup _{n \longrightarrow \infty}\left[\frac{1}{2}+\frac{a_{0}}{2} \int_{\mathbb{R}}\left|v_{n}\right|^{2} d t-\int_{\Omega_{n}\left(R_{0}, \infty\right)} \frac{W\left(t, u_{n}\right)\left|v_{n}\right|^{2}}{\left|u_{n}\right|^{2}} d t\right] \\
& \leq \frac{1}{2}+\frac{a_{0}}{2} \eta_{2}^{2}-\liminf _{n \longrightarrow \infty} \int_{\Omega_{n}\left(R_{0}, \infty\right)} \frac{W\left(t, u_{n}\right)\left|v_{n}\right|^{2}}{\left|u_{n}\right|^{2}} d t \\
& \leq \frac{1}{2}+\frac{a_{0}}{2} \eta_{2}^{2}-\int_{\mathbb{R}} \liminf _{n \longrightarrow \infty} \frac{W\left(t, u_{n}\right)\left|v_{n}\right|^{2}}{\left|u_{n}\right|^{2}} \chi_{\mid \Omega_{n}\left(R_{0}, \infty\right)}(t) d t=-\infty \tag{3.14}
\end{align*}
$$

which is a contradiction. Hence (3.13) and then (3.12) is verified. The proof of Lemma 3.2 is completed.

Let $\left(e_{j}\right)_{j \in \mathbb{N}}$ be an orthonormal basis of $X^{\alpha}$ and define $X_{j}=\mathbb{R} e_{j}$

$$
Y_{k}=\oplus_{j=1}^{k} X_{j}, Z_{k}=\overline{\oplus_{j=k+1}^{\infty} X_{j}}, k \in \mathbb{N} .
$$

Lemma 3.3. Suppose $\left(L_{0}\right)$ and $\left(L_{2}\right)$ hold. Then for any $p \in[2, \infty]$

$$
\begin{equation*}
l_{p}(k)=\sup _{u \in Z_{k},\|u\|=1}\|u\|_{L^{p}} \longrightarrow 0 \text { as } k \longrightarrow \infty \tag{3.15}
\end{equation*}
$$

Proof. It is clear that $0<l_{p}(k+1) \leq l_{p}(k)$, so that $l_{p}(k) \longrightarrow \bar{l}_{p}$ as $k \longrightarrow \infty$. For every $k \geq 1$, there exists $u_{k} \in Z_{k}$ such that $\left\|u_{k}\right\|=1$ and $\left\|u_{k}\right\|_{L^{p}}>\frac{1}{2} l_{p}(k)$. For any $v \in X^{\alpha}$, let $v=\sum_{i=1}^{\infty} v_{i} e_{i}$. By the Cauchy-Schwartz inequality, one has

$$
\begin{align*}
\left|<u_{k}, v>\right| & \left.=\left|<u_{k}, \sum_{i=1}^{\infty} v_{i} e_{i}\right\rangle|=|<u_{k}, \sum_{i=k+1}^{\infty} v_{i} e_{i}\right\rangle \mid \\
& \leq\left\|u_{k}\right\|\left\|\sum_{i=k+1}^{\infty} v_{i} e_{i}\right\| \leq \sum_{i=k+1}^{\infty}\left|v_{i}\right|\left\|e_{i}\right\| \longrightarrow 0 \text { as } k \longrightarrow \infty \tag{3.16}
\end{align*}
$$

which implies that $u_{k} \rightharpoonup 0$. Without loss of generality, Lemma 2.3 implies that $u_{k} \longrightarrow 0$ in $L^{2}(\mathbb{R})$. Thus we have proved that $\bar{l}_{p}=0$. The proof of Lemma 3.3 is completed.

By (3.15), we can choose an integer $m \geq 1$ such that

$$
\begin{equation*}
\|u\|_{L^{2}} \leq \frac{1}{2 a_{0}}\|u\|, \forall u \in Z_{m} . \tag{3.17}
\end{equation*}
$$

In the following, we will apply Lemma 3.1 with $Y=Y_{m}$ and $Z=Z_{m}$.

Lemma 3.4. Under assumptions $\left(L_{0}\right),\left(L_{2}\right)$ and $\left(W_{1}\right)$, there exist constants $\rho, \alpha>0$ such that $\Phi_{\mid \partial B_{\rho} \cap Z} \geq \alpha$.

Proof. If $\|u\|=\frac{R_{0}}{\eta_{\infty}}$, then by (2.3), we have $\|u\|_{L^{\infty}} \leq R_{0}$. Hence, it follows from $\left(W_{1}\right)$ that

$$
\begin{equation*}
W(t, u(t)) \leq \frac{a_{0}}{2}|u(t)|^{2}, \forall u \in X^{\alpha},\|u\|=\frac{R_{0}}{\eta_{\infty}} . \tag{3.18}
\end{equation*}
$$

Combining (3.16) with (3.17) yields for all $u \in Z$ with $\|u\|=\frac{R_{0}}{\eta_{\infty}}=\rho$

$$
\begin{align*}
\Phi(u)=\frac{1}{2}\|u\|^{2}-\int_{\mathbb{R}} W(t, u) d t & \geq \frac{1}{2}\|u\|^{2}-\frac{a_{0}}{2} \int_{\mathbb{R}}|u|^{2} d t \geq \frac{1}{2}\|u\|^{2}-\frac{a_{0}}{2}\|u\|_{L^{2}}^{2} \\
& \geq \frac{1}{4}\|u\|^{2}=\frac{1}{4}\left(\frac{R_{0}}{\eta_{\infty}}\right)^{2}=\alpha . \tag{3.19}
\end{align*}
$$

The proof of Lemma 3.4 is completed.

Proof of Theorem 1.1 By assumptions $\left(W_{1}\right)$ and $\left(W_{3}\right)$, it is clear that

$$
\begin{equation*}
\Phi(0)=0 \text { and } \Phi(-u)=\Phi(u), \forall u \in X^{\alpha} . \tag{3.20}
\end{equation*}
$$

Thus the condition (a) of Lemma 3.1 is satisfied. Lemmas 3.2, 3.4 imply that conditions (b) and (c) of Lemma 3.1 are satisfied. It remains to prove that $\Phi$ satisfies the $(C)_{c}$-condition.

Lemma 3.5. Assume that $\left(L_{0}\right),\left(L_{2}\right),\left(W_{1}\right),\left(W_{2}\right)$ and $\left(W_{4}\right)$ are satisfied. Then $\Phi$ verifies the $(C)_{c}$-condition for all $c \in \mathbb{R}$.
Proof. Let $\left(u_{n}\right)$ be a $(C)_{c}$ sequence, that is

$$
\begin{equation*}
\Phi\left(u_{n}\right) \longrightarrow c \text { and }\left\|\Phi^{\prime}\left(u_{n}\right)\right\|\left(1+\left\|u_{n}\right\|\right) \longrightarrow 0 \text { as } n \longrightarrow \infty . \tag{3.21}
\end{equation*}
$$

Firstly, we prove that $\left(u_{n}\right)$ is bounded in $X^{\alpha}$. Arguing by contradiction, suppose that $\left\|u_{n}\right\| \longrightarrow \infty$ as $n \longrightarrow \infty$. Let $v_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}$. Then $\left\|v_{n}\right\|=1$. Observe that for $n$ large enough

$$
\begin{equation*}
c+1 \geq \Phi\left(u_{n}\right)-\frac{1}{2} \Phi^{\prime}\left(u_{n}\right) u_{n}=\int_{\mathbb{R}} \widehat{W}\left(t, u_{n}\right) d t . \tag{3.22}
\end{equation*}
$$

It follows from (3.21) that

$$
\begin{equation*}
\frac{1}{2} \leq \lim \sup _{n \longrightarrow \infty} \int_{\mathbb{R}} \frac{\left|W\left(t, u_{n}\right)\right|}{\left\|u_{n}\right\|^{2}} d t . \tag{3.2.2}
\end{equation*}
$$

Passing to a subsequence if necessary, we may assume that $v_{n} \rightharpoonup v$ in $X^{\alpha}$. Then by Lemma 2.3, without loss of generality, we have $v_{n} \longrightarrow v$ in $L^{2}(\mathbb{R})$ and $v_{n} \longrightarrow v$ a.e. on $\mathbb{R}$.
If $v=0$, then $v_{n} \longrightarrow 0$ in $L^{2}(\mathbb{R})$ and $v_{n} \longrightarrow 0$ a.e. on $\mathbb{R}$. Hence, it follows from $\left(W_{1}\right)$ that

$$
\begin{equation*}
\int_{\Omega_{n}\left(0, R_{0}\right)} \frac{\left|W\left(t, u_{n}\right)\right|}{\left\|u_{n}\right\|^{2}} d t=\int_{\Omega_{n}\left(0, R_{0}\right)} \frac{\left|W\left(t, u_{n}\right)\right|}{\left|u_{n}\right|^{2}}\left|v_{n}\right|^{2} d t \leq \frac{a_{0}}{2} \int_{\Omega_{n}\left(0, R_{0}\right)}\left|v_{n}\right|^{2} d t \leq \frac{a_{0}}{2}\left\|v_{n}\right\|_{L^{2}}^{2} \longrightarrow 0 \text { as } n \longrightarrow \infty \tag{3.24}
\end{equation*}
$$

From ( $W_{4}$ ) and (3.22), one has

$$
\begin{align*}
\int_{\Omega_{n}\left(R_{0}, \infty\right)} \frac{\left|W\left(t, u_{n}\right)\right|}{\left\|u_{n}\right\|^{2}} d t & =\int_{\Omega_{n}\left(R_{0}, \infty\right)} \frac{\left|W\left(t, u_{n}\right)\right|}{\left|u_{n}\right|^{2}}\left|v_{n}\right|^{2} d t \\
& \leq \frac{c_{0}\left\|v_{n}\right\|_{L^{\infty}}^{2-v}}{\left\|u_{n}\right\|^{v}} \int_{\Omega_{n}\left(R_{0}, \infty\right)} \widehat{W}\left(t, u_{n}\right) d t \\
& \leq \frac{c_{0}\left\|v_{n}\right\|_{L^{\infty}}^{2-v}}{\left\|u_{n}\right\|^{v}}\left[1+c-\int_{\Omega_{n}\left(0, R_{0}\right)} \widehat{W}\left(t, u_{n}\right) d t\right] \\
& \leq \frac{c_{0} \eta_{\infty}^{2-v}}{\left\|u_{n}\right\|^{v}}\left[1+c-\int_{\Omega_{n}\left(0, R_{0}\right)} g(t) d t\right] \\
& \leq \frac{c_{0} \eta_{\infty}^{2-v}}{\left\|u_{n}\right\|^{v}}\left[1+c+\int_{\mathbb{R}}|g(t)| d t\right] \longrightarrow 0 \text { as } n \longrightarrow \infty . \tag{3.25}
\end{align*}
$$

Combining (3.22) with (3.23) yields

$$
\int_{\mathbb{R}} \frac{\left|W\left(t, u_{n}\right)\right|}{\left\|u_{n}\right\|^{2}} d t=\int_{\Omega_{n}\left(0, R_{0}\right)} \frac{\left|W\left(t, u_{n}\right)\right|}{\left\|u_{n}\right\|^{2}} d t+\int_{\Omega_{n}\left(R_{0}, \infty\right)} \frac{\left|W\left(t, u_{n}\right)\right|}{\left\|u_{n}\right\|^{2}} d t \longrightarrow 0 \text { as } n \longrightarrow \infty
$$

which contradicts (3.21).
If $v \neq 0$. By a similar fashion as for (3.14), we can get a contradiction. Therefore, $\left(u_{n}\right)$ is bounded in $X^{\alpha}$.
Next, we prove that $\left(u_{n}\right)$ possesses a convergent subsequence. Without loss of generality, we can assume by Remark 2.4 that $u_{n} \longrightarrow u$ in
$L^{2}(\mathbb{R})$. Using Hölder's inequality, $\left(W_{1}\right)$ and the fact that $\nabla W$ is bounde'd in $\mathbb{R} \times B_{r}(0)$ for all $r>0$, we can show that

$$
\begin{equation*}
\int_{\mathbb{R}}\left[\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right] \cdot\left(u_{n}-u\right) d t \longrightarrow 0 \text { as } n \longrightarrow \infty . \tag{3.26}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
\left\|u_{n}-u\right\|^{2}=\left(\Phi^{\prime}\left(u_{n}\right)-\Phi^{\prime}(u)\right)\left(u_{n}-u\right)+\int_{\mathbb{R}}\left[\nabla W\left(t, u_{n}\right)-\nabla W(t, u)\right] \cdot\left(u_{n}-u\right) d t . \tag{3.27}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
\left(\Phi^{\prime}\left(u_{n}\right)-\Phi^{\prime}(u)\right)\left(u_{n}-u\right) \longrightarrow 0 \text { as } n \longrightarrow \infty . \tag{3.28}
\end{equation*}
$$

Combining (3.24) - (3.26), we get $\left\|u_{n}-u\right\| \longrightarrow 0$ as $n \longrightarrow \infty$. The proof of Lemma 3.5 is completed.

Consequently, Lemma 2.3 together with Remark 2.2 imply that $\Phi$ possesses an unbounded sequence of critical points. Therefore ( $\mathscr{F} \mathscr{H} \mathscr{S}$ ) possesses infinitely many solutions. The proof of Theorem 1.1 is completed.

## Proof of Theorem 1.2

Lemma 3.6. Under assumptions $\left(L_{0}\right),\left(L_{2}\right),\left(W_{1}\right)-\left(W_{3}\right)$ and $\left(W_{5}\right), \Phi$ satisfies the $(C)_{c}$-condition for all $c \in \mathbb{R}$.
Proof. Let $c \in \mathbb{R}$ and $\left(u_{n}\right) \subset X^{\alpha}$ satisfying (3.19). First, we prove that $\left(u_{n}\right)$ is bounded in $X^{\alpha}$. Arguing by contradiction, suppose that $\left\|u_{n}\right\| \longrightarrow \infty$ as $n \longrightarrow \infty$. Let $v_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}$. Then $\left\|v_{n}\right\|=1$ and $\left\|v_{n}\right\| \leq \eta_{p}\left\|v_{n}\right\|_{L^{p}}$ for $2 \leq p \leq \infty$. By ( $W_{5}$ ), one has for $n$ large enough

$$
\begin{aligned}
c+1 \geq \Phi\left(u_{n}\right)-\frac{1}{\mu} \Phi^{\prime}\left(u_{n}\right) u_{n} & =\frac{\mu-2}{2 \mu}\left\|u_{n}\right\|^{2}+\int_{\mathbb{R}}\left[\frac{1}{\mu} \nabla W\left(t, u_{n}\right) \cdot u_{n}-W\left(t, u_{n}\right)\right] d t \\
& \geq \frac{\mu-2}{2 \mu}\left\|u_{n}\right\|^{2}-\frac{\rho_{0}}{\mu}\left\|u_{n}\right\|_{L^{2}}^{2}
\end{aligned}
$$

which implies

$$
\begin{equation*}
\frac{\mu-2}{2 \rho_{0}} \leq \lim \sup _{n \longrightarrow \infty}\left\|v_{n}\right\|_{L^{2}}^{2} \tag{3.29}
\end{equation*}
$$

Taking a subsequence if necessary, we may assume that $v_{n} \longrightarrow v$ in $L^{2}(\mathbb{R})$ and $v_{n} \longrightarrow v$ a.e. on $\mathbb{R}$. Hence, it follows from (3.27) that $v \neq 0$. By a similar fashion as for (3.14), we can get a contradiction. Therefore $\left(u_{n}\right)$ is bounded in $X^{\alpha}$. The rest of the proof is the same as that in Lemma 3.5 and the proof of Lemma 3.6 is completed.

We conclude as in the proof of Theorem 1.1 that $\Phi$ possesses an unbounded sequence of critical points and the proof of Theorem 1.2 is completed.

## 4. Conclusion

Using the variational methods and critical point theory, we proved that the fractional Hamiltonian system ( $\mathscr{F} \mathscr{H} \mathscr{S}$ ) possesses infinitely many nontrivial solutions, where $L$ is neither uniformly positive definite nor coercive and $W$ does not satisfy the classical superquadratic growth conditions like the well-known Ambrosetti-Rabinowitz superquadratic condition. Recent results in the literature are generalized and significantly improved.
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#### Abstract

A $Z_{2}$ - graded analogue of bracket-generating distribution is given. Let $\mathscr{D}$ be a distribution of rank $(p, q)$ on an ( $m, n$ )-dimensional graded manifold $\mathscr{M}$, we attach to $\mathscr{D}$ a linear map $F$ on $\mathscr{D}$ defined by the Lie bracket of graded vector fields of the sections of $\mathscr{D}$. Then $\mathscr{D}$ is a bracket-generating distribution of step 2, if and only if $F$ is of constant $\operatorname{rank}(m-p, n-q)$ on $\mathscr{M}$.


## 1. Introduction

A smooth distribution $D \subset T M$ is said to be bracket-generating if all iterated brackets among its sections generate the whole tangent space to the manifold $M,[1,8] . D$ is a bracket-generating distribution of step 2 if $D^{2}=T M$, where $D^{2}=D+[D, D]$. Bejancu showed that a distribution of rank $k<m=\operatorname{dim} M$ is a bracket-generating distribution of step 2 , if and only if, the curvature of $D$ is of constant rank $m-k$ on $M$, [1].
In this paper, a $Z_{2}$-graded analogue of bracket-generating distribution of step 2 is given. Some differences arise in the graded case due to the presence of odd generators. Given a distribution $\mathscr{D}$ of $\operatorname{rank}(p, q)$ on an $(m, n)$-dimensional graded manifold $\mathscr{M}$, we attach to $\mathscr{D}$ a linear map $F$ on $\mathscr{D}$ defined by the Lie bracket of graded vector fields of the sections of $\mathscr{D}$. Then $\mathscr{D}$ is a bracket-generating distribution of step 2 , if and only if $F$ is of constant rank $(m-p, n-q)$ on $\mathscr{M}$. In particular, if $\operatorname{rank} \mathscr{D}(z)=(m-1, n)$, then for the linear map $F=F_{0}+F_{1}$ associated to $\mathscr{D}, F_{0} \neq 0$ and if $\operatorname{rank} \mathscr{D}(z)=(m, n-1)$, then $F_{1} \neq 0$ on $\mathscr{M}$.

## 2. Preliminaries

Let $M$ be a topological space and let $\mathscr{O}_{M}$ be a sheaf of super $\mathbb{R}$-algebras with unity. A graded manifold of dimension $(m, n)$ is a ringed space $\mathscr{M}=\left(M, \mathscr{O}_{M}\right)$ which is locally isomorphic to $\mathbb{R}^{m \mid n}$, (see [6]).
Let $\mathscr{M}$ and $\mathscr{N}$ be graded manifolds. Let $\phi: M \mapsto N$ be a continuous map such that $\phi^{*}: \mathscr{O}_{N} \longrightarrow \mathscr{O}_{M}$ takes $\mathscr{O}_{N}(V)$ into $\mathscr{O}_{M}\left(\phi^{-1}(V)\right)$ for each open set $V \subset N$, then we say that $\Phi=\left(\phi, \phi^{*}\right): \mathscr{M} \longrightarrow \mathscr{N}$ is a morphism between $\mathscr{M}$ and $\mathscr{N}$.
Let $A$ be a super $\mathbb{R}$-algebra, $\varphi \in E n d_{\mathbb{R}} A$ is called a derivation of $A$, if for all $a, b \in A$,

$$
\begin{equation*}
\varphi(a b)=\varphi(a) \cdot b+(-1)^{|\varphi||a|} a \cdot \varphi(b) \tag{2.1}
\end{equation*}
$$

where for a homogeneous element $x$ of some graded object, $|x| \in\{0,1\}$ denotes the parity of $x$ (see [6]).
A vector field on $\mathscr{M}$ is a derivation of the sheaf $\mathscr{O}_{M}$. Let $U \subset M$ be an open subset, the $\mathscr{O}_{M}(U)$-super module of derivations of $\mathscr{O}_{M}(U)$ is defined by

$$
T \mathscr{M}(U):=\operatorname{Der}\left(\mathscr{O}_{M}(U)\right)
$$

The $\mathscr{O}_{M}$-module $T \mathscr{M}$ is locally free of dimension $(m, n)$ and is called the tangent sheaf of $\mathscr{M}$. A vector field is a section of $T \mathscr{M}$. If $\Omega^{1}(\mathscr{M}):=T^{*} \mathscr{M}$ be the dual of the tangent sheaf of a graded manifold $\mathscr{M}$, then it is the sheaf of super $\mathscr{O}_{M}$-modules and

$$
\begin{equation*}
\Omega^{1}(\mathscr{M}):=\operatorname{Hom}\left(T \mathscr{M}, \mathscr{O}_{M}\right) \tag{2.2}
\end{equation*}
$$

It is called the cotangent sheaf of a graded manifold $\mathscr{M}$, and the sections of $\Omega^{1}(\mathscr{M})$ are called super differential 1-forms [2, 6].
Let $\mathscr{M}=\left(M, \mathscr{O}_{M}\right)$ be an $(m, n)$-dimensional graded manifold and $\mathscr{D}$ be a distribution of rank $(p, q)(p<m, q<n)$ on $\mathscr{M}$. Then for each point $x \in M$ there is an open subset $U$ over which any set of generators $\left\{D_{i}, D \mu \mid 1 \leq i \leq p, 1 \leq \mu \leq q\right\}$ of the module $\mathscr{D}(U)$ can be enlarged to a set
of free generators of $\operatorname{Der} \mathscr{O}_{M},[3]$.
We attach to $\mathscr{D}$ a sequence of distributions defined by,

$$
\mathscr{D} \subset \mathscr{D}^{2} \subset \ldots \subset \mathscr{D}^{r} \subset \ldots \subset \operatorname{Der} \mathscr{O}_{M}
$$

with

$$
\mathscr{D}^{2}=\mathscr{D}+[\mathscr{D}, \mathscr{D}], \ldots, \mathscr{D}^{r+1}=\mathscr{D}^{r}+\left[\mathscr{D}, \mathscr{D}^{r}\right],
$$

where

$$
\left[\mathscr{D}, \mathscr{D}^{r}\right]=\operatorname{span}\left\{[X, Y]: X \in \mathscr{D}, Y \in \mathscr{D}^{r}\right\} .
$$

As in the classical case, we say that $\mathscr{D}$ is a bracket-generating distribution, if there exists an $r \geq 2$ such that $\mathscr{D}^{r}=\operatorname{Der} \mathscr{O}_{M}$. In this case $r$ is called the step of the distribution $\mathscr{D}$.
Suppose that $X, Y \in \mathscr{D}$ and consider the linear map on $\mathscr{D}$ as follows:

$$
\begin{equation*}
F(X, Y)=-(-1)^{|X||Y|}[X, Y] \bmod \mathscr{D} . \tag{2.3}
\end{equation*}
$$

With respect to the above local basis $\left\{D_{i}, C_{a}, D_{\mu}, C_{\alpha}\right\}$ of $\operatorname{Der}_{M}$, if

$$
\begin{aligned}
& {\left[D_{i}, D_{j}\right]=D_{i j}^{k} D_{k}+D_{i j}^{d} C_{d}+\tilde{D}_{i j}^{v} D_{v}+\tilde{D}_{i j}^{\gamma} C_{\gamma},} \\
& {\left[D_{i}, D_{\xi}\right]=D_{i \xi}^{k} D_{k}+D_{i \xi}^{d} C_{d}+\tilde{D}_{i \xi}^{v} D_{v}+\tilde{D}_{i \xi}^{\gamma} C_{\gamma},} \\
& {\left[D_{\mu}, D_{j}\right]=D_{\mu j}^{k} D_{k}+D_{\mu j}^{d} C_{d}+\tilde{D}_{\mu j}^{v} D_{v}+\tilde{D}_{\mu j}^{\gamma} C_{\gamma},} \\
& {\left[D_{\mu}, D_{\xi}\right]=D_{\mu \xi}^{k} D_{k}+D_{\mu \xi}^{d} C_{d}+\tilde{D}_{\mu \xi}^{v} D_{v}+\tilde{D}_{\mu \xi}^{\gamma} C_{\gamma},}
\end{aligned}
$$

then, by using (2.3), we conclude that

$$
\begin{align*}
& F\left(D_{j}, D_{i}\right)=D_{i j}^{d} C_{d}+\tilde{D}_{i j}^{\gamma} C_{\gamma} \bmod \mathscr{D}, \\
& F\left(D_{\xi}, D_{i}\right)=D_{i \xi}^{d} C_{d}+\tilde{D}_{i \xi}^{\gamma} C_{\gamma} \bmod \mathscr{D}, \\
& F\left(D_{j}, D_{\mu}\right)=D_{\mu j}^{d} C_{d}+\tilde{D}_{\mu j}^{\gamma} C_{\gamma} \bmod \mathscr{D},  \tag{2.4}\\
& F\left(D_{\xi}, D_{\mu}\right)=D_{\mu \xi}^{d} C_{d}+\tilde{D}_{\mu \xi}^{\gamma} C_{\gamma} \bmod \mathscr{D} .
\end{align*}
$$

Each component $D_{b c}^{a}$ of $F$ is a superfunction on $U$.
Let $\bar{U}$ be an open subset of $M$ such that $U \cap \bar{U} \neq \emptyset$. If we change the basis of $\operatorname{Der} \mathscr{O}_{M}(U \cap \bar{U})$ to $\left\{\bar{D}_{i}, \bar{C}_{a}, \bar{D}_{\mu}, \bar{C}_{\alpha}\right\}$ then we have

$$
\begin{aligned}
& \bar{D}_{j}=f_{j}^{i} D_{i}+f_{j}^{\mu} D_{\mu} \\
& \bar{D}_{v}=f_{v}^{i} D_{i}+f_{v}^{\mu} D_{\mu} \\
& \bar{C}_{b}=f_{b}^{i} D_{i}+g_{b}^{a} C_{a}+f_{b}^{\mu} D_{\mu}+g_{b}^{\alpha} C_{\alpha}, \\
& \bar{C}_{\beta}=f_{\beta}^{i} D_{i}+g_{\beta}^{a} C_{a}+f_{\beta}^{\mu} D_{\mu}+g_{\beta}^{\alpha} C_{\alpha},
\end{aligned}
$$

where

$$
\left[\begin{array}{cc}
f_{j}^{i} & f_{j}^{\mu} \\
f_{v}^{i} & f_{v}^{\mu}
\end{array}\right] \text { and }\left[\begin{array}{cc}
g_{b}^{a} & g_{b}^{\alpha} \\
g_{\beta}^{a} & g_{\beta}^{\alpha}
\end{array}\right],
$$

are nonsingular supermatrices of smooth functions on $U \cap \bar{U}$. Both of these matrices are even. With respect to the basis $\left\{\bar{D}_{j}, \bar{C}_{b}, \bar{D}_{v}, \bar{C}_{\beta}\right\}$ on $\bar{U}$, if $\left\{\bar{D}_{k h}^{b}, \bar{D}_{k h}^{\beta}, \ldots, \bar{D}_{\xi \rho}^{\beta}\right\}$ are the local components of $F$, then we have

$$
\left[\begin{array}{cc}
\bar{D}_{k h}^{b} & \bar{D}_{k h}^{\beta}  \tag{2.5}\\
\bar{D}_{\xi h}^{b} & \bar{D}_{\xi h}^{\beta} \\
\bar{D}_{k \rho}^{b} & \bar{D}_{k \rho}^{\beta} \\
\bar{D}_{\xi \rho}^{b} & \bar{D}_{\xi \rho}^{\beta}
\end{array}\right]\left[\begin{array}{ll}
g_{b}^{a} & g_{b}^{\alpha} \\
g_{\beta}^{a} & g_{\beta}^{\alpha}
\end{array}\right]=\left[\begin{array}{cccc}
f_{h}^{j} & 0 & f_{h}^{\mu} & 0 \\
0 & f_{\rho}^{\mu} & 0 & f_{\rho}^{j} \\
f_{\rho}^{j} & 0 & f_{\rho}^{\mu} & 0 \\
0 & f_{h}^{\mu} & 0 & f_{h}^{j}
\end{array}\right]\left[\begin{array}{cccc}
f_{k}^{i} & 0 & f_{k}^{v} & 0 \\
0 & f_{\xi}^{v} & 0 & -f_{\xi}^{i} \\
0 & -f_{k}^{v} & 0 & f_{k}^{i} \\
f_{\xi}^{i} & 0 & f_{\xi}^{v} & 0
\end{array}\right]\left[\begin{array}{cc}
D_{i j}^{a} & D_{i j}^{\alpha} \\
D_{v \mu}^{a} & D_{v \mu}^{\alpha} \\
D_{v j}^{a} & D_{v j}^{\alpha} \\
D_{i \mu}^{a} & D_{i \mu}^{\alpha}
\end{array}\right]
$$

Since $\left[\begin{array}{cc}f_{j}^{i} & f_{j}^{\mu} \\ f_{v}^{i} & f_{v}^{\mu}\end{array}\right]$ is invertible at $x \in U \cap \bar{U}$, we see that $\left[\begin{array}{cc}f_{j}^{i} & 0 \\ 0 & f_{v}^{\mu}\end{array}\right]$ is invertible and from (2.5) we conclude that if

$$
D(x)=\left[\begin{array}{ccccccccc}
D_{12}^{p+q+1} & D_{13}^{p+q+1} & \ldots & D_{1 p+q}^{p+q+1} & D_{23}^{p+q+1} & \ldots & D_{2 p+q}^{p+q+1} & \ldots & D_{p+q-1 p+q}^{p+q+1} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots & & \vdots \\
D_{12}^{m+n} & D_{13}^{m+n} & \ldots & D_{1 p+q}^{m+n} & D_{23}^{m+n} & \ldots & D_{2 p+q}^{m+n} & \ldots & D_{p+q-1 p+q}^{m+n}
\end{array}\right](x)
$$

then rank $D(x)=\operatorname{rank} \bar{D}(x)$.
Now we can define the rank of $F$, which is related to its coefficients matrix. Before doing this, in view of (2.4), we note that the submatrices

$$
\left[\begin{array}{ll}
D_{i j}^{a}(x) & D_{\mu v}^{a}(x) \\
\tilde{D}_{i j}^{\alpha}(x) & \tilde{D}_{\mu v}^{\alpha}(x)
\end{array}\right] \text { and }\left[\begin{array}{ll}
D_{i \mu}^{a}(x) & D_{\mu i}^{a}(x) \\
\tilde{D}_{i \mu}^{\alpha}(x) & \tilde{D}_{\mu i}^{\alpha}(x)
\end{array}\right]
$$

are even and odd respectively. The rank of the first submatrix can be defined but for the second submatrix, since $D_{\mu i}^{a}(x)$ and $\tilde{D}_{i \mu}^{\alpha}(x)$ are even, we consider the matrix $\left[\begin{array}{ll}D_{\mu i}^{a}(x) & D_{i \mu}^{a}(x) \\ \tilde{D}_{\mu i}^{\alpha}(x) & \tilde{D}_{i \mu}^{\alpha}(x)\end{array}\right]$ to define its rank. Now set

$$
r:=\operatorname{rank}\left[\begin{array}{ll}
D_{i j}^{a}(x) & D_{\mu \nu}^{a}(x) \\
\tilde{D}_{i j}^{\alpha}(x) & \tilde{D}_{\mu \nu}^{\alpha}(x)
\end{array}\right] \text { and } \quad s:=\operatorname{rank}\left[\begin{array}{ll}
D_{\mu i}^{a}(x) & D_{i \mu}^{a}(x) \\
\tilde{D}_{\mu i}^{\alpha}(x) & \tilde{D}_{i \mu}^{\alpha}(x)
\end{array}\right],
$$

where $i, j=1, \ldots, p, a=p+1, . ., m$ and $\mu, v=1, \ldots, q, \alpha=q+1, \ldots, n$. Thus we define

$$
\operatorname{rank} F(x)=(r, s) .
$$

If $\left(q_{\bar{a}}, \xi_{\bar{\mu}}\right)$ are local supercoordinates on a coordinate neighborhood $U$ of $x \in M,(\bar{a}=1, \ldots, m, \bar{\mu}=1, \ldots, n)$, then $\mathscr{D}$ is locally given by the graded 1-forms

$$
\begin{array}{ll}
\phi_{\bar{b}}=\phi_{\bar{b}}^{\bar{a}} d q_{\bar{a}}+\tilde{\phi}_{\overline{\overline{ }}}^{\bar{\mu}} d \xi_{\bar{\mu}}=0, \quad \bar{b}=1, \ldots, p \\
\phi_{\bar{\alpha}}=\phi_{\bar{\alpha}}^{\bar{\alpha}} d q_{\bar{a}}+\tilde{\phi}_{\bar{\alpha}}^{\bar{\mu}} d \xi_{\bar{\mu}}=0, \quad \bar{\alpha}=1, \ldots, q .
\end{array}
$$

Since $\mathscr{D}$ is a distribution of rank $(p, q)$, we may assume that the submatrices $\left(\phi_{\bar{b}}^{\bar{\alpha}}\right), 1 \leq \bar{a}, \bar{b} \leq p$, and $\left(\tilde{\phi}_{\bar{\alpha}}^{\bar{\mu}}\right), 1 \leq \bar{\alpha}, \bar{\mu} \leq q$ are invertible. Let the matrix $\psi=\left(\psi_{\bullet}^{\bullet}\right)$ denotes the inverse of the matrix $\left(\begin{array}{cc}\phi_{\overline{\bar{a}}}^{\bar{a}} & \tilde{\phi}_{\overline{\bar{\mu}}}^{\bar{\mu}} \\ \phi_{\bar{\alpha}}^{\bar{\alpha}} & \tilde{\phi}_{\bar{\alpha}}^{\mu}\end{array}\right), 1 \leq \bar{a}, \bar{b} \leq p, 1 \leq \bar{\alpha}, \bar{\mu} \leq q$ and suppose

$$
\bar{\phi}_{\bar{a}}=\psi_{\bar{a}}^{\bar{b}} \phi_{\bar{b}}+\tilde{\phi}_{\bar{a}}^{\bar{\mu}} \phi_{\bar{\mu}}, \quad \bar{\phi}_{\bar{\alpha}}=\phi_{\bar{\alpha}}^{\bar{b}} \phi_{\bar{b}}+\tilde{\phi}_{\bar{\alpha}}^{\bar{\mu}} \phi_{\bar{\mu}} .
$$

Therefore, the new notation

$$
\begin{aligned}
& y_{a}=q_{a}, x_{i}=q_{i}, i=1, \ldots, p, \quad a=p+1, \ldots, m \\
& \zeta_{\alpha}=\xi_{\alpha}, \eta_{\mu}=\xi_{\mu}, \mu=1, \ldots, q, \quad \alpha=q+1, \ldots, n,
\end{aligned}
$$

for the coordinates, may be performed to bring the local basis of $\Omega^{1}(\mathscr{M})$ into the form $\left\{d x_{i}, d \eta_{\mu}, d y_{a}+r_{i}^{a} d x_{i}+r_{\mu}^{a} d \eta_{\mu}, d \zeta_{\alpha}+r_{i}^{\alpha} d x_{i}+\right.$ $\left.r_{\mu}^{\alpha} d \eta_{\mu}\right\}$. It is easy to check that

$$
\begin{align*}
& \frac{\delta}{\delta x_{i}}:=\frac{\partial}{\partial x_{i}}-r_{i}^{a} \frac{\partial}{\partial y_{a}}-r_{i}^{\alpha} \frac{\partial}{\partial \zeta_{\alpha}}, i=1, \ldots, p, \\
& \frac{\delta}{\delta \eta_{\mu}}:=\frac{\partial}{\partial \eta_{\mu}}+r_{\mu}^{a} \frac{\partial}{\partial y_{a}}-r_{\mu}^{\alpha} \frac{\partial}{\partial \zeta_{\alpha}}, \mu=1, \ldots, q, \tag{2.6}
\end{align*}
$$

are (respectively even and odd) generators of $\mathscr{D}$ on $U$ and $\left\{\delta / \delta x_{i}, \delta / \delta \eta_{\mu}, \partial / \partial y_{a}, \partial / \partial \zeta_{\alpha}\right\}$ is a local basis for $\operatorname{Der}\left(\mathscr{O}_{M}(U)\right)$, (see also [4, 5]). With respect to this basis, if we put

$$
\begin{align*}
& F\left(\frac{\delta}{\delta x_{j}}, \frac{\delta}{\delta x_{i}}\right)=F_{i}{ }^{a} \frac{\partial}{\partial y_{a}}+\tilde{F}_{i}{ }_{j}^{\alpha} \frac{\partial}{\partial \zeta_{\alpha}} \bmod \mathscr{D}, \\
& F\left(\frac{\delta}{\delta x_{j}}, \frac{\delta}{\delta \eta_{v}}\right)=F_{v}{ }^{a}{ }_{j} \frac{\partial}{\partial y_{a}}+\tilde{F}_{v}{ }_{j}^{\alpha} \frac{\partial}{\partial \zeta_{\alpha}} \bmod \mathscr{D}, \\
& F\left(\frac{\delta}{\delta \eta_{\mu}}, \frac{\delta}{\delta x_{i}}\right)=F_{i}{ }^{a} \frac{\partial}{\partial y_{a}}+\tilde{F}_{i}{ }_{\mu}^{\alpha} \frac{\partial}{\partial \zeta_{\alpha}} \bmod \mathscr{D}, \\
& F\left(\frac{\delta}{\delta \eta_{\mu}}, \frac{\delta}{\delta \eta_{v}}\right)=F_{v}{ }^{a}{ }_{\mu} \frac{\partial}{\partial y_{a}}+\tilde{F}_{v}{ }_{\mu}^{\alpha} \frac{\partial}{\partial \zeta_{\alpha}} \bmod \mathscr{D}, \tag{2.7}
\end{align*}
$$

then by using (2.3) and (2.6), we deduce that

$$
\begin{align*}
& F_{i}{ }^{a} \frac{\partial}{\partial y_{a}}+\tilde{F}_{i}{ }_{j}{ }^{\frac{\partial}{\partial \zeta_{\alpha}}=\left[\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta x_{j}}\right]=\left(\frac{\delta r_{i}^{a}}{\delta x_{j}}-\frac{\delta r_{j}^{a}}{\delta x_{i}}\right) \frac{\partial}{\partial y_{a}}+\left(\frac{\delta r_{i}^{\alpha}}{\delta x_{j}}-\frac{\delta r_{j}^{\alpha}}{\delta x_{i}}\right) \frac{\partial}{\partial \zeta_{\alpha}} \bmod \mathscr{D},} \\
& F_{v}{ }^{a}{ }_{j} \frac{\partial}{\partial y_{a}}+\tilde{F}_{v}{ }^{\alpha}{ }_{j} \frac{\partial}{\partial \zeta_{\alpha}}=\left[\frac{\delta}{\delta \eta_{v}}, \frac{\delta}{\delta x_{j}}\right]=\left(-\frac{\delta r_{v}^{a}}{\delta x_{j}}-\frac{\delta r_{j}^{a}}{\delta \eta_{v}}\right) \frac{\partial}{\partial y_{a}}+\left(\frac{\delta r_{v}^{\alpha}}{\delta x_{j}}-\frac{\delta r_{j}^{\alpha}}{\delta \eta_{v}}\right) \frac{\partial}{\partial \zeta_{\alpha}} \bmod \mathscr{D}, \\
& F_{i}{ }^{a} \frac{\partial}{\partial y_{a}}+\tilde{F}_{i}{ }_{\mu}^{\alpha} \frac{\partial}{\partial \zeta_{\alpha}}=\left[\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta \eta_{\mu}}\right]=\left(\frac{\delta r_{i}^{a}}{\delta \eta_{\mu}}+\frac{\delta r_{\mu}^{a}}{\delta x_{i}}\right) \frac{\partial}{\partial y_{a}}+\left(\frac{\delta r_{i}^{\alpha}}{\delta \eta_{\mu}}-\frac{\delta r_{\mu}^{\alpha}}{\delta x_{i}}\right) \frac{\partial}{\partial \zeta_{\alpha}} \bmod \mathscr{D},  \tag{2.8}\\
& F_{v}{ }^{a}{ }_{\mu} \frac{\partial}{\partial y_{a}}+\tilde{F}_{v}{ }^{\alpha} \frac{\partial}{\partial \zeta_{\alpha}}=\left[\frac{\delta}{\delta \eta_{v}}, \frac{\delta}{\delta \eta_{\mu}}\right]=\left(\frac{\delta r_{v}^{a}}{\delta \eta_{\mu}}+\frac{\delta r_{\mu}^{a}}{\delta \eta_{v}}\right) \frac{\partial}{\partial y_{a}}+\left(-\frac{\delta r_{v}^{\alpha}}{\delta \eta_{\mu}}-\frac{\delta r_{\mu}^{\alpha}}{\delta \eta_{v}}\right) \frac{\partial}{\partial \zeta_{\alpha}} \bmod \mathscr{D} .
\end{align*}
$$

Now let us consider a distribution $\mathscr{D}$ of corank one on $\mathscr{M}$. For each $z \in M$, there are two cases.
Case1. Let $\operatorname{rank} \mathscr{D}(z)=(m-1, n)$. Then there exist a coordinate system $\left(x_{i}, t, \eta_{\mu}\right), i=1, \ldots, m-1, \mu=1, \ldots, n$, defined in a neighborhood $U$ of $z$, such that $\mathscr{D}$ is locally given by

$$
d t+r_{i} d x_{i}+r_{\mu} d \eta_{\mu}=0
$$

Case2. Let $\operatorname{rank} \mathscr{D}(z)=(m, n-1)$. Then there exist a coordinate system $\left(x_{j}, \eta_{v}, \theta\right), j=1, \ldots, m, v=1, \ldots, n-1$ defined in a neighborhood $U$ of $z$, such that $\mathscr{D}$ is locally given by

$$
d \theta+r_{j} d x_{j}+r_{v} d \eta_{v}=0 .
$$

Note that in the first case, (2.8) becomes

$$
\begin{align*}
& F_{i j} \frac{\partial}{\partial t}=\left[\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta x_{j}}\right]=\left(\frac{\delta r_{i}}{\delta x_{j}}-\frac{\delta r_{j}}{\delta x_{i}}\right) \frac{\partial}{\partial t} \bmod \mathscr{D}, \\
& F_{v j} \frac{\partial}{\partial t}=\left[\frac{\delta}{\delta \eta_{v}}, \frac{\delta}{\delta x_{j}}\right]=\left(-\frac{\delta r_{j}}{\delta \eta_{v}}-(-1)^{|t|} \frac{\delta r_{v}}{\delta x_{j}}\right) \frac{\partial}{\partial t} \bmod \mathscr{D}, \\
& F_{i \mu} \frac{\partial}{\partial t}=\left[\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta \eta_{\mu}}\right]=\left(\frac{\delta r_{i}}{\delta \eta_{\mu}}+(-1)^{|t|} \frac{\delta r_{\mu}}{\delta x_{i}}\right) \frac{\partial}{\partial t} \bmod \mathscr{D},  \tag{2.9}\\
& F_{v \mu} \frac{\partial}{\partial t}=\left[\frac{\delta}{\delta \eta_{v}}, \frac{\delta}{\delta \eta_{\mu}}\right]=\left((-1)^{|t|} \frac{\delta r_{v}}{\delta \eta_{\mu}}+(-1)^{|t|} \frac{\delta r_{\mu}}{\delta \eta_{v}}\right) \frac{\partial}{\partial t} \bmod \mathscr{D},
\end{align*}
$$

where $F_{i j}, F_{v j}, F_{i \mu}$ and $F_{v \mu}$ are the local components of $F$ with respect to the local basis $\left\{\delta / \delta x_{i}, \delta / \delta x_{\mu}, \partial / \partial t\right\}$.

## 3. Bracket-generating distribution of step 2

In this section, we want to find the conditions under which a distribution $\mathscr{D}$ is bracket-generating of step 2 . As mentioned in the previous section, we attach to $\mathscr{D}$ a linear map $F$ on $\mathscr{D}$ defined by the Lie bracket of graded vector fields of the sections of $\mathscr{D}$. We will have several types of possibilities for the rank of $F$. Using this, we find conditions to describe the problem.
Theorem 3.1. Let $\mathscr{D}$ be a distribution of $\operatorname{rank}(p, q)(p<m, q<n)$ on an ( $m, n$ )-dimensional graded manifold $\mathscr{M}$ such that

$$
\begin{equation*}
m-p \leq \frac{p(p-1)}{2}+\frac{q(q-1)}{2}, n-q \leq \frac{q(q-1)}{2} \tag{3.1}
\end{equation*}
$$

Then $\mathscr{D}$ is a bracket-generating distribution of step 2, if and only if, the linear map F associated to $\mathscr{D}$ is of constant rank $(m-p, n-q)$ on $\mathscr{M}$.

Proof. Let $x \in M$. Suppose $\mathscr{D}$ is a bracket-generating distribution of step 2 and let $\left\{\delta / \delta x_{i}, \delta / \delta \eta_{\mu}, \partial / \partial y_{a}, \partial / \partial \zeta_{\alpha}\right\}$ be a basis of $\operatorname{Der} \mathscr{O}_{M}(U)$ in a coordinate neighborhood $U$ of $x$. Then $\operatorname{rank}[\mathscr{D}, \mathscr{D}](x)=(m-p, n-q)$. This means that the number of linearly independent graded vector fields of the set $\left\{\left[\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta x_{j}}\right],\left[\frac{\delta}{\delta \eta_{\mu}}, \frac{\delta}{\delta \eta_{v}}\right], 1 \leq i, j \leq p, 1 \leq \mu, v \leq q\right\}$, (respectively $\left.\left\{\left[\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta \eta_{\mu}}\right], 1 \leq i \leq p, 1 \leq \mu \leq q\right\}\right)$ is $m-p$ (respectively $n-q$ ). Therefore the coefficient matrix, the matrix consisting of the coefficients of the Lie brackets of graded vector fields $\left\{\left[\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta x_{j}}\right],\left[\frac{\delta}{\delta \eta_{\mu}}, \frac{\delta}{\delta \eta_{v}}\right]\right\}$ at the point $x$, denoted by

$$
\left[\begin{array}{ll}
D_{i j}^{a}(x) & D_{\mu v}^{a}(x) \\
\tilde{D}_{i j}^{\alpha}(x) & \tilde{D}_{\mu v}^{\alpha}(x)
\end{array}\right], \begin{aligned}
& a=1, \ldots, m-p \\
& \alpha=1, \ldots, n-q
\end{aligned},(\bmod \mathscr{D}),
$$

having the rank $m-p$, is invertible. Similarly, the coefficient matrix

$$
\left[\begin{array}{l}
D_{i \mu}^{a}(x) \\
\tilde{D}_{i \mu}^{\alpha}(x)
\end{array}\right], \stackrel{\substack{a=1, \ldots, m-p \\
\alpha=1, \ldots, n-q}}{ },(\bmod \mathscr{D}),
$$

the matrix consisting of the coefficients of the Lie brackets of graded vector fields $\left\{\left[\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta \eta_{\mu}}\right]\right\}$ at the point $x$, has rank $n-q$, (i.e. $n-q=$ $\operatorname{rank}\binom{\tilde{D}_{i \mu}^{\alpha}(x)}{D_{i \mu}^{\alpha}(x)}$, and this matrix is even). Hence associated with $F$ is the graded vector field, represented by the matrix $\binom{D_{b c}^{a}(x)}{\tilde{D}_{e f}^{\alpha}(x)},(\bmod \mathscr{D})$, relative to the above basis. It is clear that $\operatorname{rank} F(x)=(m-p, n-q)$.

Conversely, suppose that $x \in M$ and $\operatorname{rank} F(x)=(m-p, n-q)$ on $\mathscr{M}$. Let $\left\{\delta / \delta x_{i}, \delta / \delta \eta_{\mu}, \partial / \partial y_{a}, \partial / \partial \zeta_{\alpha}\right\}$ be a basis of $\operatorname{Der} \mathscr{O}_{M}(U)$ in a coordinate neighborhood $U$ of $x$. Consider the coefficient matrix of the graded vector fields $F\left(\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta x_{j}}\right)$ and $F\left(\frac{\delta}{\delta \eta_{\mu}}, \frac{\delta}{\delta \eta_{v}}\right)$, which is even and denoted by

$$
\left[\begin{array}{ll}
F_{j j}^{a}(x) & F_{\mu v}^{a}(x)  \tag{3.2}\\
\tilde{F}_{i j}^{\alpha}(x) & \tilde{F}_{\mu v}^{\alpha}(x)
\end{array}\right] .
$$

Note that its rank is $m-p$, otherwise $F$ would not be a map of the given rank. Thus there are two non-negative integers $r$ and $s$ such that $r+s=m-p$ and $\operatorname{rank}\left(F_{i j}^{a}(x)\right)=r, \operatorname{rank}\left(\tilde{F}_{\mu \nu}^{\alpha}(x)\right)=s$. Hence we may assume that the submatrices $G=\left(F_{i^{\prime} j^{\prime}}^{a^{\prime}}(x)\right), 1 \leq a^{\prime}, j^{\prime}-1 \leq r, i^{\prime}<j^{\prime}$ and $J=\left(\tilde{F}_{\mu^{\prime} v^{\prime}}^{\alpha^{\prime}}(x)\right), 1 \leq \alpha^{\prime}, v^{\prime}-1 \leq s, \mu^{\prime}<v^{\prime}$, are both invertible. Therefore, the submatrix,

$$
\left[\begin{array}{cc}
G & H  \tag{3.3}\\
I & J
\end{array}\right]=\left[\begin{array}{cc}
F_{i^{\prime} j^{\prime}}^{\prime}(x) & F_{\mu^{\prime}, v^{\prime}}^{a^{\prime}}(x) \\
\tilde{F}_{i^{\prime} j^{\prime}}^{\alpha^{\prime}}(x) & \tilde{F}_{\mu^{\prime} v^{\prime}}^{\alpha^{\prime}}(x)
\end{array}\right], \quad \begin{aligned}
& 1 \leq a^{\prime}, j^{\prime}-1 \leq r \\
& i^{\prime}<j^{\prime}
\end{aligned}, \quad 1 \leq \alpha^{\prime}, v^{\prime}-1 \leq s,
$$

is invertible.
is invertible.
Similarly, consider the coefficient matrix of the graded vector fields $F\left(\frac{\delta}{\delta x_{i}}, \frac{\delta}{\delta \eta_{\mu}}\right)$, which is odd and its rank is $n-q$. We denote it by

$$
\left[\begin{array}{l}
F_{i \mu}^{a}(x) \\
\tilde{F}_{i \mu}^{\alpha}(x)
\end{array}\right], 1 \leq a \leq m-p, 1 \leq \alpha \leq n-q .
$$

Since $\operatorname{rank}\left(\tilde{F}_{i \mu}^{\alpha}(x)\right)=n-q$, we may assume that the submatrice $\left(\tilde{F}_{i^{\prime} \mu^{\prime}}^{\alpha}(x)\right), 1 \leq \mu^{\prime}-1 \leq n-q, i^{\prime}<\mu^{\prime}$, is invertible. We thus consider

$$
\left[\begin{array}{l}
F_{i^{\prime} \mu^{\prime}}^{a}(x)  \tag{3.4}\\
\tilde{F}_{i^{\prime} \mu^{\prime}}^{\alpha^{\prime}}(x)
\end{array}\right], 1 \leq \mu^{\prime}-1 \leq n-q, i^{\prime}<\mu^{\prime}
$$

Given the matrices (3.3) and (3.4), we may change the generators of $\operatorname{Der} \mathscr{O}_{\mathscr{M}}$ to $\left\{\delta / \delta x_{i}, \delta / \delta \eta_{\mu}, Y_{b}, Z_{v}\right\}, b=1, \ldots, m-p ; v=1, \ldots, n-q$, where $Y_{b} \in\left\{\left[\frac{\delta}{\delta x_{i^{\prime}}}, \frac{\delta}{\delta x_{j^{\prime}}}\right],\left[\frac{\delta}{\delta \eta_{\mu^{\prime}}}, \frac{\delta}{\delta \eta_{v^{\prime}}}\right]\right\}$, with local coefficients $\left(F_{i^{\prime} j^{\prime}}^{a^{\prime}}(x) \quad \tilde{F}_{i^{\prime} j^{\prime}}^{\alpha^{\prime}}(x)\right)$ or $\left(F_{\mu^{\prime} v^{\prime}}^{a^{\prime}}(x) \quad \tilde{F}_{\mu^{\prime} v^{\prime}}^{\alpha^{\prime}}(x)\right)$ of the matrix (3.3) and $Z_{v} \in$ $\left\{\left[\frac{\delta}{\delta x_{i^{\prime}}}, \frac{\delta}{\delta \eta_{\mu^{\prime}}}\right]\right\}$, with local coefficients $\left(F_{i^{\prime} \mu^{\prime}}^{a^{\prime}}(x) \quad \tilde{F}_{i^{\prime} \mu^{\prime}}^{\alpha^{\prime}}(x)\right)$ of the matrix (3.3). Thus $\mathscr{D}$ is bracket-generating of step 2 .
By using Theorem (3.1) we can easily prove the following theorems.
Theorem 3.2. Let $\mathscr{M}$ be an $(m, n)$ dimensional graded manifold. Suppose that $\mathscr{D}$ is a distribution of rank $(m-1, n)$. Then $\mathscr{D}$ is bracketgenerating of step 2 , if and only if, for the linear map $F=F_{0}+F_{1}$ associated to $\mathscr{D}, F_{0} \neq 0$ on $\mathscr{M}$.

Proof. Since $\operatorname{rank} \mathscr{D}(z)=(m-1, n)$, there exist a coordinate system $\left(x_{i}, t, \eta_{\mu}\right), i=1, \ldots, m-1, \mu=1, \ldots, n$, defined in a neighborhood $U$ of $z$, such that $\mathscr{D}$ is locally given by $\left\{\delta / \delta x_{i}, \delta / \delta \eta_{\mu}\right\}$ and $\left\{\delta / \delta x_{i}, \delta / \delta \eta_{\mu}, \partial / \partial t\right\}$ is a local basis for $\operatorname{Der} \mathscr{O}_{M}$. Therefore, according to the Theorem 3.1, the coefficient matrix,

$$
\left[D_{i j}^{1}(x) \quad D_{\mu \nu}^{1}(x)\right], \quad(\bmod \mathscr{D})
$$

has the rank 1. Hence $F_{0} \neq 0$.
Theorem 3.3. Let $\mathscr{M}$ be an ( $m, n$ )-dimensional graded manifold. Suppose that $\mathscr{D}$ is a distribution of rank $(m, n-1)$. Then $\mathscr{D}$ is bracket-generating of step 2 , if and only if, for the linear map $F=F_{0}+F_{1}$ associated to $\mathscr{D}, F_{1} \neq 0$ on $\mathscr{M}$.
Proof. Since $\operatorname{rank} \mathscr{D}(z)=(m, n-1)$, there exist a coordinate system $\left(x_{i}, \eta_{\mu}, \theta\right), i=1, \ldots, m, \mu=1, \ldots, n-1$, defined in a neighborhood $U$ of $z$, such that $\mathscr{D}$ is locally given by $\left\{\delta / \delta x_{i}, \delta / \delta \eta_{\mu}\right\}$ and $\left\{\delta / \delta x_{i}, \delta / \delta \eta_{\mu}, \partial / \partial \theta\right\}$ is a local basis for Der $\mathscr{O}_{M}$. Therefore, according to the Theorem 3.1, the coefficient matrix,

$$
\left[\tilde{D}_{i \mu}^{1}(x)\right], \quad(\quad \bmod \mathscr{D})
$$

has the rank $n$. Hence $F_{1} \neq 0$.
Theorem 3.4. Let $\mathscr{M}$ be an $(m, n)$ dimensional graded manifold. Suppose that $\mathscr{D}$ is a distribution of rank $(0, n)$. Then $\mathscr{D}$ is bracket-generating of step 2 , if and only if, for the linear map $F=F_{0}+F_{1}$ associated to $\mathscr{D}$, rank $F_{0}=m$ on $\mathscr{M}$.

Proof. The details are the same as those given in the proof of Theorem 3.1.
Example 3.5. Consider the graded manifold $\mathscr{M}=R^{3 \mid 1}$. Let $\left(x_{i}, t, \eta\right), i=1, \ldots, 2$ be local supercoordinates on a coordinate neighborhood $U$ of $x \in R^{3}$. Suppose that $\mathscr{D}$ is the distribution spanned by $\frac{\delta}{\delta x_{1}}, \frac{\delta}{\delta x_{2}}$ and $\frac{\delta}{\delta \eta}$ where

$$
\frac{\delta}{\delta \eta}=\frac{\partial}{\partial \eta}+\eta \frac{\partial}{\partial t}, \quad \frac{\delta}{\delta x_{1}}=\frac{\partial}{\partial x_{1}}-\frac{x_{2}}{2} \frac{\partial}{\partial t}, \quad \frac{\delta}{\delta x_{2}}=\frac{\partial}{\partial x_{2}}+\frac{x_{1}}{2} \frac{\partial}{\partial t}
$$

A simple calculation shows that $\left[\frac{\delta}{\delta x_{1}}, \frac{\delta}{\delta x_{2}}\right]=\frac{\partial}{\partial t}$ and $\left\{\frac{\delta}{\delta x_{1}}, \frac{\delta}{\delta x_{2}}, \frac{\partial}{\partial t}, \frac{\delta}{\delta \eta}\right\}$ is a basis of Der $\mathscr{O}_{R^{3}}(U)$. Thus $\mathscr{D}$ is bracket-generating of step 2.

Example 3.6. Consider the graded manifold $\mathscr{M}=R^{4 \mid 4}$. Let $\left(x_{i}, \eta_{\mu}\right), i, \mu=1, \ldots, 4$ be local supercoordinates on a coordinate neighborhood $U$ of $x \in R^{4}$. Suppose that $\mathscr{D}$ is the distribution (see [7]) spanned by $\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{2}}, \frac{\delta}{\delta \eta_{3}}$ and $\frac{\delta}{\delta \eta_{4}}$, where

$$
\begin{aligned}
& \frac{\delta}{\delta \eta_{1}}=\frac{\partial}{\partial \eta_{1}}-i \eta_{3} \frac{\partial}{\partial x_{1}}-i \eta_{4} \frac{\partial}{\partial x_{2}}-\eta_{4} \frac{\partial}{\partial x_{3}}-i \eta_{3} \frac{\partial}{\partial x_{4}}, \\
& \frac{\delta}{\delta \eta_{2}}=\frac{\partial}{\partial \eta_{2}}-i \eta_{4} \frac{\partial}{\partial x_{1}}-i \eta_{3} \frac{\partial}{\partial x_{2}}+\eta_{3} \frac{\partial}{\partial x_{3}}+i \eta_{4} \frac{\partial}{\partial x_{4}}, \\
& \frac{\delta}{\delta \eta_{3}}=\frac{\partial}{\partial \eta_{3}}-i \eta_{1} \frac{\partial}{\partial x_{1}}-i \eta_{2} \frac{\partial}{\partial x_{2}}+\eta_{2} \frac{\partial}{\partial x_{3}}-i \eta_{1} \frac{\partial}{\partial x_{4}}, \\
& \frac{\delta}{\delta \eta_{4}}=\frac{\partial}{\partial \eta_{4}}-i \eta_{2} \frac{\partial}{\partial x_{1}}-i \eta_{1} \frac{\partial}{\partial x_{2}}-\eta_{1} \frac{\partial}{\partial x_{3}}+i \eta_{2} \frac{\partial}{\partial x_{4}} .
\end{aligned}
$$

Here $i=\sqrt{-1}$. Thus the vector fields $\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{1}}\right],\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{2}}\right],\left[\frac{\delta}{\delta \eta_{3}}, \frac{\delta}{\delta \eta_{3}}\right]$, and $\left[\frac{\delta}{\delta \eta_{3}}, \frac{\delta}{\delta \eta_{4}}\right]$ are zero and

$$
\begin{aligned}
& {\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{3}}\right]=-2 i \frac{\partial}{\partial x_{1}}-2 i \frac{\partial}{\partial x_{4}}, \quad\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{4}}\right]=-2 i \frac{\partial}{\partial x_{2}}-2 \frac{\partial}{\partial x_{3}},} \\
& {\left[\frac{\delta}{\delta \eta_{2}}, \frac{\delta}{\delta \eta_{3}}\right]=-2 i \frac{\partial}{\partial x_{2}}+2 \frac{\partial}{\partial x_{3}}, \quad\left[\frac{\delta}{\delta \eta_{2}}, \frac{\delta}{\delta \eta_{4}}\right]=-2 i \frac{\partial}{\partial x_{1}}+2 i \frac{\partial}{\partial x_{4}} .}
\end{aligned}
$$

In the notation used in Theorem 3.1, all of the entries $D_{i j}^{a}, \tilde{D}_{i j}^{\alpha}, \tilde{D}_{\mu \nu}^{\alpha}, D_{i \mu}^{a}, \tilde{D}_{i \mu}^{\alpha}$ of the coefficient matrix except $D_{\mu \nu}^{a}$ are zero and

$$
\left[D_{\mu \nu}^{a}\right]=\left[\begin{array}{cccccc}
0 & -2 i & 0 & 0 & -2 i & 0  \tag{3.5}\\
0 & 0 & -2 i & -2 i & 0 & 0 \\
0 & 0 & -2 & 2 & 0 & 0 \\
0 & -2 i & 0 & 0 & +2 i & 0
\end{array}\right] .
$$

So we have $\operatorname{rank}\left(D_{\mu \nu}^{a}\right)=4$, and we conclude from Corollary 3.4, that $\mathscr{D}$ is a bracket-generating distribution of step 2 . By calculation we have

$$
\begin{aligned}
& \frac{1}{4} i\left(\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{3}}\right]\right)+\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{2}}, \frac{\delta}{\delta \eta_{4}}\right]\right)-2\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{1}}\right]\right)\right)=\frac{\partial}{\partial x_{1}}, \\
& \frac{1}{4} i\left(\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{2}}, \frac{\delta}{\delta \eta_{3}}\right]\right)+\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{4}}\right]\right)-2\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{1}}\right]\right)\right)=\frac{\partial}{\partial x_{2}}, \\
& \frac{1}{4}\left(\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{2}}, \frac{\delta}{\delta \eta_{3}}\right]\right)-\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{4}}\right]\right)\right)=\frac{\partial}{\partial x_{3}}, \\
& \frac{1}{4} i\left(\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{1}}, \frac{\delta}{\delta \eta_{3}}\right]\right)-\left(\frac{\delta}{\delta \eta_{1}}+\left[\frac{\delta}{\delta \eta_{2}}, \frac{\delta}{\delta \eta_{4}}\right]\right)\right)=\frac{\partial}{\partial x_{4}} .
\end{aligned}
$$

Example 3.7. Let $\mathscr{M}=R^{3 \mid 1}$ equiped with local supercoordinates $\left(x_{1}, x_{2}, x_{3}, \eta\right)$ and $\mathscr{D}$ be the distribution spanned by $\left\{\frac{\delta}{\delta x_{1}}=\frac{\partial}{\partial x_{1}}\right.$, $\frac{\delta}{\delta x_{2}}=$ $\left.\frac{\partial}{\partial x_{2}}+\left(x_{1}\right)^{2} \frac{\partial}{\partial x_{3}}, \frac{\delta}{\delta \eta}=\frac{\partial}{\partial \eta}\right\}$. In this case we have

$$
\begin{array}{r}
{\left[\frac{\delta}{\delta x_{1}}, \frac{\delta}{\delta \eta}\right]=\left[\frac{\delta}{\delta x_{2}}, \frac{\delta}{\delta \eta}\right]=0,} \\
{\left[\frac{\delta}{\delta x_{1}}, \frac{\delta}{\delta x_{2}}\right]=2 x_{1} \frac{\partial}{\partial x_{3}},} \\
{\left[\frac{\delta}{\delta x_{1}},\left[\frac{\delta}{\delta x_{1}}, \frac{\delta}{\delta x_{2}}\right]\right]=2 \frac{\partial}{\partial x_{3}} .}
\end{array}
$$

We conclude from Corollary 3.2 that $\mathscr{D}$ is not bracket-generating of step 2 on the whole $R^{3 \mid 1}$. It is bracket-generating of step 3 .
Example 3.8. Let $\mathscr{M}=R^{1 \mid 2}$ equiped with local supercoordinates $\left(x, \eta_{1}, \eta_{2}\right)$ and $\mathscr{D}$ be the distribution spanned by $\left\{\frac{\delta}{\delta x}=\frac{\partial}{\partial x}\right.$, $\frac{\delta}{\delta \eta_{1}}=$ $\left.\frac{\partial}{\partial \eta_{1}}+x \frac{\partial}{\partial \eta_{2}}\right\}$. Then $\left[\frac{\partial}{\partial x}, \frac{\delta}{\delta \eta_{1}}\right]=\frac{\delta}{\delta \eta_{2}}$ and from Corollary 3.3, we see that $\mathscr{D}$ is bracket-generating of step 2 on $R^{1 \mid 2}$.
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#### Abstract

Let $X$ and $Y$ be Banach spaces. Let $\Omega$ be an open subset of $X$. Suppose that $f: X \rightarrow Y$ is Fréchet differentiable in $\Omega$ and $\mathscr{F}: X \rightrightarrows 2^{Y}$ is a set-valued mapping with closed graph. In the present paper, a modified superquadratic method (MSQM) is introduced for solving the generalized equations $0 \in f(x)+\mathscr{F}(x)$, and studied its convergence analysis under the assumption that the second Fréchet derivative of $f$ is Hölder continuous. Indeed, we show that the sequence, generated by MSQM, converges super-quadratically in both semi-locally and locally to the solution of the above generalized equation whenever the second Fréchet derivative of $f$ satisfies a Hölder-type condition.


## 1. Introduction

Throughout this paper we assume that $X$ and $Y$ are two real or complex Banach spaces and $\Omega \neq \emptyset$ is an open subset of $X$. Let $f: X \rightarrow Y$ be a Fréchet differentiable function on $\Omega$. Further, assume that the first and second Fréchet derivatives of $f$ are denoted by $\nabla f$ and $\nabla^{2} f$ respectively. Let $\mathscr{F}$ be a set-valued mapping with closed graph acting between Banach space $X$ and the subsets of $Y$. In this communication, we are interested to approximate the solution of the following generalized equation problem

$$
\begin{equation*}
0 \in f(x)+\mathscr{F}(x) \tag{1.1}
\end{equation*}
$$

The inclusions type (1.1), introduced by Robinson [24, 26] as a general tool for describing, analyzing, and solving different problems in a unified manner, have been studied extensively. The inclusion problem (1.1) is an abstract model for variety of problems. When $\mathscr{F}=\{0\}$, (1.1) is an equation. When $\mathscr{F}$ is the positive orthant in $\mathbb{R}^{n},(1.1)$ is a system of inequalities. When $\mathscr{F}$ is the normal cone to a convex and closed set in $X$, (1.1) reduces to variational inequalities. When $\mathscr{F}=\partial \psi_{C}$ is the subdifferential of the function

$$
\psi_{C}(x)= \begin{cases}0, & \text { if } x \in C \\ +\infty, & \text { otherwise }\end{cases}
$$

(1.1) is reduced to some minimization problems which has been studied by Robinson [25].

To solve (1.1), Dontchev [1] introduced the following classical Newton-type method, for each $k=0,1, \ldots$,

$$
0 \in f\left(x_{k}\right)+\nabla f\left(x_{k}\right)\left(x_{k+1}-x_{k}\right)+\mathscr{F}\left(x_{k+1}\right)
$$

under the assumptions the set-valued mapping $\mathscr{F}$ is pseudo-Lipschitz and the Fréchet derivative of $f$ is Lipschitz on a neighborhood of the solution of (1.1) and established a quadratic convergence of the method. In his subsequent paper [2], he proved the uniform convergence of the method. By following Dontchev's method, Piétrus [5] obtained a super-linear convergence when the Fréchet derivative of $f$ is Hölder continuous on a neighborhood of the solution of (1.1) and later he [6] established the uniform convergence of this method in this mild differentiability context.
Let $x \in X$. By $\mathscr{D}(x)$, we symbolize the subset of $X$ which is defined by

$$
\mathscr{D}(x):=\left\{d \in X: 0 \in f(x)+\nabla f(x) d+\frac{1}{2} \nabla^{2} f(x) d^{2}+\mathscr{F}(x+d)\right\} .
$$

For finding an approximate solution of (1.1), the extension of Dontchev's indigenous work [3] was done by Geoffroy et al. [14]. Geoffroy and Pietrus [13] introduced the following superquadratic method (see Algorithm 1) for solving the generalized equation (1.1) and showed that it is locally superquadratic convergent:

```
Algorithm 1 (The Superquadratic Method)
    Step 0. Pick \(x_{0} \in X\) and put \(k:=0\).
    Step 1. If \(0 \in \mathscr{D}\left(x_{k}\right)\), then stop; otherwise, go to Step 2.
    Step 2. If \(0 \notin \mathscr{D}\left(x_{k}\right)\), choose \(d_{k}\) such that \(d_{k} \in \mathscr{D}\left(x_{k}\right)\).
    Step 3. Set \(x_{k+1}:=x_{k}+d_{k}\).
    Step 4. Replace \(k\) by \(k+1\) and go to Step 1.
```

Note that under some suitable conditions around a solution $x^{*}$ of the generalized equation (1.1), the authors [13, Theorem 3.1] showed that there exists a neighborhood $\Omega$ of $x^{*}$ such that, for any point in $\Omega$, there exists a sequence generated by Algorithm 1 which is superquadratically convergent to the solution $x^{*}$. This implies that the convergence result, established in [13], guarantees the existence of a convergent sequence. Therefore, for any initial point near to a solution, the sequences generated by Algorithm 1 are not uniquely defined and not every generated sequence is convergent. Hence, in view of numerical computation, this kind of methods is not convenient in practical application. This drawback motivates us to propose a method 'so-called' modified superquadratic method (MSQM) as follows:

```
Algorithm 2 (The Modified Superquadratic Method (MSQM))
    Step 0 . Pick \(\eta \in[1, \infty), x_{0} \in X\) and put \(k:=0\).
    Step 1. If \(0 \in \mathscr{D}\left(x_{k}\right)\), then stop; otherwise, go to Step 2 .
    Step 2. If \(0 \notin \mathscr{D}\left(x_{k}\right)\), choose \(d_{k}\) such that \(d_{k} \in \mathscr{D}\left(x_{k}\right)\) and
\[
\left\|d_{k}\right\| \leq \eta \operatorname{dist}\left(0, \mathscr{D}\left(x_{k}\right)\right) .
\]
```

Step 3. Set $x_{k+1}:=x_{k}+d_{k}$.
Step 4. Replace $k$ by $k+1$ and go to Step 1.

The difference between Algorithms 1 and 2 is that Algorithm 2 generates at least one sequence and every generated sequence is convergent but this does not appear in Algorithm 1. Since the sequences generated by Algorithm 1 are not uniquely defined, in contrast with Algorithm 1, we can guess that Algorithm 2 is more suitable than Algorithm 1 in numerical computation.
It is remark that if we replace the set $\mathscr{D}(x)$ by

$$
\mathscr{S}(x):=\{d \in X: 0 \in f(x)+\nabla f(x) d+\mathscr{F}(x+d)\}
$$

the Algorithm 2 introduced in the present paper will be the same with the Algorithm given in [16, 23].
To solving (1.1), there have a large number of works on semilocal analysis ; see for example [7, 8, 11, 12, 19, 20, 27, 28]. Rashid et al. [ 16,23 ] established semilocal convergence analysis for solving the generalized equation problem (1.1), which was the extension of Dontchev's work in [1]. Rashid [17] introduced a variant of Newton-type Method for solving (1.1) and obtained its semilocal and local convergence results. The same author [18] associated extended Newton-type method for solving a variational inclusion of the form

$$
0 \in f(x)+g(x)+\mathscr{F}(x),
$$

where $g: X \rightarrow Y$ admits first order divided difference and established its semilocal and local convergence results for solving (1.1). As far as we know, there doesn't have any other study on semilocal analysis for the Algorithm 1.
The purpose of this study is to analyze the semilocal convergence for the modified superquadratic method defined by Algorithm 2. The main tool is the Lipschitz-like property of set-valued mappings. The main results are the convergence criteria, established in Sect.3, which, based on the information around the initial point, provides some sufficient conditions ensuring the convergence to a solution of any sequence generated by Algorithm 2. As a consequence, local convergence result for the modified superquadratic method is obtained.
This paper is organized as follows: In Section 2, we recall a few necessary preliminary results. In Section 3, we consider the modified superquadratic method for solving the generalized equation as well as using the concept of Lipchitz-like mappings, we prove the existence of a sequence $\left\{x_{k}\right\}$ generated by Algorithm 2 and show that it is semilocally and locally superquadratic convergent. In the last section, we give a summary of the major results presented in this paper.

## 2. Preliminary results

Let $x \in X$ and $\mathbb{B}(x, r)=\{y:\|y-x\| \leq r\}$ be denote the closed ball centered at $x$ with radius $r>0$. Let $\Gamma: X \rightrightarrows 2^{Y}$ be a set-valued mapping. The domain of $\Gamma$, denoted by dom $\Gamma$, is defined by

$$
\operatorname{dom} \Gamma:=\{x \in X: \Gamma(x) \neq \emptyset\} .
$$

The inverse and the graph of $\Gamma$, denoted by $\Gamma^{-1}$ and $g p h \Gamma$ respectively, are defined by

$$
\begin{aligned}
& \Gamma^{-1}(y):=\{x \in X: y \in \Gamma(x)\} \quad \text { for each } y \in Y \\
& \text { and } \quad \operatorname{gph} \Gamma:=\{(x, y) \in X \times Y: y \in \Gamma(x)\} .
\end{aligned}
$$

Let $B \subseteq X$. The distance from a point $x \in X$ to a set $B$ is defined by

$$
\operatorname{dist}(x, B):=\inf _{b \in B}\|x-b\|
$$

and the excess from the set $A$ to the set $B$ is defined by

$$
e(B, A)=\sup _{x \in B}\{\operatorname{dist}(x, A)\}
$$

The notions of pseudo-Lipschitz and Lipchitz-like set-valued mappings are due to [23]. Aubin [9, 10] introduced these notions and studied extensively.

Definition 2.1. Let $G: Y \rightrightarrows 2^{X}$ be a set-valued mapping and let $(\bar{y}, \bar{x}) \in \operatorname{gph} G$. Let $r_{\bar{x}}>0, r_{\bar{y}}>0$ and $M>0$. Then the mapping $G$ is said to be
(a) Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $M$ if the following inequality holds:

$$
e\left(G\left(y_{1}\right) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), G\left(y_{2}\right)\right) \leq M\left\|y_{1}-y_{2}\right\| \quad \text { for any } y_{1}, y_{2} \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)
$$

(b) pseudo-Lipschitz around $(\bar{y}, \bar{x})$ if there exist constants $a>0, b>0$ and $M^{\prime}>0$ such that $G$ is Lipschitz-like on $\mathbb{B}(\bar{y}, b)$ relative to $\mathbb{B}(\bar{x}, a)$ with constant $M^{\prime}$.
The following notion of $(L, p)$-Hölder continuity property is due to [21].
Definition 2.2. Let $f: X \rightarrow Y$ be a Fréchet differentiable function on some neighborhood $U$ of $\bar{x}$ and let $\nabla^{2} f$ be the second Fréchet derivative of $f$ on $U$. Let $p \in[0,1]$ and $L>0$. Then $\nabla^{2} f$ is called $(L, p)$-Höder continuous on $U$ with constant $L$ if the following condition holds:

$$
\left\|\nabla^{2} f\left(x_{1}\right)-\nabla^{2} f\left(x_{2}\right)\right\| \leq L\left\|x_{1}-x_{2}\right\|^{p}, \text { for any } x_{1}, x_{2} \in U
$$

The following lemma has taken from [23]. This lemma employs a vital role for proving the convergence analysis.
Lemma 2.3. Let $G: Y \rightrightarrows 2^{X}$ be a set-valued mapping and let $(\bar{y}, \bar{x}) \in \operatorname{gph} G$. Assume that $G$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $M$. Then

$$
\operatorname{dist}(x, G(y)) \leq M \operatorname{dist}\left(y, G^{-1}(x)\right)
$$

holds for every $x \in \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ and $y \in \mathbb{B}\left(\bar{y}, \frac{r_{\bar{y}}}{3}\right)$ satisfying $\operatorname{dist}\left(y, G^{-1}(x)\right) \leq \frac{r_{\bar{y}}}{3}$.
We would like to finish this section with the following lemma that is known in [4].
Lemma 2.4. Let $\Phi: X \rightrightarrows 2^{X}$ be a set-valued mapping. Let $\bar{x} \in X, c>0$ and $0<r<1$ be such that

$$
\begin{equation*}
\operatorname{dist}(\bar{x}, \Phi(\bar{x}))<c(1-r) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
e\left(\Phi\left(x_{1}\right) \cap \mathbb{B}(\bar{x}, c), \Phi\left(x_{2}\right)\right) \leq r\left\|x_{1}-x_{2}\right\| \quad \text { for any } x_{1}, x_{2} \in \mathbb{B}(\bar{x}, c) \tag{2.2}
\end{equation*}
$$

Then $\Phi$ has a fixed point in $\mathbb{B}(\bar{x}, c)$, that is, there exists $x \in \mathbb{B}(\bar{x}, c)$ such that $x \in \Phi(x)$. Moreover, if $\Phi$ is single-valued, then the fixed point of $\Phi$ in $\mathbb{B}(\bar{x}, c)$ is unique.

## 3. Convergence analysis of MSQM

This section is devoted to prove the existence and convergence of the sequences generated by the modified superquadratic method defined by Algorithm 2. To this end, let $x \in X$ and let us define the mapping $T_{x}$ by

$$
T_{x}(\cdot):=f(x)+\nabla f(x)(\cdot-x)+\frac{1}{2} \nabla^{2} f(x)(\cdot-x)^{2}+\mathscr{F}(\cdot)
$$

Then for the construction of $\mathscr{D}(x)$, we have that

$$
\begin{align*}
\mathscr{D}(x) & =\left\{d \in X: 0 \in T_{x}(x+d)\right\} \\
& =\left\{d \in X: x+d \in T_{x}^{-1}(0)\right\} . \tag{3.1}
\end{align*}
$$

Moreover, for any $v \in X$ and $y \in Y$, the inclusions

$$
\begin{equation*}
v \in T_{x}^{-1}(y) \text { and } y \in f(x)+\nabla f(x)(v-x)+\frac{1}{2} \nabla^{2} f(x)(v-x)^{2}+\mathscr{F}(v) \tag{3.2}
\end{equation*}
$$

are equivalent. In particular,

$$
\bar{x} \in T_{\bar{x}}^{-1}(\bar{y}) \quad \text { for each }(\bar{x}, \bar{y}) \in \operatorname{gph}(f+\mathscr{F})
$$

The following result is due to [15]. This result establishes the equivalence relation between $(f+\mathscr{F})^{-1}$ and $T_{\bar{x}}^{-1}$.
Lemma 3.1. Let $f: X \rightarrow Y$ be a function and let $(\bar{x}, \bar{y}) \in \operatorname{gph}(f+\mathscr{F})$. Assume that $f$ is twice differentiable in an open neighborhood $\Omega$ of $\bar{x}$ and that its second-order derivative is continuous at $\bar{x}$. Then the following are equivalent:
(i) The mapping $(f+\mathscr{F})^{-1}$ is pseudo-Lipschitz at $(\bar{y}, \bar{x})$;
(ii) The mapping $T_{\bar{x}}^{-1}(\cdot)$ is pseudo-Lipschitz at $(\bar{y}, \bar{x})$.

Let $r_{\bar{x}}>0, r_{\bar{y}}>0$ and $(\bar{x}, \bar{y}) \in \operatorname{gph}(f+\mathscr{F})$. Then, the closed graph property of the set-valued mapping $f+\mathscr{F}$ implies that $f+\mathscr{F}$ is continuous at $\bar{x}$ for $\bar{y}$, that is,

$$
\begin{equation*}
\lim _{x \rightarrow \bar{x}} \operatorname{dist}(\bar{y}, f(x)+\mathscr{F}(x))=0 \tag{3.3}
\end{equation*}
$$

Assume that $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right) \subseteq \Omega \cap \operatorname{dom} \mathscr{F}$. Moreover, by Lemma 3.1 we assume that the mapping $T_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $M$, that is,

$$
\begin{equation*}
e\left(T_{\bar{x}}^{-1}\left(y_{1}\right) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), T_{\bar{x}}^{-1}\left(y_{2}\right)\right) \leq M\left\|y_{1}-y_{2}\right\| \forall y_{1}, y_{2} \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right) \tag{3.4}
\end{equation*}
$$

Let $p \in(0,1], L>0$ and setting

$$
\begin{equation*}
\alpha:=\min \left\{r_{\bar{y}}-\frac{L\left(3^{p+2}+2^{p+2}\right) r_{\bar{x}}^{p+2}}{(p+1)(p+2) 2^{p+2}}, \frac{r_{\bar{x}}\left(2^{p+1}-5 M L r_{\bar{x}}^{p}\right)}{5 M 2^{p+2}}\right\} \tag{3.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\alpha>0 \text { if and only if } L<\min \left\{\frac{2^{p+2}(p+1)(p+2) r_{\bar{y}}}{\left(3^{p+2}+2^{p+2}\right) r_{\bar{x}}^{p+2}}, \frac{2^{p+1}}{5 M r_{\bar{x}}^{p}}\right\} \tag{3.6}
\end{equation*}
$$

The following lemma plays a vital role for convergence analysis of the modified superquadratic method. The proof is a refinement of the one for [23, Lemma 3.1].
Lemma 3.2. Let $T_{\bar{x}}^{-1}$ be a Lipschitz-like mapping on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $M$. Let $p \in(0,1]$ and $x \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$. Assume that $\nabla f$ and $\nabla^{2} f$ are $(L, p)$-Höder continuous at $\bar{x}$ on $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ with the same constant $L$ defined by (3.6). Let $\alpha$ be defined in (3.5) so that (3.6) is satisfied. Then the mapping $T_{x}^{-1}$ is Lipschitz-like on $\mathbb{B}(\bar{y}, \alpha)$ relative to $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ with constant $\frac{5 M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}}$ i.e.

$$
e\left(T_{x}^{-1}\left(t_{1}\right) \cap \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right), T_{x}^{-1}\left(t_{2}\right)\right) \leq \frac{5 M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}}\left\|t_{1}-t_{2}\right\| \quad \text { for every } t_{1}, t_{2} \in \mathbb{B}(\bar{y}, \alpha)
$$

Proof. Since $\alpha$ is defined in (3.5) so that (3.6) is satisfied, then it is clear that $\alpha>0$. Now let

$$
\begin{equation*}
t_{1}, t_{2} \in \mathbb{B}(\bar{y}, \alpha) \quad \text { and } \quad u^{\prime} \in T_{x}^{-1}\left(t_{1}\right) \cap \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right) \tag{3.7}
\end{equation*}
$$

To complete the proof, it is sufficient to show that there exists $u^{\prime \prime} \in T_{x}^{-1}\left(t_{2}\right)$ such that

$$
\left\|u^{\prime}-u^{\prime \prime}\right\| \leq \frac{5 M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}}\left\|t_{1}-t_{2}\right\|
$$

To finish this, we need to verify that there exists a sequence $\left\{x_{k}\right\} \subseteq \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ such that

$$
\begin{align*}
t_{2} & \in f(x)+\nabla f(x)\left(x_{k-1}-x\right)+\nabla f(\bar{x})\left(x_{k}-x_{k-1}\right)  \tag{3.8}\\
& +\frac{1}{2} \nabla^{2} f(x)\left(x_{k-1}-x\right)^{2}+\frac{1}{2} \nabla^{2} f(\bar{x})\left(\left(x_{k}-\bar{x}\right)^{2}-\right. \\
& \left.\left(x_{k-1}-\bar{x}\right)^{2}\right)+\mathscr{F}\left(x_{k}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\left\|x_{k}-x_{k-1}\right\| \leq \frac{5 M}{2}\left\|t_{1}-t_{2}\right\|\left(\frac{5 M L r_{\bar{x}}^{p}}{2^{p+1}}\right)^{k-2} \tag{3.9}
\end{equation*}
$$

hold for each $k=2,3,4, \ldots$. We proceed by induction on $k$. Write

$$
\begin{align*}
& a_{i}:=t_{i}-f(x)-\nabla f(x)\left(u^{\prime}-x\right)-\frac{1}{2} \nabla^{2} f(x)\left(u^{\prime}-x\right)^{2}+f(\bar{x})  \tag{3.10}\\
& +\nabla f(\bar{x})\left(u^{\prime}-\bar{x}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(u^{\prime}-\bar{x}\right)^{2} \quad \text { for each } i=1,2 .
\end{align*}
$$

Note by (3.7) that

$$
\begin{equation*}
\left\|x-u^{\prime}\right\| \leq\|x-\bar{x}\|+\left\|\bar{x}-u^{\prime}\right\| \leq r_{\bar{x}} \tag{3.11}
\end{equation*}
$$

Furthermore, we have, for (3.10), that

$$
\begin{align*}
\left\|a_{i}-\bar{y}\right\| & \leq\left\|t_{i}-\bar{y}\right\|+\| f\left(u^{\prime}\right)-f(x)-\nabla f(x)\left(u^{\prime}-x\right) \\
& -\frac{1}{2} \nabla^{2} f(x)\left(u^{\prime}-x\right)^{2}\|+\| f\left(u^{\prime}\right)-f(\bar{x}) \\
& -\nabla f(\bar{x})\left(u^{\prime}-\bar{x}\right)-\frac{1}{2} \nabla^{2} f(\bar{x})\left(u^{\prime}-\bar{x}\right)^{2} \| . \tag{3.12}
\end{align*}
$$

If $\nabla f$ is $(L, p)$-Hölder continuous at $\bar{x}$ with constant $L$, then we have that

$$
\begin{align*}
\|f(x)-f(\bar{x})-\nabla f(\bar{x})(x-\bar{x})\| & =\left\|\int_{0}^{1}[\nabla f(\bar{x}+t(x-\bar{x}))-\nabla f(\bar{x})](x-\bar{x}) d t\right\| \\
& \leq \int_{0}^{1}\|\nabla f(\bar{x}+t(x-\bar{x}))-\nabla f(\bar{x})\|\|x-\bar{x}\| d t \\
& \leq L\|x-\bar{x}\|^{p+1} \int_{0}^{1} t^{p} d t \\
& =\frac{L}{p+1}\|x-\bar{x}\|^{p+1} . \tag{3.13}
\end{align*}
$$

Analogously, if $\nabla^{2} f$ is $(L, p)$-Hölder continuous at $\bar{x}$ with constant $L$, then we have that

$$
\begin{aligned}
\left\|f(x)-f(\bar{x})-\nabla f(\bar{x})(x-\bar{x})-\frac{1}{2} \nabla^{2} f(\bar{x})(x-\bar{x})^{2}\right\| & =\left\|\int_{0}^{1}\left[\nabla f(\bar{x}+t(x-\bar{x}))-\nabla f(\bar{x})-\nabla^{2} f(\bar{x})(\bar{x}+t(x-\bar{x})-\bar{x})\right](x-\bar{x}) d t\right\| \\
& \leq \int_{0}^{1}\left\|\nabla f(\bar{x}+t(x-\bar{x}))-\nabla f(\bar{x})-\nabla^{2} f(\bar{x})(\bar{x}+t(x-\bar{x})-\bar{x})\right\|\|x-\bar{x}\| d t \\
& =\int_{\bar{x}}^{x}\left\|\nabla f(u)-\nabla f(\bar{x})-\nabla^{2} f(\bar{x})(u-\bar{x})\right\| d u \\
& =\int_{\bar{x}}^{x} \int_{0}^{1}\left\{\left\|\nabla^{2} f(\bar{x}+s(u-\bar{x}))-\nabla^{2} f(\bar{x})\right\| d s\right\}\|u-\bar{x}\| d u \\
& \leq \int_{\bar{x}}^{x}\left\{L\|u-\bar{x}\|^{p+1} \int_{0}^{1} s^{p} d s\right\} d u \\
& \leq \frac{L}{p+1} \int_{\bar{x}}^{x}\|u-\bar{x}\|^{p+1} d u \\
& =\frac{L}{(p+1)(p+2)}\|x-\bar{x}\|^{p+2} .
\end{aligned}
$$

Then from (3.12), using the relations in (3.7), (3.11) and the relation $\alpha \leq r_{\bar{y}}-\frac{L\left(3^{p+2}+2^{p+2}\right) r_{\bar{x}}^{p+2}}{(p+1)(p+2) 2^{p+2}}$ by (3.5), we have that

$$
\begin{aligned}
\left\|a_{i}-\bar{y}\right\| & \leq \alpha+\frac{L}{(p+1)(p+2)}\left(\left\|u^{\prime}-x\right\|^{p+2}+\left\|u^{\prime}-\bar{x}\right\|^{p+2}\right) \\
& \leq \alpha+\frac{L}{(p+1)(p+2)}\left(r_{\bar{x}}^{p+2}+\frac{r_{\bar{x}}^{p+2}}{2^{p+2}}\right) \\
& =\alpha+\frac{L\left(1+2^{p+2}\right) r_{\bar{x}}^{p+2}}{(p+1)(p+2) 2^{p+2}} \leq r_{\bar{y}} .
\end{aligned}
$$

That is $a_{i} \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ for each $i=1,2$. Define $x_{1}:=u^{\prime}$. Then $x_{1} \in T_{x}^{-1}\left(t_{1}\right)$ by (3.7) and it follows from (3.2) that

$$
t_{1} \in f(x)+\nabla f(x)\left(x_{1}-x\right)+\frac{1}{2} \nabla^{2} f(x)\left(x_{1}-x\right)^{2}+\mathscr{F}\left(x_{1}\right) .
$$

This can be written in another form as follows:

$$
\begin{aligned}
& \left.t_{1}+f(\bar{x})+\nabla f(\bar{x})\left(x_{1}-\bar{x}\right)\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{1}-\bar{x}\right)^{2} \in f(x) \\
& +\nabla f(x)\left(x_{1}-x\right)+\frac{1}{2} \nabla^{2} f(x)\left(x_{1}-x\right)^{2}+\mathscr{F}\left(x_{1}\right)+f(\bar{x}) \\
& +\nabla f(\bar{x})\left(x_{1}-\bar{x}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{1}-\bar{x}\right)^{2} .
\end{aligned}
$$

This, by the definition of $a_{1}$, implies that

$$
a_{1} \in f(\bar{x})+\nabla f(\bar{x})\left(x_{1}-\bar{x}\right)++\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{1}-\bar{x}\right)^{2}+\mathscr{F}\left(x_{1}\right) .
$$

Hence $x_{1} \in T_{\bar{x}}^{-1}\left(a_{1}\right)$ by (3.2). This together with (3.7) implies that

$$
x_{1} \in T_{\bar{x}}^{-1}\left(a_{1}\right) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right) .
$$

Noting that $a_{1}, a_{2} \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ and $T_{\bar{x}}^{-1}$ is Lipschitz-like by our assumption. Then it follows from (3.4) that there exists $x_{2} \in T_{\bar{x}}^{-1}\left(a_{2}\right)$ such that

$$
\left\|x_{2}-x_{1}\right\| \leq M\left\|a_{1}-a_{2}\right\|=M\left\|t_{1}-t_{2}\right\|<\frac{5 M}{2}\left\|t_{1}-t_{2}\right\| .
$$

Moreover, by the construction of $t_{2}$ and noting $x_{1}=u^{\prime}$, we have

$$
x_{2} \in T_{\bar{x}}^{-1}\left(a_{2}\right)=T_{\bar{x}}^{-1}\left(t_{2}-f(x)-\nabla f(x)\left(x_{1}-x\right)-\frac{1}{2} \nabla^{2} f(x)\left(x_{1}-x\right)^{2}+f(\bar{x})+\nabla f(\bar{x})\left(x_{1}-\bar{x}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{1}-\bar{x}\right)^{2}\right),
$$

which, together with (3.2), implies that

$$
t_{2} \in f(x)+\nabla f(x)\left(x_{1}-x\right)+\nabla f(\bar{x})\left(x_{2}-x_{1}\right)+\frac{1}{2} \nabla^{2} f(x)\left(x_{1}-x\right)^{2}+\frac{1}{2} \nabla^{2} f(\bar{x})\left(\left(x_{2}-\bar{x}\right)^{2}-\left(x_{1}-\bar{x}\right)^{2}\right)+\mathscr{F}\left(x_{2}\right)
$$

This shows that (3.8) and (3.9) are hold with generated points $x_{1}, x_{2}$.
Assume that $x_{1}, x_{2}, \ldots, x_{n}$ are obtained so that (3.8) and (3.9) are hold for $k=2,3, \ldots, n$. We need to construct $x_{n+1}$ such that (3.8) and (3.9) are also true for $k=n+1$. For this purpose, set

$$
\begin{aligned}
a_{i}^{n} & :=t_{2}-f(x)-\nabla f(x)\left(x_{n+i-1}-x\right)-\frac{1}{2} \nabla^{2} f(x)\left(x_{n+i-1}-x\right)^{2}+f(\bar{x}) \\
& +\nabla f(\bar{x})\left(x_{n+i-1}-\bar{x}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{n+i-1}-\bar{x}\right)^{2} \quad \text { for each } i=0,1
\end{aligned}
$$

Then, for $i=0,1$, we obtain that

$$
\begin{aligned}
\left\|a_{0}^{n}-a_{1}^{n}\right\| & =\|(\nabla f(x)-\nabla f(\bar{x}))\left(x_{n}-x_{n-1}\right)+\frac{1}{2} \nabla^{2} f(x)\left(\left(x_{n}-x\right)^{2}-\left(x_{n-1}-x\right)^{2}\right) \\
& -\frac{1}{2} \nabla^{2} f(\bar{x})\left(\left(x_{n}-\bar{x}\right)^{2}-\left(x_{n-1}-\bar{x}\right)^{2}\right) \| \\
& =\|(\nabla f(x)-\nabla f(\bar{x}))\left(x_{n}-x_{n-1}\right)+\frac{1}{2} \nabla^{2} f(x)\left(\left(x_{n}-x_{n-1}+x_{n-1}-x\right)^{2}\right. \\
& \left.-\left(x_{n-1}-x\right)^{2}\right)-\frac{1}{2} \nabla^{2} f(\bar{x})\left(\left(x_{n}-x_{n-1}+x_{n-1}-\bar{x}\right)^{2}-\left(x_{n-1}-\bar{x}\right)^{2}\right) \| \\
& \leq\|\nabla f(x)-\nabla f(\bar{x})\|\left\|x_{n}-x_{n-1}\right\|+\frac{1}{2}\left\|\nabla^{2} f(x)-\nabla^{2} f(\bar{x})\right\|\left\|x_{n}-x_{n-1}\right\|^{2} \\
& +\left\|\nabla^{2} f(x)\left(x_{n-1}-x\right)-\nabla^{2} f(\bar{x})\left(x_{n-1}-\bar{x}\right)\right\|\left\|x_{n}-x_{n-1}\right\| .
\end{aligned}
$$

For all $z \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right), x \mapsto \nabla f(x), x \mapsto \nabla^{2} f(x)$ and $x \mapsto \nabla^{2} f(x)(z-x)$ are $(L, p)$-Hölder continuous at $\bar{x}$, thus we have that

$$
\begin{align*}
\left\|a_{0}^{n}-a_{1}^{n}\right\| & \leq L\|x-\bar{x}\|^{p}\left\{\left\|x_{n}-x_{n-1}\right\|+\frac{1}{2}\left\|x_{n}-x_{n-1}\right\|^{2}+\left\|x_{n}-x_{n-1}\right\|\right\} \\
& \leq \frac{L r_{\bar{x}}^{p}}{2^{p}}\left(2\left\|x_{n}-x_{n-1}\right\|+\frac{1}{2}\left\|x_{n}-x_{n-1}\right\|^{2}\right) \\
& \leq \frac{L r_{\bar{x}}^{p}}{2^{p}}\left(2\left\|x_{n}-x_{n-1}\right\|+\frac{1}{2}\left\|x_{n}-x_{n-1}\right\|\right), \text { if the ball } \\
& \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right) \text { is sufficiently small } \\
& =\frac{5 L r_{\bar{x}}^{p}}{2^{p+1}}\left\|x_{n}-x_{n-1}\right\| \tag{3.14}
\end{align*}
$$

Since $\left\|x_{1}-\bar{x}\right\| \leq \frac{r_{\bar{x}}}{2}$ by (3.7) and $\left\|t_{1}-t_{2}\right\| \leq 2 \alpha$ by (3.7), it follows from (3.9) that

$$
\begin{aligned}
\left\|x_{n}-\bar{x}\right\| & \leq \sum_{j=2}^{n}\left\|x_{j}-x_{j-1}\right\|+\left\|x_{1}-\bar{x}\right\| \\
& \leq 5 M \alpha \sum_{j=2}^{n}\left(\frac{5 M L r_{\bar{x}}^{p}}{2^{p+1}}\right)^{j-2}+\frac{r_{\bar{x}}}{2} \\
& =\frac{5 M \alpha 2^{p+1}}{2^{p+1}-5 M L r_{\bar{x}}^{p}}+\frac{r_{\bar{x}}}{2}
\end{aligned}
$$

By (3.5), we have $\alpha \leq \frac{r_{\bar{x}}\left(2^{p+1}-5 M L r_{\bar{x}}^{p}\right)}{5 M 2^{p+2}}$ and so

$$
\begin{equation*}
\left\|x_{n}-\bar{x}\right\| \leq r_{\bar{x}} \tag{3.15}
\end{equation*}
$$

Therefore, we obtain that

$$
\begin{equation*}
\left\|x_{n}-x\right\| \leq\left\|x_{n}-\bar{x}\right\|+\|\bar{x}-x\| \leq \frac{3}{2} r_{\bar{x}} \tag{3.16}
\end{equation*}
$$

Furthermore, using (3.7) and (3.16), one has that, for each $i=0,1$,

$$
\begin{aligned}
\left\|a_{i}^{n}-\bar{y}\right\| & \leq\left\|t_{i}-\bar{y}\right\|+\left\|f\left(x_{n+i-1}\right)-f(x)-\nabla f(x)\left(x_{n+i-1}-x\right)-\frac{1}{2} \nabla^{2} f(x)\left(x_{n+i-1}-x\right)^{2}\right\| \\
& +\left\|f\left(x_{n+i-1}\right)-f(\bar{x})-\nabla f(\bar{x})\left(x_{n+i-1}-\bar{x}\right)-\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{n+i-1}-\bar{x}\right)^{2}\right\| \\
& \leq \alpha+\frac{L}{(p+1)(p+2)}\left(\left\|x_{n+i-1}-x\right\|^{p+2}+\left\|x_{n+i-1}-\bar{x}\right\|^{p+2}\right) \\
& \leq \alpha+\frac{L}{(p+1)(p+2)}\left(\frac{3^{p+2} r_{\bar{x}}^{p+2}}{2^{p+2}}+r_{\bar{x}}^{p+2}\right) \\
& =\alpha+\frac{L\left(3^{p+2}+2^{p+2}\right) r_{\bar{x}}^{p+2}}{(p+1)(p+2) 2^{p+2}} .
\end{aligned}
$$

It follows, from the definition of $\alpha$ in (3.5), that $a_{i}^{n} \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ for each $i=0,1$. Since assumption (3.8) holds for $k=n$, we have

$$
t_{2} \in f(x)+\nabla f(x)\left(x_{n-1}-x\right)+\nabla f(\bar{x})\left(x_{n}-x_{n-1}\right)+\frac{1}{2} \nabla^{2} f(x)\left(x_{n-1}-x\right)^{2}+\frac{1}{2} \nabla^{2} f(\bar{x})\left[\left(x_{n}-\bar{x}\right)^{2}-\left(x_{n-1}-\bar{x}\right)^{2}\right]+\mathscr{F}\left(x_{n}\right),
$$

which can be rewritten as

$$
\begin{aligned}
& \left.t_{2}+f(\bar{x})+\nabla f(\bar{x})\left(x_{n-1}-\bar{x}\right)\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{n-1}-\bar{x}\right)^{2} \in f(x)+\nabla f(x)\left(x_{n-1}-x\right)+\nabla f(\bar{x})\left(x_{n}-x_{n-1}\right)+\frac{1}{2} \nabla^{2} f(x)\left(x_{n-1}-x\right)^{2} \\
& \quad+\frac{1}{2} \nabla^{2} f(\bar{x})\left[\left(x_{n}-\bar{x}\right)^{2}-\left(x_{n-1}-\bar{x}\right)^{2}\right]+\mathscr{F}\left(x_{n}\right)+f(\bar{x})+\nabla f(\bar{x})\left(x_{n-1}-\bar{x}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{n-1}-\bar{x}\right)^{2} .
\end{aligned}
$$

Then by the definition of $a_{0}^{n}$, we have that $a_{0}^{n} \in f(\bar{x})+\nabla f(\bar{x})\left(x_{n}-\bar{x}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{n}-\bar{x}\right)^{2}+\mathscr{F}\left(x_{n}\right)$. This, together with (3.2) and (3.15), yields that

$$
x_{n} \in T_{\bar{x}}^{-1}\left(a_{0}^{n}\right) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right) .
$$

Using (3.4) again, there exists an element $x_{n+1} \in T_{\bar{x}}^{-1}\left(a_{1}^{n}\right)$ such that

$$
\begin{equation*}
\left\|x_{n+1}-x_{n}\right\| \leq M\left\|a_{0}^{n}-a_{1}^{n}\right\| \leq \frac{5 M}{2}\left\|t_{1}-t_{2}\right\|\left(\frac{5 M L r_{\bar{x}}^{p}}{2^{p+1}}\right)^{n-1} \tag{3.17}
\end{equation*}
$$

where the last inequality holds by (3.14). By the definition of $a_{1}^{n}$, we have

$$
x_{n+1} \in T_{\bar{x}}^{-1}\left(a_{1}^{n}\right)=T_{\bar{x}}^{-1}\left(t_{2}-f(x)-\nabla f(x)\left(x_{n}-x\right)-\frac{1}{2} \nabla^{2} f(x)\left(x_{n}-x\right)^{2}+f(\bar{x})+\nabla f(\bar{x})\left(x_{n}-\bar{x}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(x_{n}-\bar{x}\right)^{2}\right)
$$

which, together with (3.2), implies that

$$
t_{2} \in f(x)+\nabla f(x)\left(x_{n}-x\right)+\nabla f(\bar{x})\left(x_{n+1}-x_{n}\right)+\frac{1}{2} \nabla^{2} f(x)\left(x_{n}-x\right)^{2}+\frac{1}{2} \nabla^{2} f(\bar{x})\left(\left(x_{n+1}-\bar{x}\right)^{2}-\left(x_{n}-\bar{x}\right)^{2}\right)+\mathscr{F}\left(x_{n+1}\right)
$$

This, together with (3.17), completes the induction step and ensure the existence of a sequence $\left\{x_{n}\right\}$ satisfying (3.8) and (3.9).
Since $\frac{5 M L r_{\bar{x}}^{p}}{2^{p+1}}<1$, we see from (3.9) that $\left\{x_{k}\right\}$ is a Cauchy sequence and hence it is convergent, say to $u^{\prime \prime}$, that is $u^{\prime \prime}:=\lim _{k \rightarrow \infty} x_{k}$. Note that $\mathscr{F}$ has closed graph. Then, taking limit in (3.8), we get $t_{2} \in f(x)+\nabla f(x)\left(u^{\prime \prime}-x\right)+\frac{1}{2} \nabla^{2} f(x)\left(u^{\prime \prime}-x\right)^{2}+\mathscr{F}\left(u^{\prime \prime}\right)$ and so $u^{\prime \prime} \in T_{x}^{-1}\left(t_{2}\right)$. Moreover,

$$
\left\|u^{\prime}-u^{\prime \prime}\right\| \leq \limsup _{n \rightarrow \infty} \sum_{k=2}^{n}\left\|x_{k}-x_{k-1}\right\| \leq \lim _{n \rightarrow \infty} \sum_{k=2}^{n} \frac{5 M}{2}\left\|t_{1}-t_{2}\right\|\left(\frac{5 M L r_{\bar{x}}^{p}}{2^{p+1}}\right)^{k-2}=\frac{5 M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}}\left\|t_{1}-t_{2}\right\|
$$

This completes the proof of the Lemma 3.2.
Before going to demonstrate our main results, we define, for each $x \in X$, the mapping $J_{x}: X \rightarrow Y$ by

$$
J_{x}(\cdot):=f(\bar{x})+\nabla f(\bar{x})(\cdot-\bar{x})+\frac{1}{2} \nabla^{2} f(\bar{x})(\cdot-\bar{x})^{2}-f(x)-\nabla f(x)(\cdot-x)-\frac{1}{2} \nabla^{2} f(x)(\cdot-x)^{2},
$$

and the set-valued mapping $\Phi_{x}: X \rightrightarrows 2^{X}$ by

$$
\Phi_{x}(\cdot)=T_{\bar{x}}^{-1}\left[J_{x}(\cdot)\right]
$$

Then, for any $x^{\prime}, x^{\prime \prime} \in X$, we have that

$$
\begin{align*}
\left\|J_{x}\left(x^{\prime}\right)-J_{x}\left(x^{\prime \prime}\right)\right\| & =\left\|(\nabla f(\bar{x})-\nabla f(x))\left(x^{\prime}-x^{\prime \prime}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(\left(x^{\prime}-\bar{x}\right)^{2}-\left(x^{\prime \prime}-\bar{x}\right)^{2}\right)-\frac{1}{2} \nabla^{2} f(x)\left(\left(x^{\prime}-x\right)^{2}-\left(x^{\prime \prime}-x\right)^{2}\right)\right\| \\
& =\left\|(\nabla f(\bar{x})-\nabla f(x))\left(x^{\prime}-x^{\prime \prime}\right)+\frac{1}{2} \nabla^{2} f(\bar{x})\left(\left(x^{\prime}-x^{\prime \prime}+x^{\prime \prime}-\bar{x}\right)^{2}-\left(x^{\prime \prime}-\bar{x}\right)^{2}\right)-\frac{1}{2} \nabla^{2} f(x)\left(\left(x^{\prime}-x^{\prime \prime}+x^{\prime \prime}-x\right)^{2}-\left(x^{\prime \prime}-x\right)^{2}\right)\right\| \\
& \leq\|\nabla f(\bar{x})-\nabla f(x)\|\left\|x^{\prime}-x^{\prime \prime}\right\|+\frac{1}{2}\left\|\nabla^{2} f(\bar{x})-\nabla^{2} f(x)\right\|\left\|x^{\prime}-x^{\prime \prime}\right\|^{2}+\left\|\nabla^{2} f(\bar{x})\left(x^{\prime \prime}-\bar{x}\right)-\nabla^{2} f(x)\left(x^{\prime \prime}-x\right)\right\|\left\|x^{\prime}-x^{\prime \prime}\right\| \tag{3.18}
\end{align*}
$$

### 3.1. Superquadratic convergence

This subsection is devoted to study that if $\nabla^{2} f$ is $(L, p)$-Hölder continuous, the sequence generated by Algorithm 2 converges superquadratically to the solution of (1.1). Thus, the main theorem of this study, which gives some sufficient conditions confirming the convergence of the modified superquadratic method with starting point $x_{0}$, read as follows:
Theorem 3.3. Let $p \in(0,1]$ and $\eta \in(1, \infty)$. Suppose that $T_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $M$ and that $\nabla^{2} f$ is (L, p)-Höder continuous on $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ with constant L. Let $\alpha$ be defined by (3.5) such that (3.6) is hold. Let $\delta>0$ be such that
(a) $\delta \leq \min \left\{\frac{r_{\bar{x}}}{4}, \frac{2(p+1)(p+2) r_{\bar{y}}}{L\left(2^{p+3}+2 \cdot 4^{p+2}+1\right)}, \frac{1285 \alpha}{3 \cdot 2^{p}}, 1\right\}$;
(b) $5(M+1) L\left(\eta 2^{p} \delta^{p+1}+4^{4-p}(p+1)(p+2) r_{\bar{x}}^{p}\right) \leq 2^{p+1}(p+1)(p+2)$;
(c) $\|\bar{y}\|<\frac{L \delta^{p+2}}{2(p+1)(p+2)}$.

Suppose that $f+\mathscr{F}$ is continuous at $\bar{x}$ for $\bar{y}$, i.e. (3.3) is hold. Then there exists some $\hat{\delta}>0$ such that any sequence $\left\{x_{n}\right\}$ generated by Algorithm 2 with initial point in $\mathbb{B}(\bar{x}, \hat{\delta})$ converges superquadratically to a solution $x^{*}$ of (1.1).

Proof. According to the continuity of $f+\mathscr{F}$ at $\bar{x}$ for $\bar{y}$ and assumption (c), we can choose $0<\hat{\delta} \leq \delta$ be such that

$$
\begin{equation*}
\operatorname{dist}\left(0, f\left(x_{0}\right)+F\left(x_{0}\right)\right) \leq \frac{L \delta^{p+2}}{2(p+1)(p+2)} \quad \text { for each } x_{0} \in \mathbb{B}(\bar{x}, \hat{\delta}) \tag{3.19}
\end{equation*}
$$

Setting

$$
t:=\frac{5 \eta M L 2^{p} \delta^{p+1}}{(p+1)(p+2)\left(2^{p+1}-5 M L r_{\bar{x}}^{p}\right)}
$$

It follows, from assumption (b), that

$$
5 M L\left(\eta 2^{p} \delta^{p+1}+(p+1)(p+2) r_{\bar{x}}^{p}\right) \leq 5(M+1) L\left(\eta 2^{p} \delta^{p+1}+4^{4-p}(p+1)(p+2) r_{\bar{x}}^{p}\right) \leq 2^{p+1}(p+1)(p+2)
$$

The above inequality implies that

$$
\begin{equation*}
t \leq 1 \tag{3.20}
\end{equation*}
$$

Let $x_{0} \in \mathbb{B}(\bar{x}, \hat{\delta})$. We use mathematical induction on $n$ to show that Algorithm 2 generates at least one sequence and every sequence $\left\{x_{n}\right\}$ obtained by Algorithm 2 satisfies the following assertions:

$$
\begin{equation*}
\left\|x_{n}-\bar{x}\right\| \leq 2 \delta \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|d_{n}\right\| \leq t\left(\frac{1}{2}\right)^{(p+2)^{n}} \delta \tag{3.22}
\end{equation*}
$$

for each $n=0,1,2, \ldots$. Now, define

$$
\begin{equation*}
r_{x}:=\frac{9}{(p+1)(p+2)}\left(M L\|x-\bar{x}\|^{p+2}+(p+1)(p+2) M\|\bar{y}\|\right) \quad \text { for each } x \in X \tag{3.23}
\end{equation*}
$$

Because $\eta>1, p \in(0,1]$ and $\delta \leq \frac{r_{\bar{x}}}{4}$ by assumption (a), it follows, from assumption (b), that

$$
\begin{aligned}
257(M+1) L \delta^{p+1} & =(M+1) L\left(\delta^{p+1}+4^{4} \delta^{p+1}\right) \leq(M+1) L\left(\delta^{p+1}+4^{4} \delta^{p}\right) \\
& \leq(M+1) L\left(2^{p} \eta \delta^{p+1}+4^{4-p}(p+1)(p+2) r_{\bar{x}}^{p}\right) \\
& \leq \frac{2^{p+1}(p+1)(p+2)}{5}
\end{aligned}
$$

which gives

$$
\begin{equation*}
M L \delta^{p+1} \leq \frac{2^{p+1}(p+1)(p+2)}{1285} \quad \text { and } \quad L \delta^{p+1} \leq \frac{2^{p+1}(p+1)(p+2)}{1285} \tag{3.24}
\end{equation*}
$$

Thus, by $3 \cdot 2^{p} \delta \leq 1285 \alpha$ in assumption (a) and second inequality in (3.24), we obtain that

$$
\begin{equation*}
\|\bar{y}\|<\frac{L \delta^{p+2}}{2(p+1)(p+2)}=\frac{L \delta^{p+1}}{2(p+1)(p+2)} \cdot \delta \leq \frac{\alpha}{3} \tag{3.25}
\end{equation*}
$$

(thanks to assumption (c)). Thus, we obtain from (3.23), together with assumption (c), that

$$
\begin{align*}
r_{x} & <\frac{9}{2(p+1)(p+2)}\left(2^{p+3} M L \delta^{p+2}+M L \delta^{p+2}\right) \\
& =\frac{9\left(2^{p+3}+1\right) M L}{2(p+1)(p+2)} \delta^{p+2} \\
& =\frac{9\left(2^{p+3}+1\right) M L \delta^{p+1}}{2(p+1)(p+2)} \cdot \delta \quad \text { for each } x \in \mathbb{B}(\bar{x}, 2 \delta) \tag{3.26}
\end{align*}
$$

Since $p \in(0,1]$, by the first inequality in (3.24) we have from (3.26) that

$$
r_{x} \leq 2 \delta
$$

It is clear that $\alpha>0$ by assumption (a). Then we have from (3.5) that

$$
\alpha>0 \Rightarrow 2^{p+1}-5 M L r_{\bar{x}}^{p}>0 \Rightarrow 5 M L r_{\bar{x}}^{p}<2^{p+1}
$$

Therefore, with the help of above relation we obtain that

$$
\begin{equation*}
5 \cdot 4^{p} M L \delta^{p}<5 M L r_{\bar{x}}^{p}<2^{p+1} \Rightarrow L M \delta^{p}<\frac{2^{p+1}}{5 \cdot 4^{p}} \tag{3.27}
\end{equation*}
$$

Note that, for $n=0$, (3.21) is trivial. To show that the point $x_{1}$ exists and (3.22) holds for $n=0$, it suffices to prove that $\mathscr{D}\left(x_{0}\right) \neq \emptyset$. We will do that by applying Lemma 2.4 to the mapping $\Phi:=\Phi_{x_{0}}$. To do this, let us check that both assumptions (2.1) and (2.2) of Lemma 2.4 hold with $c:=r_{x_{0}}$ and $r:=\frac{8}{9}$. Here, we note that $\bar{x} \in T_{\bar{x}}^{-1}(\bar{y}) \cap \mathbb{B}(\bar{x}, \delta)$. Then by the definition of the excess $e$, we obtain that

$$
\begin{align*}
\operatorname{dist}\left(\bar{x}, \Phi_{x_{0}}(\bar{x})\right) & \leq e\left(T_{\bar{x}}^{-1}(\bar{y}) \cap \mathbb{B}(\bar{x}, \delta), \Phi_{x_{0}}(\bar{x})\right) \\
& \leq e\left(T_{\bar{x}}^{-1}(\bar{y}) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), T_{\bar{x}}^{-1}\left[J_{x_{0}}(\bar{x})\right]\right) . \tag{3.28}
\end{align*}
$$

By the $(L, p)$-Hölder continuity property of $\nabla^{2} f$ and (3.14), we obtain, for each $x \in \mathbb{B}(\bar{x}, 2 \delta) \subseteq \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$, that

$$
\begin{align*}
\left\|J_{x_{0}}(x)-\bar{y}\right\| & =\left\|f(\bar{x})+\nabla f(\bar{x})(x-\bar{x})+\frac{1}{2} \nabla^{2} f(\bar{x})(x-\bar{x})^{2}-f\left(x_{0}\right)-\nabla f\left(x_{0}\right)\left(x-x_{0}\right)-\frac{1}{2} \nabla^{2} f\left(x_{0}\right)\left(x-x_{0}\right)^{2}-\bar{y}\right\| \\
& \leq\left\|f(x)-f\left(x_{0}\right)-\nabla f\left(x_{0}\right)\left(x-x_{0}\right)-\frac{1}{2} \nabla^{2} f\left(x_{0}\right)\left(x-x_{0}\right)^{2}\right\|+\left\|f(x)-f(\bar{x})-\nabla f(\bar{x})(x-\bar{x})+\frac{1}{2} \nabla^{2} f(\bar{x})(x-\bar{x})^{2}\right\|+\|\bar{y}\| \\
& \leq \frac{L}{(p+1)(p+2)}\left(\left\|x-x_{0}\right\|^{p+2}+\|x-\bar{x}\|^{p+2}\right)+\|\bar{y}\| \tag{3.29}
\end{align*}
$$

Because of $\left\|x_{0}-\bar{x}\right\| \leq \hat{\delta} \leq \delta, L\left(2^{p+3}+2 \cdot 4^{p+2}+1\right) \delta \leq 2(p+1)(p+2) r_{\bar{y}}, \delta \leq 1$ by assumption $(\mathrm{a}),\|\bar{y}\|<\frac{L \delta^{p+2}}{2(p+1)(p+2)}$ by assumption (c) and second relation in (3.24), (3.29) implies that

$$
\begin{align*}
\left\|J_{x_{0}}(x)-\bar{y}\right\| & \leq \frac{L}{(p+1)(p+2)}\left(\left\|(x-\bar{x})+\left(\bar{x}-x_{0}\right)\right\|^{p+2}+\|x-\bar{x}\|^{p+2}\right)+\|\bar{y}\| \\
& \leq \frac{L}{(p+1)(p+2)}\left((3 \delta)^{p+2}+(2 \delta)^{p+2}\right)+\frac{L \delta^{p+2}}{2(p+1)(p+2)} \\
& \leq \frac{L}{2(p+1)(p+2)}\left(2 \cdot 3^{p+2}+2^{p+3}+1\right) \delta^{p+2} \\
& \leq \frac{L}{2(p+1)(p+2)}\left(2 \cdot 3^{p+2}+2^{p+3}+1\right) \delta, \text { since } \delta^{p+1} \leq 1 \\
& \leq r_{\bar{y}} . \tag{3.30}
\end{align*}
$$

This means that, for each $x \in \mathbb{B}(\bar{x}, 2 \delta), J_{x_{0}}(x) \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$. In particular case, putting $x=\bar{x}$ in (3.29). Then we have that

$$
\begin{align*}
\left\|J_{x_{0}}(\bar{x})-\bar{y}\right\| & \leq \frac{L}{(p+1)(p+2)}\left\|\bar{x}-x_{0}\right\|^{p+2}+\|\bar{y}\|  \tag{3.31}\\
& \leq \frac{3 L}{2(p+1)(p+2)} \delta^{p+2} \leq \frac{3 L}{2(p+1)(p+2)} \delta \\
& \leq r_{\bar{y}}
\end{align*}
$$

Hence, by (3.31) and the Lipschitz-like property of $T_{\bar{x}}^{-1}$, we have, from (3.28), that

$$
\begin{aligned}
\operatorname{dist}\left(\bar{x}, \Phi_{x_{0}}(\bar{x})\right) & \leq M\left\|\bar{y}-J_{x_{0}}(\bar{x})\right\| \\
& \leq \frac{1}{(p+1)(p+2)}\left(M L\left\|\bar{x}-x_{0}\right\|^{p+2}+(p+1)(p+2) M\|\bar{y}\|\right) \\
& =\left(1-\frac{8}{9}\right) r_{x_{0}}=c(1-r)
\end{aligned}
$$

which shows that the assumption (2.1) of Lemma 2.4 is satisfied.
Next, we show that assumption (2.2) of Lemma 2.4 is satisfied. To do this, let $x^{\prime}, x^{\prime \prime} \in \mathbb{B}\left(\bar{x}, r_{x_{0}}\right)$. Then we have that $x^{\prime}, x^{\prime \prime} \in \mathbb{B}\left(\bar{x}, r_{x_{0}}\right) \subseteq$ $\mathbb{B}(\bar{x}, 2 \delta) \subseteq \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ by (3.26) and $J_{x_{0}}\left(x^{\prime}\right), J_{x_{0}}\left(x^{\prime \prime}\right) \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ by (3.30). This, together with the Lipschitz-like property of $T_{\bar{x}}^{-1}$, implies that

$$
\begin{aligned}
e\left(\Phi_{x_{0}}\left(x^{\prime}\right) \cap \mathbb{B}\left(\bar{x}, r_{x_{0}}\right), \Phi_{x_{0}}\left(x^{\prime \prime}\right)\right) & \leq e\left(\Phi_{x_{0}}\left(x^{\prime}\right) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), \Phi_{x_{0}}\left(x^{\prime \prime}\right)\right) \\
& =e\left(T_{\bar{x}}^{-1}\left[J_{x_{0}}\left(x^{\prime}\right)\right] \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), T_{\bar{x}}^{-1}\left[J_{x_{0}}\left(x^{\prime \prime}\right)\right]\right) \\
& \leq M\left\|J_{x_{0}}\left(x^{\prime}\right)-J_{x_{0}}\left(x^{\prime \prime}\right)\right\| .
\end{aligned}
$$

Since $\nabla^{2} f$ and $\nabla^{2} f(\cdot)(z-\cdot)$ are $(L, p)$-Hölder continuous on $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ for all $z \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$, then $\nabla f$ is also ( $L, p$ )-Hölder continuous on $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ and for simplicity we take the same constant $L$. Thus, for the choice of $x_{0}$, (3.18) yields that

$$
\begin{aligned}
\left\|J_{x_{0}}\left(x^{\prime}\right)-J_{x_{0}}\left(x^{\prime \prime}\right)\right\| & \leq\left\|\nabla f(\bar{x})-\nabla f\left(x_{0}\right)\right\|\left\|x^{\prime}-x^{\prime \prime}\right\|+\frac{1}{2}\left\|\nabla^{2} f(\bar{x})-\nabla^{2} f\left(x_{0}\right)\right\|\left\|x^{\prime}-x^{\prime \prime}\right\|^{2}+\left\|\nabla^{2} f(\bar{x})\left(x^{\prime \prime}-\bar{x}\right)-\nabla^{2} f\left(x_{0}\right)\left(x^{\prime \prime}-x_{0}\right)\right\|\left\|x^{\prime}-x^{\prime \prime}\right\| \\
& \leq L\left\|\bar{x}-x_{0}\right\|^{p}\left\|x^{\prime}-x^{\prime \prime}\right\|+\frac{L}{2}\left\|\bar{x}-x_{0}\right\|^{p}\left\|x^{\prime}-x^{\prime \prime}\right\|^{2}+L\left\|\bar{x}-x_{0}\right\|^{p}\left\|x^{\prime}-x^{\prime \prime}\right\| \\
& \leq\left(2 L+\frac{L}{2}\left\|x^{\prime}-x^{\prime \prime}\right\|\right)\left\|\bar{x}-x_{0}\right\|^{p}\left\|x^{\prime}-x^{\prime \prime}\right\| \\
& \leq 2 L\left(\delta^{p}+\delta^{p+1}\right)\left\|x^{\prime}-x^{\prime \prime}\right\|
\end{aligned}
$$

Applying the first inequality of (3.24) and (3.27), it follows, from (3.27), that

$$
\begin{aligned}
e\left(\Phi_{x_{0}}\left(x^{\prime}\right) \cap \mathbb{B}\left(\bar{x}, r_{x_{0}}\right), \Phi_{x_{0}}\left(x^{\prime \prime}\right)\right) \leq 2 M L\left(\delta^{p}+\delta^{p+1}\right)\left\|x^{\prime}-x^{\prime \prime}\right\| & \leq 2^{p+2}\left(\frac{1}{5 \cdot 4^{p}}+\frac{(p+1)(p+2)}{1285}\right)\left\|x^{\prime}-x^{\prime \prime}\right\| \\
& <\frac{8}{9}\left\|x^{\prime}-x^{\prime \prime}\right\|=r\left\|x^{\prime}-x^{\prime \prime}\right\|, \text { since } p \in(0,1] .
\end{aligned}
$$

This means that the assumption (2.2) of Lemma 2.4 is also satisfied. Thus by Lemma 2.4, we can deduce the existence of a fixed point $\hat{x}_{1} \in \mathbb{B}\left(\bar{x}, r_{x_{0}}\right)$ such that $\hat{x}_{1} \in \Phi_{x_{0}}\left(\hat{x}_{1}\right)$, which translates to $0 \in f\left(x_{0}\right)+\nabla f\left(x_{0}\right)\left(\hat{x}_{1}-x_{0}\right)+\frac{1}{2} \nabla^{2} f\left(x_{0}\right)\left(\hat{x}_{1}-x_{0}\right)^{2}+\mathscr{F}\left(\hat{x}_{1}\right)$ and hence $\mathscr{D}\left(x_{0}\right) \neq \emptyset$. Consequently, we can choose $d_{0} \in \mathscr{D}\left(x_{0}\right)$ such that

$$
\begin{equation*}
\left\|d_{0}\right\| \leq \eta \operatorname{dist}\left(0, \mathscr{D}\left(x_{0}\right)\right) \tag{3.32}
\end{equation*}
$$

Therefore, according to the Algorithm 2, we can say that $x_{1}:=x_{0}+d_{0}$ is defined.
Now, we will show that the assertion (3.22) is also hold for $n=0$. Note by assumption (a) that $x_{0} \in \mathbb{B}(\bar{x}, \hat{\boldsymbol{\delta}}) \subseteq \mathbb{B}(\bar{x}, \boldsymbol{\delta}) \subseteq \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$. Since $T_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$, it follows from Lemma 3.2 that $T_{x_{0}}^{-1}$ is Lipschitz-like on $\mathbb{B}(\bar{y}, \alpha)$ relative to $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ with constant $\frac{5 M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}}$. Moreover, (3.19) and (3.25) imply that

$$
\begin{equation*}
\operatorname{dist}\left(0, T_{x_{0}}\left(x_{0}\right)=\operatorname{dist}\left(0, f\left(x_{0}\right)+F\left(x_{0}\right)\right) \leq \frac{L \delta^{p+2}}{2(p+1)(p+2)} \leq \frac{\alpha}{3}\right. \tag{3.33}
\end{equation*}
$$

It has been mentioned earlier that $x_{0} \in \mathbb{B}\left(\bar{x}, \frac{r_{x}}{2}\right)$ and by (3.25)) we have $0 \in \mathbb{B}\left(\bar{y}, \frac{\alpha}{3}\right)$. This, together with (3.33), implies that Lemma 2.3 is applicable and hence by applying it we have that

$$
\begin{equation*}
\operatorname{dist}\left(x_{0}, T_{x_{0}}{ }^{-1}(0)\right) \leq \frac{5 M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}} \operatorname{dist}\left(0, T_{x_{0}}\left(x_{0}\right)\right) \tag{3.34}
\end{equation*}
$$

Applying (3.34), we have from (3.1) that

$$
\begin{align*}
\operatorname{dist}\left(0, \mathscr{D}\left(x_{0}\right)\right) & =\operatorname{dist}\left(x_{0}, T_{x_{0}}^{-1}(0)\right) \\
& \leq \frac{5 M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}} \operatorname{dist}\left(0, T_{x_{0}}\left(x_{0}\right)\right) \tag{3.35}
\end{align*}
$$

Using (3.35), (3.33) and then (3.20) in (3.32), we obtain that

$$
\begin{aligned}
\left\|x_{1}-x_{0}\right\| & =\left\|d_{0}\right\| \leq \eta \operatorname{dist}\left(0, \mathscr{D}\left(x_{0}\right)\right) \\
& \leq \frac{5 \eta M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}} \operatorname{dist}\left(0, T_{x_{0}}\left(x_{0}\right)\right) \\
& \leq \frac{5 \eta M L 2^{p} \delta^{p+2}}{2(p+1)(p+2)\left(2^{p+1}-5 M L r_{\bar{x}}^{p}\right)}=t\left(\frac{1}{2}\right) \delta .
\end{aligned}
$$

This shows that (3.22) is hold for $n=0$.
We assume that the points $x_{1}, x_{2}, \ldots, x_{k}$ are generated by Algorithm 2, and (3.21) and (3.22) are true for $n=0,1, \ldots, k-1$. We show that there exists $x_{k+1}$ such that (3.21) and (3.22) are hold for $n=k$. Since, for each $n \leq k-1,(3.21)$ and (3.22) are true and $t \leq 1$ by (3.20), we have the following inequality

$$
\begin{aligned}
\left\|x_{k}-\bar{x}\right\| & \leq \sum_{i=0}^{k-1}\left\|x_{i+1}-x_{i}\right\|+\left\|x_{0}-\bar{x}\right\| \leq \delta \sum_{i=0}^{k-1} t\left(\frac{1}{2}\right)^{(p+2)^{i}}+\delta \\
& \leq \delta \sum_{i=0}^{k-1}\left(\frac{1}{2}\right)^{(p+2)^{i}}+\delta \leq \delta+\delta=2 \delta
\end{aligned}
$$

This shows that (3.21) holds for $n=k$. Finally, we will show that (3.22) holds for $n=k$. Now if we use the same arguments that we did for the case when $n=0$, we can prove that $\mathscr{D}\left(x_{k}\right) \neq \emptyset$ and so by Algorithm 2 we can choose $d_{k} \in \mathscr{D}\left(0, x_{k}\right)$ such that

$$
\left\|d_{k}\right\| \leq \eta \operatorname{dist}\left(0, \mathscr{D}\left(x_{k}\right)\right)
$$

that is, the point $x_{k+1}$ exists. Moreover, we have that $T_{x_{k}}^{-1}$ is Lipschitz-like on $\mathbb{B}(\bar{y}, \alpha)$ relative to $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ with constant $\frac{5 M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}}$.

Therefore, we have that

$$
\begin{aligned}
\left\|x_{k+1}-x_{k}\right\| & =\left\|d_{k}\right\| \leq \eta \operatorname{dist}\left(0, \mathscr{D}\left(x_{k}\right)\right) \\
& \leq \frac{5 \eta M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}} \operatorname{dist}\left(0, T_{x_{k}}\left(x_{k}\right)\right) \\
& =\frac{5 \eta M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}} \operatorname{dist}\left(0, f\left(x_{k}\right)+F\left(x_{k}\right)\right) \\
& \leq \frac{5 \eta M 2^{p}}{2^{p+1}-5 M L r_{\bar{x}}^{p}}\left\|f\left(x_{k}\right)-f\left(x_{k-1}\right)-\nabla f\left(x_{k-1}\right)\left(x_{k}-x_{k-1}\right)-\frac{1}{2} \nabla^{2} f\left(x_{k-1}\right)\left(x_{k}-x_{k-1}\right)^{2}\right\| \\
& \leq \frac{5 \eta M L 2^{p}}{(p+1)(p+2)\left(2^{p+1}-5 M L r_{\bar{x}}^{p}\right)}\left\|x_{k}-x_{k-1}\right\|^{p+2} \\
& \leq \frac{5 \eta M L 2^{p} \delta^{p+1}}{(p+1)(p+2)\left(2^{p+1}-5 M L r_{\bar{x}}^{p}\right)}\left(t\left(\frac{1}{2}\right)^{(p+2)^{k-1}}\right)^{p+2} \delta \\
& \leq t\left(\frac{1}{2}\right)^{(p+2)^{k}} \delta .
\end{aligned}
$$

This implies that (3.22) holds for $n=k$ and therefore the proof of the theorem is completed.

In the special case when $\bar{x}$ is a solution of (1.1) (that is $\bar{y}=0$ in Theorem 3.3), then we have the following corollary which gives the super-quadratically local convergence result for the modified superquadratic method.

Corollary 3.4. Let $p \in(0,1]$ and $\eta>1$. Let $\bar{x}$ be the solution of (1.1) and $T_{\bar{x}}^{-1}$ be pseudo-Lipschitz around $(0, \bar{x})$. Suppose that $\nabla^{2} f$ is ( $L, p$ )-Hölder continuous around $\bar{x}$. Suppose that

$$
\lim _{x \rightarrow \bar{x}} \operatorname{dist}(0, f(x)+\mathscr{F}(x))=0 .
$$

Then there exists some $\hat{\delta}>0$ such that any sequence $\left\{x_{n}\right\}$ generated by Algorithm 2 with initial point in $\mathbb{B}(\bar{x}, \hat{\delta})$ converges superquadratically to a solution $x^{*}$ of (1.1).

Proof. By our assumption, $T_{\bar{x}}^{-1}$ is pseudo-Lipschitz around $(0, \bar{x})$. Then there exist constants $r_{0}, \beta$ and $M$ such that $T_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(0, r_{0}\right)$ relative to $\mathbb{B}(\bar{x}, \beta)$ with constant $M$. Then, for each $0<r \leq \beta$, one has that

$$
e\left(T_{\bar{x}}^{-1}\left(y_{1}\right) \cap \mathbb{B}(\bar{x}, r), T_{\bar{x}}^{-1}\left(y_{2}\right) \leq M\left\|y_{1}-y_{2}\right\| \quad \text { for any } y_{1}, y_{2} \in \mathbb{B}\left(0, r_{0}\right)\right.
$$

i.e. $T_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(0, r_{0}\right)$ relative to $\mathbb{B}(\bar{x}, r)$ with constant $M$. Let $L \in(0,1)$ and $r_{\bar{x}} \in(0, \beta)$ be such that $\frac{r_{\bar{x}}}{2} \leq r, M L r_{\bar{x}}^{p} \leq \frac{2^{p+1}}{5}$ and $r_{0}-\frac{L\left(3^{p+2}+2^{p+2}\right) r_{\bar{x}}^{p+2}}{(p+1)(p+2) 2^{p+2}}>0$. By the $(L, p)$-Hölder continuous property of $\nabla^{2} f$, for each $x, x^{\prime} \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$, we have that

$$
\left\|\nabla^{2} f(x)-\nabla^{2} f\left(x^{\prime}\right)\right\| \leq L\left\|x-x^{\prime}\right\|^{p} .
$$

Choose $\alpha$ so that

$$
\alpha:=\min \left\{r_{0}-\frac{L\left(3^{p+2}+2^{p+2}\right) r_{\bar{x}}^{p+2}}{(p+1)(p+2) 2^{p+2}}, \frac{r_{\bar{x}}\left(2^{p+1}-5 M L r_{\bar{x}}^{p}\right)}{5 M 2^{p+2}}\right\}>0,
$$

and

$$
\min \left\{\frac{r_{\bar{x}}}{4}, \frac{2(p+1)(p+2) r_{0}}{L\left(2^{p+3}+2 \cdot 4^{p+2}+1\right)}, \frac{1285 \alpha}{3 \cdot 2^{p}}\right\}>0 .
$$

Thus we can choose $0<\delta \leq 1$ such that

$$
\delta \leq \min \left\{\frac{r_{\bar{x}}}{4}, \frac{2(p+1)(p+2) r_{0}}{L\left(2^{p+3}+2 \cdot 4^{p+2}+1\right)}, \frac{1285 \alpha}{3 \cdot 2^{p}}\right\} .
$$

and

$$
5(M+1) L\left(\eta 2^{p} \delta^{p+1}+4^{4-p}(p+1)(p+2) r_{\bar{x}}^{p}\right) \leq 2^{p+1}(p+1)(p+2) .
$$

Now one can easily sees that the assumptions (a)-(c) of Theorem 3.3 are hold. Therefore, to complete the proof of the corollary, we can apply Theorem 3.3.

## 4. Conclusion

The semilocal and local convergence results for the modified superquadratic method are established with $\eta>1$ under the assumptions that $T_{\bar{x}}^{-1}$ is Lipschitz-like as well as $\nabla^{2} f$ is $(L, p)$-Hölder continuous. This result extends and improves the corresponding one [13]. This result seems new for the generalized equation problem (1.1). According to the main result of this study, we have the following conclusions:

- If $p=0$, then the Fréchet derivative of $f$ satisfies the continuity condition with constant L and we obtain the quadratic convergence of the modified superquadratic method. In this case the result established in the present paper coincides with the result presented in [22, Theorem 3.1, Corollary 3.1].
- If $p=1$, then the Fréchet derivative of $f$ satisfies the Lipschitz condition and we obtain the cubic convergence of the modified superquadratic method. In this case the result established in the present paper coincides with the result presented in [22, Theorem 3.2, Corrolary 3.2].
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