
 

VOLUME 3 ISSUE 3 JULY 2019 

 

ISSN 2587-1366 



EDITOR IN CHIEF 

Prof. Dr. Murat YAKAR 

Mersin University Engineering Faculty 

Turkey 

 

 

CO-EDITORS 

Prof. Dr. Erol YAŞAR 

Mersin University Faculty of Art and Science 

Turkey 

 

Prof. Dr. Cahit BİLİM 

Mersin University Engineering Faculty 

Turkey 

 

Assist. Prof. Dr. Hüdaverdi ARSLAN 

Mersin University Engineering Faculty 

Turkey 

 

 

ADVISORY BOARD 

Prof. Dr. Orhan ALTAN 

Honorary Member of ISPRS, ICSU EB Member 

Turkey 

 

Prof. Dr. Armin GRUEN 

ETH Zurih University 

Switzerland 

 

Prof. Dr. Hacı Murat YILMAZ 

Aksaray University Engineering Faculty 

Turkey 

 

Prof. Dr. Artu ELLMANN 

Tallinn University of Technology Faculty of Civil Engineering 

Estonia 

 

Assoc. Prof. Dr. E. Cağlan KUMBUR 

Drexel University 

USA 

 

 

TECHNICAL EDITORS 

Prof. Dr. Ali AKDAĞLI  

Dean of Engineering Faculty 

Turkey 

 

Prof. Dr. Roman KOCH 

Erlangen-Nurnberg Institute Palaontologie 

Germany 

 

Prof. Dr. Hamdalla WANAS 

Menoufyia University, Science Faculty 

Egypt 

 

Prof. Dr. Turgay CELIK  

Witwatersrand University 

South Africa 

 

Prof. Dr. Muhsin EREN 

Mersin University Engineering Faculty 

Turkey 

 

 

 



Prof. Dr. Johannes Van LEEUWEN 

Iowa State University 

USA 

 

Prof. Dr. Elias STATHATOS 

TEI of Western Greece 

Greece 

 

Prof. Dr. Vedamanickam SAMPATH 

Institute of Technology Madras 

India 

 

Prof. Dr. Khandaker M. Anwar HOSSAIN 

Ryerson University 

Canada 

 

Prof. Dr. Hamza EROL 

Mersin University Engineering Faculty 

Turkey 

 

Prof. Dr. Ali Cemal BENIM 

Duesseldorf University of Aplied Sciences 

Germany 

 

Prof. Dr. Mohammad Mehdi RASHIDI 

University of Birmingham 

England 

 

Prof. Dr. Muthana SHANSAL  

Baghdad University 

Iraq 

 

Prof. Dr. Ibrahim S. YAHIA 

Ain Shams University 

Egypt 

 

Assoc. Prof. Dr. Kurt A. ROSENTRATER 

Iowa State University 

USA 

 

Assoc. Prof. Dr. Christo ANANTH 

Francis Xavier Engineering College 

India  

 

Prof. Dr. Bahadır K. KÖRBAHTİ 

Mersin University Engineering Faculty 

Turkey 

 

Assist. Prof. Dr. Akın TATOGLU 

Hartford University College of Engineering 

USA 

 

Assist. Prof. Dr. Şevket DEMİRCİ 

Mersin University Engineering Faculty 

Turkey 

 

Assist. Prof. Dr. Yelda TURKAN 

Oregon State University 

USA 

 

Assist. Prof. Dr. Gökhan ARSLAN 

Mersin University Engineering Faculty 

Turkey 

 

Assist. Prof. Dr. Seval Hale GÜLER 

Mersin University Engineering Faculty 

Turkey 



Assist. Prof. Dr. Mehmet ACI 

Mersin University Engineering Faculty 

Turkey  

 

Dr. Ghazi DROUBI 

Robert Gordon University Engineering Faculty 

Scotland, UK 

 

 

JOURNAL SECRETARY 

Nida DEMİRTAŞ 

nidademirtas@mersin.edu.tr 

 

 

TURKISH JOURNAL OF ENGINEERING (TUJE) 

Turkish Journal of Engineering (TUJE) is a multi-disciplinary journal. The Turkish Journal of Engineering (TUJE) publishes 

the articles in English and is being published 4 times (January, April, July and October) a year. The Journal is a multidisciplinary 

journal and covers all fields of basic science and engineering. It is the main purpose of the Journal that to convey the latest 

development on the science and technology towards the related scientists and to the readers. The Journal is also involved in 

both experimental and theoretical studies on the subject area of basic science and engineering. Submission of an article implies 

that the work described has not been published previously and it is not under consideration for publication elsewhere. The 

copyright release form must be signed by the corresponding author on behalf of all authors. All the responsibilities for the 

article belongs to the authors. The publications of papers are selected through double peer reviewed to ensure originality, 

relevance and readability.  

 

 

AIM AND SCOPE 

The Journal publishes both experimental and theoretical studies which are reviewed by at least two scientists and researchers 

for the subject area of basic science and engineering in the fields listed below: 

Aerospace Engineering 

Environmental Engineering 

Civil Engineering 

Geomatic Engineering 

Mechanical Engineering 

Geology Science and Engineering 

Mining Engineering 

Chemical Engineering 

Metallurgical and Materials Engineering 

Electrical and Electronics Engineering 

Mathematical Applications in Engineering 

Computer Engineering 

Food Engineering 

 

 

PEER REVIEW PROCESS 

All submissions will be scanned by iThenticate® to prevent plagiarism. Author(s) of the present study and the article about the 

ethical responsibilities that fit PUBLICATION ETHICS agree. Each author is responsible for the content of the article. Articles 

submitted for publication are priorly controlled via iThenticate ® (Professional Plagiarism Prevention) program. If articles that 

are controlled by iThenticate® program identified as plagiarism or self-plagiarism with more than 25% manuscript will return 

to the author for appropriate citation and correction. All submitted manuscripts are read by the editorial staff. To save time for 

authors and peer-reviewers, only those papers that seem most likely to meet our editorial criteria are sent for formal review. 

Reviewer selection is critical to the publication process, and we base our choice on many factors, including expertise, 

reputation, specific recommendations and our own previous experience of a reviewer's characteristics. For instance, we avoid 

using people who are slow, careless or do not provide reasoning for their views, whether harsh or lenient. All submissions will 

be double blind peer reviewed. All papers are expected to have original content. They should not have been previously 

published and it should not be under review. Prior to the sending out to referees, editors check that the paper aim and scope of 

the journal. The journal seeks minimum three independent referees. All submissions are subject to a double blind peer review; 

if two of referees gives a negative feedback on a paper, the paper is being rejected. If two of referees gives a positive feedback 

on a paper and one referee negative, the editor can decide whether accept or reject. All submitted papers and referee reports are 

archived by journal Submissions whether they are published or not are not returned. Authors who want to give up publishing 

their paper in TUJE after the submission have to apply to the editorial board in written. Authors are responsible from the writing 

quality of their papers. TUJE journal will not pay any copyright fee to authors. A signed Copyright Assignment Form has to 

be submitted together with the paper. 

 

 



PUBLICATION ETHICS 

Our publication ethics and publication malpractice statement is mainly based on the Code of Conduct and Best-Practice 

Guidelines for Journal Editors. Committee on Publication Ethics (COPE). (2011, March 7). Code of Conduct and Best-Practice 

Guidelines for Journal Editors. Retrieved from http://publicationethics.org/files/Code%20of%20Conduct_2.pdf 

 

  

PUBLICATION FREQUENCY 

 The TUJE accepts the articles in English and is being published 4 times (January, April, July and October) a year. 

 

 

CORRESPONDENCE ADDRESS 

Journal Contact: tuje@mersin.edu.tr 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

CONTENTS 
Volume 3 – Issue 3 

 

 
ARTICLES 

 
PREDICTING THE ENERGY PRODUCTION OF A ROOFTOP PV PLANT BY USING DIFFERENTIAL 

EVOLUTION ALGORITHM 

Ali Yıldız .................................................................................................................................................................................. 106 

 

MASS CONCRETE CONSTRUCTION USING SELF-COMPACTING MORTAR 

İ. Raci Bayer, Lutfullah Turanli and P. Kumar Mehta ............................................................................................................ 110 

 

DETERMINATION OF MALIGNANT MELANOMA BY ANALYSIS OF VARIATION VALUES 

Ahmet Kürşat Esim, Hilal Kaya and Veysel Alcan .................................................................................................................. 120 

 

AN INTEGRATED APPROACH BASED ON THE TAGUCHI METHOD AND RESPONSE SURFACE 

METHODOLOGY TO OPTIMIZE PARAMETER DESIGN OF ASBESTOS-FREE BRAKE PAD MATERIAL 

Funda Kahraman and Banu Sugözü ........................................................................................................................................ 127 

 

MECHANICAL AND WEAR CHARACTERISATION OF QUARRY TAILINGS REINFORCED A6063 METAL 

MATRIX COMPOSITES 

Stephen Durowaye, Olatunde Sekunowo, Babatunde Bolasodun, Isaac Oduaran and Ganiyu Lawal .................................... 133 

 

MODELLING AND OPTIMIZATION OF THE EXAM INVIGILATOR ASSIGNMENT PROBLEM BASED ON 

PREFERENCES 

Dilek Küçük Matcı and Ilgın Acar ........................................................................................................................................... 140 

 

USER-ORIENTED FILE RESTORATION FOR OPERATING SYSTEMS 

Hüseyin Pehlivan..................................................................................................................................................................... 149 

 

 

 



 

Turkish Journal of Engineering  

106 

 

 

 
 

Turkish Journal of Engineering (TUJE) 

Vol. 3, Issue 3, pp. 106-109, July 2019 

ISSN 2587-1366, Turkey 

DOI: 10.31127/tuje.466953 

Research Article 

 

PREDICTING THE ENERGY PRODUCTION OF A ROOFTOP PV PLANT BY 

USING DIFFERENTIAL EVOLUTION ALGORITHM 
 

Ali Yıldız *1  

 
1 Mersin University, Engineering Faculty, Department of Electrical and Electronics Engineering, Mersin, Turkey 

ORCID ID 0000-0003-3904-6017 

yildiz@mersin.edu.tr  

 

* Corresponding Author 

Received: 03/10/2018 Accepted: 04/11/2018 

 

ABSTRACT 

In this study, a simple and plain closed-form mathematical expression has been obtained to precisely estimate the monthly 

production of a rooftop photovoltaic (PV) plant installed in Adana, Turkey. The proposed model is developed by utilizing 

the Differential Evolution (DE) optimization algorithm based on the PV plant’s 5-year (August 2013 – July 2018) real 

measurement data. The PV plant is a grid-connected rooftop solar PV system located at Kıvanç Textile in Adana, Turkey. 

The PV system is equipped with an online monitoring system that provides real time data. The study shows the actual 

energy production is 730 MWh/year on average for 5 years. In order to test the robustness and precision of the present 

model, it has been compared with the long-term real measurement data of the PV system. The key benefit of the model is 

giving a convincing prediction of the future production of the PV panel in a simple way. It also does not require any further 

information other than time. Average percentage error was reached as small as 7.4% for 5-year data.  

 

Keywords: Energy Production Estimation, Rooftop PV Plant, Optimization, Long Term Performance, Adana 
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1. INTRODUCTION 
 

During last decades, diminishing of fossil fuel 

sources and rising of energy demand have motivated the 

scientist and engineers to center their studies on 

renewable energy sources (Bayhan et al., 2018; Arslan et 

al., 2016; Bulut et al., 2007).  

The main renewable energy resources are currently 

wind, wave, geothermal and solar. Solar energy has the 

highest potential among those resources. Current 

technology allows humankind to use solar energy 

potential by converting it to process heat or converting 

directly to electric energy by using photovoltaic panels. 

Another advantage of solar energy is that it is available 

all over the world.  

For the future energy sources, solar energy can be 

accepted as a key alternative. Therefore, the solar energy 

is being severely considered for meeting major part of the 

energy demand in Turkey, and the world. Based on these 

facts, engineers should properly estimate future solar 

production of existing PV panels to project their future 

energy demands. Many studies have been presented in 

recent years on this issue for Turkey’s different cities 

(Bulut et al., 2007; Ecevit et al., 2002; Hepbaslı et al., 

2002; Kaygusuz et al., 1999; Kaygusuz et al., 1999; 

Ogulata et al., 2002; Togrul et al., 1999; Togrul et al., 

2002;  Ulgen et al., 2002). 

The energy production of PV systems depends upon 

so many parameters. (Almorox, 2011) sorted those 

parameters as astronomical factors (distance between 

Earth and Sun, solar declination, solar constant, and hour 

angle); geometrical factors (azimuth of the location, 

surface tilt angle, solar altitude, and solar azimuth); 

geographical factors (latitude, longitude, and altitude); 

meteorological factors (atmospheric pressure, cloudiness, 

temperature and total sunshine duration, air and soil 

temperature, relative humidity, evaporation, and 

precipitation number of rainy days, etc.) and physical 

factors (albedo, water vapor content, scattering of air 

molecules, scattering of dust and other atmospheric 

constituents); These parameters are neither deterministic 

nor completely random; so it is very hard to express all 

variances mathematically to estimate energy production 

of PV systems. 

Moreover, it is essential to have the data of weather 

changes throughout the year as well as possible. For this 

reason, many studies have been carried out to improve 

models for prediction of typical weather factors such as 

solar radiation, temperature, and relative humidity both 

hourly and daily (Knight et al., 1991).  

In the present study, a simple model to accurately 

calculate the monthly production of a rooftop PV plant 

installed in Adana-Turkey was developed by using the 

DE optimization algorithm. However, in this study only 

time series was used as an input to predict the energy 

production of the plant for the sake of simplicity of the 

model. Since the model is predicting the 30-day 

production, it is not easy task to have future information 

about environmental factors such as astronomical, 

meteorological, and physical factors. 

 

2. MODELLING THE PREDICTION OF 

FUTURE ENERGY PRODUCTION  
   

The PV plant is a 499,20 kWp grid-connected rooftop 

solar PV system located at Kıvanç Textile in Adana, 

Turkey. It was installed on 12.000 m2-roof of fabrication 

building. It was the biggest rooftop PV plant of Turkey at 

the installation time. The plant consists of 3840 

Mitshubishi 130 Wp thin film tandem modules with two 

orientations 10° east and 10° west while north south 

orientation is 20°. Orientation of the PV panels can be 

seen in Fig. 1. The PV array is configured in a way that 

the system contains 40 Fronius inverters which has 12 

kWp AC output capacity.  

The PV system is equipped with an online monitoring 

system that provides real time data. The study shows the 

actual energy production is 730 MWh/year on average for 

5 years. 

 

 
 

Fig. 1. Orientation of PV plant, panels faces to south. 

 

From studies in the literature (Bulut et al., 2007; 

Ecevit et al., 2002; Hepbaslı et al., 2002; Kaygusuz et al., 

1999; Kaygusuz et al., 1999; Ogulata et al., 2002; Togrul 

et al., 1999; Togrul et al., 2002;  Ulgen et al., 2002), it 

can be concluded that the energy production of PV 

systems is a function of time since solar radiation changes 

distinctively from season to season. Therefore, in this 

study a new model is created only depending on time 

parameter based on 5-year measurement of the PV plant.  

Daily measurement data can be seen in Fig. 2 from 

July 2013 to July 2018. It can be easily seen that the data 

has DC and AC components.  

 

 
 

Fig. 2. Daily production of the PV plant. 

 

Since the data has also very significant noises all over 

the production time, 30-day total production values have 

been used instead of daily production as can be seen in 

Fig. 3.  
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Fig. 3. 30-Day total production of the PV plant. 

 

Fig. 3 shows that the noise is minimized and both DC 

and AC components are very explicit. DC components 

have been reached by using regression of the whole data. 

DC component also gives the degradation of the PV plant. 

When subtract the DC component from the data we can 

have AC component which gives the seasonal 

dependency of the production of the PV system. Because 

the seasonal dependency is periodic, we choose a basic 

model with sinusoidal functions for AC component. 

 

2.1. Problem Formulation 
 

The DE algorithm, which was developed to optimize 

a problem by repeatedly trying to make better a potential 

solution with regard to a required measure of quality, was 

used as the optimization tool. The DE  algorithm has been 

preferred to have a solution for many numerical problems 

with a good performance (Ak et al., 2018; Storn et al., 

1997). It reaches to correct global minimum point of the 

cost function very fast when compared to other 

optimization tools. For the optimization, many 

expressions ranging from simple to complicated ones 

were tested while modeling the energy production of the 

system. However, it was figured out that the predictions 

of simpler models, which have less number of 

coefficients, are not well agreed with measurements and 

the more complicated models, which have more 

coefficients, make just a little progress in the predictions 

at the expense of the increased complexity. Therefore, the 

ideal model, which establishes a simple expression and 

delivers satisfying estimations, was chosen as: 

 

𝑃(𝑡) = 𝑃0 − 𝑆𝑡 +

[𝑐1 𝐶𝑜𝑠(𝐷(𝑐2𝑀𝑡 + 𝑐3)) + 𝑐4 𝑆𝑖𝑛(𝐷(𝑐5𝑀𝑡 + 𝑐6))]  (1) 

 

P0: 63554.2 (starting point of DC linear regression)  

S: -106.9 (performance drop of the PV system by the 

time, degradation of the PV plant) 

t: Time (30 days) 

D: π/180 (radian degree conversion constant) 

M: 360/(73/6) ( periodicity conversion constant) 

 

Where c1, c2, … c6 are the coefficients to be optimally 

found by the DE algorithm to minimize the following 

average percentage error (APE). 

 

100

   

−

=

 m c

m

P P

P
APE

Total Number of Data
                   (2) 

 

Here, Pm and Pc are measured and calculated power 

values that is obtained by Eq. (2) respectively. Each 

coefficient of the model is determined by DE algorithm 

to optimize its influence based on the measurement data. 

The all coefficients found by DE optimization algorithm 

were given in Table 1. 

 

Table 1. Coefficients determined by DE algorithm 

 

c1 c2 c3 c4 c5 c6 

25200 1 4 -4300 3 -66.667 

 

By substituting determined coefficients into Eq. (2), 

developed formula can be simply described as: 

 

𝑃(𝑡) = 63554.2 − 106.9𝑡 + [25200𝐶𝑜𝑠(𝐷(𝑀𝑡 + 4)) 

 − 4300𝑆𝑖𝑛(𝐷(3𝑀𝑡 − 66.667))]       (3) 

 

 2.2. Comparison of the Results 

 
Fig. 4 presents the estimations of the derived 

expression and 5-year real production data. As it can be 

seen from the graph, the estimations are very close to the 

measurements within 7.4 % APE. This good self-

consistent agreement between predictions of the 

developed formula and real measurements shows the 

success of the new model. 

 

 
 

Fig. 4. Real production and prediction of the model. 

 

3. CONCLUSION 
 

In this contribution, a computationally efficient and 

plain closed-form formula has been attained to estimate 

the production of energy in a 30-day period for a rooftop 

PV plant located at Adana, Turkey. The model has been 

selected so that it has 2 parts; the first part represents the 

DC component of the energy production while the second 

part represents the AC part of it. DC part is easy to obtain 

with the help of linear regression method of the whole 

production data. However, AC part strongly depends on 

seasons since the solar radiation changes drastically from 

winter to summer. Differential Evolution algorithm is 

used for determining the constants of the model. Because 
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the seasonal solar radiation is not constant from year to 

year, the model overestimates the production of the 

energy for some years especially for summer and winter 

seasons. Nevertheless, the model is very successful 

during the seasonal transitions for the spring and fall 

seasons as can be seen in Fig. 4. When we compare the 

model with whole data set, it achieves a significant 

consistency and the APE is reached as 7.4 % which is 

very satisfactory error level for long term estimation 

process. 

The fundamental contribution of the model is yielding 

a satisfying estimation of the energy production for a 30-

day period with a plain and simple expression. Since the 

proposed expression accurately estimates energy 

production for a real PV plant, it can be reliably used to 

predict the long term future productions for the plants that 

have similar local specifications. Since the model only 

takes time series as an input, there is no need to have the 

further environmental information.  One can simply 

calculate the energy production even with a hand 

calculator or with a excel sheet in a couple of easy steps.  
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ABSTRACT 

Risk of thermal cracking is a well-known problem in mass concrete structures. One of the steps in mitigating this problem 

is to keep the initial placement temperature of concrete as low as possible. From this standpoint, Preplaced Aggregate 

Concrete (PAC) is advantageous because the friction among the coarse aggregate particles during the mixing operation 

causes the initial temperature of concrete to rise. Making PAC by the conventional method of grout injection requires 

special equipment and skilled workers. An alternative method using a self-compacting mortar for grouting preplaced 

aggregate was investigated in this study. Using different concrete compositions made with locally available cementitious 

materials and aggregate fractions, massive concrete cubes, each 1 m. were prepared. The specimens were tested for thermal 

and mechanical properties. In addition to low temperature rise that is suitable for mass concrete, the PAC method produced 

concrete specimens with compressive strength and modulus of elasticity values comparable to conventional concrete. 

 

Keywords: Preplaced Aggregate Concrete, Mass Concrete, Self-compacting Concrete, High Volume Pozzolan, Heat of 

Hydration, Thermal Cracks 
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1. INTRODUCTION 
 

In massive structures, it is well known that the 

combination of heat produced by cement hydration and 

relatively poor heat dissipation conditions results in a 

large temperature rise in concrete within a few days after 

placement. Subsequent cooling of concrete to ambient 

temperature often causes cracking. A primary 

requirement in the design and construction of mass 

concrete structures is that the structure should remain a 

monolithic, free from cracks, therefore every effort to 

control the temperature rise is made through proper 

selection of materials, mix-proportions, curing conditions, 

and construction practice. 

Precooling of fresh concrete is a commonly preferred 

method of minimizing the subsequent temperature drop. 

For this purpose, chilled aggregates and/or ice shavings 

are often specified for making concrete mixtures. During 

the mixing operation, the latent heat needed for melting 

of ice is withdrawn from other components of the 

concrete mixture, providing a very effective way to lower 

the temperature (Mehta and Monteiro, 2005). 

The temperature of freshly placed concrete at a given 

time depends on the placement temperature and the 

amount of temperature rise subsequent to placement. The 

temperature rise that occurs after the placement is 

controlled by the heat of cement hydration. Thus, the first 

step to be taken to control the temperature rise is the 

selection of a cementitious material with low heat of 

hydration. For this purpose, use of high volume of 

pozzolans is an effective way to prevent thermal cracks. 

When this is not adequate, a network of pipes is installed 

in the formwork before the concrete placement, so that 

cooled water may be circulated later in this pipe network. 

Some of the heat generated as a result of hydration is thus 

removed and excessive rise of concrete temperature is 

avoided. This procedure, called post cooling, is effective 

in controlling the risk of thermal cracking, but it is quite 

cumbersome and costly (ACI Committee 207, 2008). 

Preplaced Aggregate Concrete (PAC) is defined as 

the concrete produced by placing coarse aggregate in a 

form and later injecting a cement-sand grout to fill the 

voids (ACI Committee 116, 2008). PAC technology was 

first used in 1937 by Louis S. Wertz and Lee Turzillo 

during rehabilitation of Santa Fe railroad tunnel near 

Martinez, California. They were grouting the voids in the 

concrete at crown areas. In order to reduce the 

consumption of grout, they thought of filling most of the 

spaces in formwork with coarse aggregate, before the 

grouting operation. The resulting concrete showed good 

performance and attracted the attention of other 

researchers. Professor Raymond E. Davis, from 

University of California at Berkeley, developed grout 

mixtures and basic procedures to make this new method 

more widely applicable. As a result of his studies, he 

determined many of the unique properties of PAC, which 

is also known as two-stage concrete (ACI Committee 304, 

2008). Since a large volume of the two-stage concrete is 

occupied by coarse aggregate, it is likely that variations 

in coarse aggregate content will significantly influence 

the strength of PAC (Abdelgader, 1996). Because of this, 

the commonly used formulae for compressive strength of 

traditional concrete are not valid for PAC (Rajabi and 

Moaf, 2017). Although the modulus of elasticity can be 

satisfactorily predicted from the compressive strength 

value for normal concrete, there is no background 

information for the evaluation of elastic modulus in the 

case of PAC (Abdelgader and Górski, 2002). However, 

there are some equations in the literature offered for PAC 

to derive the static modulus of elasticity as a function of 

the compressive strength (Abdelgader and Górski, 2003). 

Similarly, the equations used for ordinary concrete to 

predict the tensile strength (splitting) from the 

compressive strength value are not applicable for PAC, 

but there are some relations between the tensile strength 

and the compressive strength of PAC offered in the 

literature (Abdelgader and Ben-zeitun, 2004; Abdelgader 

and Elgalhud, 2008). Good quality PAC grout can be 

prepared in high-speed mixers and because of the unique 

equipment involved, PAC technology is underutilized. 

However, there are some grout mix designs which can be 

followed to achieve similar results by using conventional 

mixing equipment and recently developed super-

plasticizing admixtures (Nowek et al., 2007).             

In this study, the authors assumed that application of 

PAC method in combination with the use of high volume 

pozzolan could eliminate the need for the cumbersome 

and costly post cooling operation for mass concrete 

construction. Making PAC by the conventional grout 

injection method requires special equipment and skilled 

workers. An alternative method, using a self-compacting 

mortar for grouting was investigated in this study. Four 

concrete cube specimens, each 1 m in volume and having 

different mix designs, were cast; three cubes by PAC 

method with the new approach based on the use of self-

compacting grout, and one cube as conventional concrete 

for reference purposes. 

 

2. EXPERIMENTAL STDUY  
 

2.1. Materials 
 

Four sizes of aggregate fractions, namely 0 - 3 mm, 7 

- 15 mm, 15 - 30 mm and 30 - 60 mm, were used. They 

include both fine and coarse aggregates, from the same 

geological region (nearly equal content of monzonite-

monzodiorite and meta-andesite minerals). The specific 

gravity, absorption capacity values, and sieve analyses 

results of aggregates are shown in Table 1 and Table 2, 

respectively. 

 

Table 1. Specific Gravity and Absorption Capacity of the Aggregates 
 

Aggregate    Specific Gravity 
Absorption 

Capacity 

Class, mm Dry SSD (%) 

 0-3 2.59 2.61 0.98 

 7-15 2.66 2.68 0.79 

 15-30 2.66 2.69 1.02 

30-60 2.7 2.71 0.6 
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Table 2. Sieve Analysis of the Aggregates 

Sieve % Passing 

No. 

(mm) 

 0-3 

mm 

 7-15 

mm 

 15-30 

mm 

 30-60 

mm 

63.5 100 100 100 100 

50.8 100 100 100 69.26 

28.1 100 100 100 14.85 

25.4 100 100 93.4 0 

19.05 100 100 70.42 0 

12.7 100 100 19.37 0 

9.53 100 85.41 1.54 0 

4.76 99.81 28.94 0 0 

2.38 94.68 0 0 0 

1.19 60.17 0 0 0 

0.59 33.6 0 0 0 

0.297 16.48 0 0 0 

0.149 8.19 0 0 0 

 The same type of a Portland cement and a blended 

Portland cement, which are commercially available in 

Turkey were used in all concrete mixtures. The Portland 

cement is classified as CEM I 42.5 according to Turkish 

Standards (similar to Type I - Ordinary Portland Cement 

according to ASTM Standard C 150). The blended 

cement is classified as CEM II/B-P 32.5 according to TS 

EN 197-1 (similar to Portland-Pozzolan Cements 

according to ASTM Standard C 595), and contains about 

35% (by weight) pozzolanic addition (EN TS 197-1, 

2012; ASTM C 150, 2012; ASTM C 595, 2000). 

 The fly ash was obtained from a thermal power plant 

in Turkey, and it is similar to ASTM Class F fly ash, C 

618 (ASTM C618-15, 2015). The brick powder was 

obtained from a factory in Manisa (Turkey), which 

collects the broken bricks from brick factories. It is well 

known that pieces of clay bricks were widely used in 

Roman and Byzantine structures to obtain hydraulic 

mortars. Crushed and/or powdered bricks were utilized 

for load-bearing and water-resistant purposes (Degryse et 

al., 2002; Moropolou et. al, 2000; Baronio and Binda, 

1997). Recent studies have shown that ground clay brick 

when added to cement in sufficient amount increased the 

resistance of mortar against chemical attacks (Afshinnia 

and Poursaee, 2015; Kishar et al., 2013; Turanlı et al., 

2003).  

 The PAC specimens are designated according to their 

dominant cementitious component, such as FA for Fly 

Ash, BP for Brick Powder, BC for Blended Cement, and 

CC for Conventional Concrete. The difference between 

the middle and the surface temperatures of the specimens 

was monitored by thermocouples located in the 

specimens until the temperatures reached a steady-state. 

Compressive strength and modulus of elasticity were 

determined from the core specimens taken at the ages of 

28, 90, 180, 360, 540 and 720 days. Minimum three cores 

were tested at each age and the diameter of the cores were 

250 mm. 

 The physical properties and the chemical analysis of 

all the cementitious materials used are given at Table 3 

and Table 4, respectively. As chemical admixtures, the 

same superplasticizer and air-entraining admixture were 

used in all concrete mixtures. 

Table 3. Physical Properties of the Cementitious 

Materials 

Property 
Portland Blended Fly Brick 

Cement Cement Ash Powder 

Specific Gravity 3.12 2.78 2.1 2.64 

Blaine Fineness (m2/kg) 392 480 289 400 

W/C for NC 0.26 0.27 0.5 - 

45 m sieve residue (%) - - 27 37 

Strength 

Activity 
7 days - - 82 66.2 

Index (%) 28 days - - 89 80.3 

Setting Initial 108 110 - - 

Time (min) Final 162 165 - - 

Compressive 3 days 27.6 15.4 - - 

Strength 

(Mpa) 
7 days 39 19.6 - - 

 28 days 47.7 34.1 - - 
 90 days - 38.8 - - 

Heat of 3 days 67.5 45.9 - - 

Hydration 7 days 74.9 49 - - 

(cal/g) 28 days 92.1 74 - - 

  90 days - 83.1 - - 

 
Table 4. Chemical Analysis of the Cementitious 

Materials 

% Portland Blended Fly Brick 

by weight Cement Cement Ash Powder 

CaO 62.56 41.93 3.34 3.94 

SiO2 20.47 31.31 58.4 62.7 

Al2O3 5.68 8.94 18.8 17.1 

Fe2O3 3.08 4.19 10.6 6.84 

MgO 1.8 3.23 4.52 2.25 

SO3 3.22 2.09 1.75 0.84 

K2O 0.95 - 1.86 - 

Na2O 0.3 - 0.22 - 

Cl- 0.014 - - - 

P2O5 - - 0.25 - 

Mn2O3 - - 0.22 - 

Free CaO 0.98 - - - 

Loss on Ignition 2.49 5.46 0.77 2.67 
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Table 5. Mixture Proportions 

 
Amount (kg/m3) 

Portland 

Cement 

Blended 

Cement 

Fly 

Ash 

Brick Super-

plasticizer 

Air-

entrainer 
Water 

Aggregate (mm) 

Powder 0-3 7-15 15-30 30-60 

S
p

ec
im

en
 

CC 115 - 173 - 2.88 0.576 144 538 365 457 465 

FA 115 - 173 - 5.76 0.576 144 576 - - 1420 

BP 118 - - 177 5.9 0.59 148 590 - - 1420 

BC - 175 113 - 5.76 0.576 144 576 - - 1420 

The mixture proportions of the four concrete types are 

shown in Table 5. The same coarse and fine aggregates 

gradations were used for all PAC specimens. As the 

volume of the preplaced coarse aggregate is determined 

by the volume of the formwork used, the same amount of 

aggregate was used for all specimens. The amount of fine 

aggregate was fixed as twice the amount of cementitious 

material, therefore, it differed in each concrete type due 

to the fact that the cementitious material required to fill 

the volume of voids differed according to its specific 

gravity. Note that all the specimens, including the 

reference specimen, contained 60% (by weight) mineral 

admixture. The gradation of the aggregate for the 

reference specimen was arranged to have a well-graded 

aggregate with a maximum aggregate size of 60 mm. The 

W/C ratio was kept the same (0.5) for all concrete types. 

Also, all the specimens contained 0.2% by mass of air-

entraining admixture. While the superplasticizer content 

was 0.2% by mass for the PAC specimens, it was 1% by 

mass for the reference concrete in order to have 75 mm 

slump which is appropriate for filling all the voids within 

the preplaced aggregate. 

 

2.2. Research Significance: A New Method for 

Making PAC 

 
 In the conventional method of making PAC, first the 

coarse aggregate is placed into the forms, and then the 

grout is injected through the pipes inserted in the coarse 

aggregate mass by special pumps, till the injected grout 

rises up to the top surface of the preplaced coarse 

aggregate mass. Despite the many advantages of making 

concrete by this way as compared to conventional 

concrete, in many situations this method requires special 

equipment and experienced workers. Self-compacting 

concrete (SCC) technology is a new and technique that 

was developed for placement of concrete mixtures 

especially where the closely-spaced reinforcement does 

not allow concrete compaction by vibration. In SCC, the 

rheology of concrete is improved by the use of new 

generation of superplasticizers and chemical admixtures 

such that the concrete mixture is very fluid but does not 

segregate (Demir et al., 2018; Akgüngör et al., 2017). It 

fills all the voids in the formwork without requiring any 

high-pressure injection or vibration. The authors used 

SCC for making PAC mixtures of this study. By using a 

suitable superplasticizer and a large volume of pozzolanic 

admixtures, the rheology of the mortar was controlled 

such that it could fill without segregation the voids when 

placed over the preplaced coarse aggregate. Thus, this 

method can be called as making PAC by a self-

compacting grout (PAC-SCG). 

This way of making PAC has been found to be much 

more advantageous compared to the conventional 

injection method, since it does not require any special 

equipment, such as pumps and insert pipes, or any skilled 

workers. The grout prepared by a conventional drum 

mixer, when placed at the top of the preplaced coarse 

aggregate, penetrates into voids by gravity. The question 

about this method was how can one be sure whether all 

the voids have been filled? This can be simply checked 

by the amount of grout consumed; because, if the volume 

of voids within the preplaced coarse aggregate mass is 

known, the amount of grout required to fill these voids 

can be determined easily before starting the operation. 

The volume of voids within a preplaced coarse aggregate 

can easily be determined by filling a container of known 

volume with that coarse aggregate gradation in SSD state, 

and then adding water to the container till it overflows. In 

such a test, it is obvious that the volume of the water 

consumed is equal to the volume of voids within the 

aggregate mass; and proportioning this volume to the 

volume of the container used for the test, the actual 

volume of voids can easily be calculated by using the 

volume surrounded by the formwork.  

In this research, it has been observed that the amount 

of grout required to fill all the voids within the preplaced 

coarse aggregate mass, which had been determined before 

starting to place the grout, was totally consumed when the 

grout appeared at the top of the aggregate mass, which 

means that all the voids within the preplaced coarse 

aggregate mass have been completely filled. As a final 

check on the uniformity of the void-filling operation, 

concrete cores can be obtained and visually examined.  

Photograph of a cross-section of the concrete core 

prepared by the new PAC-SCG method is shown in Fig. 

1, and a similar photograph of concrete prepared by the 

conventional PAC method used for restoration of Barker 

Dam under the supervision of Professor Raymond E. 

Davis about 60 years ago, is shown in Fig. 2. When these 

photographs are compared, it is seen that the voids in the 

preplaced aggregates have successfully been filled by the 

SCG technique. 

  

 
 

Fig. 1. A sample of PAC prepared by the new SCG 

method 
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Fig. 2. A sample of PAC prepared by the conventional 

method for the restoration of Barker Dam 

 

2.3. Test Methods 

 
 All the concrete tests were carried out at the Materials 

of Construction Laboratory of the Civil Engineering 

Department of Middle East Technical University, 

Turkey, and in accordance with the ASTM Standard Test 

Methods.  

 Prevention of thermal cracking is an important goal 

in mass concrete construction, therefore large concrete 

samples are used to monitor temperature changes in the 

proposed mix design. During the preparation of the 

specimens, four thermocouples were placed in each 

specimen, two of them at the surface and two of them in 

the middle of the specimen, as shown by Fig. 3. The 

reason of using two thermocouples at the same location 

of the specimen was to insure the continuity of 

temperature measurement in case one of the 

thermocouples stopped working. Temperature 

measurements were discontinued when they reached a 

steady-state. 

 

 

 
 

Fig. 3. The location of the thermocouples in the concrete 

cube specimens (the dimensions are given in cm) 

  

Since it was not possible to carry such big specimens 

to the curing room of the laboratory, a special tent was 

built for these specimens, and they were kept in this tent 

till the formworks were removed. The formworks were 

removed after the task of monitoring the concrete 

temperatures had ended with the reaching of steady 

temperature values, which took approximately one to two 

weeks, depending on the type of the concrete mix. The 

ambient temperature and the relative humidity inside the 

tent were monitored by digital equipment, and an attempt 

was made to keep them as constant as possible. 

 When the concrete temperature reached a steady-

state, the formwork was removed, and rate of strength 

development was monitored by taking core samples and 

testing them under compression at ages 28, 90, 180, 360, 

540 and 720 days. Modulus of elasticity values were also 

determined for the same specimens. 

 

3. RESULTS AND DISCUSSION 
 

3.1. Temperature Measurements 
 

The results of temperature measurement at the surface 

and middle of concrete specimens are shown in Fig. 4. It 

can be observed that the maximum peak temperature, 41 

C, occurred in concrete CC, and the minimum, 37 C 

occurred in concrete BC. From standpoint of the risk of 

thermal cracking, the peak temperature difference is more 

important than the peak temperature itself (Mehta and 

Monteiro, 2005). The maximum peak temperature 

difference 11.5  C occurred in the case of concrete CC, 

which is acceptable for mass concrete; however, this is 

higher than the corresponding temperature difference of 

9.5 C with specimen FA containing the same amount of 

total cementitious materials as concrete CC but using the 

new method. 

The minimum peak temperature difference occurred 

with the specimens BP and BC, one of which contains 

brick powder, the other contains a natural pozzolanic 

mineral admixture. Fly ash is already known as a 

successful mineral admixture in reducing the heat of 

hydration, but this study shows that brick powder and 

interground fly ash in blended cements are also a very 

suitable for mass concrete due to their effectiveness in 

reducing the heat of hydration. It is interesting to note that 

the blended cement containing interground fly ash was 

more effective in reducing the heat of hydration than 

separately batched fly ash, the explanation of which 

requires further investigation. 

While evaluating the specimens under the topic of 

temperature measurements, the other two important 

criteria are the rate of hydration heat evolution, which is 

represented by the time of occurrence of the peak 

temperature difference, and the length of the duration for 

the temperatures to get stabilized, which represents the 

rate of heat release of the specimen. Evaluating the 

specimens from these criteria points of view, the shortest 

duration for the temperatures to get stabilized has 

occurred with the specimen CC, which also showed the 

maximum peak temperature difference in minimum time. 

On the other hand, the longest durations were recorded 

for concrete specimens BP and BC which also showed 

minimum peak temperature differences with the slowest 

rates of heat release. As a result it can be concluded that, 

as the peak temperature increases (which means that as 
the amount of heat of hydration increases), the time 
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required to reach this peak value decreases (which means 

that the rate of heat evolution increases), and the length 

of duration for the temperatures to get stabilized 

decreases. The time to reach the peak temperature value 

is important, because during the first few days following 

placement the rate of cooling or heat removal can be as 

high as possible since the elastic modulus of concrete is 

relatively low. The strength and the elastic modulus 

generally increase rapidly until after the peak in concrete 

temperature has been experienced. When concrete has 

become elastic, it is important to have temperature drop 

as slowly as possible (ACI Committee 207, 2008). 

Photographs of cross-section of concrete specimens, 

both without and with magnification (1 to 25) are 

presented in Fig. 5 and Fig. 6, respectively. None of the 

specimens showed thermal cracking.

 

 

 

 
 

Fig. 4. Concrete Temperature (  middle,     - - - - - surface) 
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Specimen CC 

 

Specimen FA 

 

Specimen BP 

 

Specimen BC 

 

Fig. 5. The Appearance of the Specimens at Macro Scale (1 to 1) 
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Specimen CC 

 

Specimen FA 

 

Specimen BP 

 

Specimen BC 

 

Fig. 6. The Appearance of the Specimens at Micro Scale (1 to 25) 
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3.2. Mechanical Properties 
 

Table 6 shows concrete core compressive strength 

and elastic modulus data at ages 28, 90, 180, 360, 540 and 

720 days. The concrete specimens produced by PAC-

SCG method gave strength values equal or greater than 

those of the reference specimen CC at all ages. The 

concrete specimens FA and BC gave strength values that 

were close to each other at all ages, which is not 

surprising because the total percentage of pozzolanic 

addition was same and the mineral admixture was fly ash 

in both the specimens. The surprising result was with 

brick-powder concrete (BP) because at early ages this 

concrete gave strength values close to FA and BC; 

however, at later ages (180 days and more) much higher 

strength values were obtained. 

In regard to the elasticity moduli, according to the 

published literature the modulus of elasticity of PAC is 

usually more than half of that of conventional concrete 

(Waterways Experiment Station, 1954; Davis, 1958; 

Davis, 1960). 

 

Table 6. Mechanical Properties 

  

Specimen 

CC 

(Mpa) 
FA (Mpa) 

BP 

(Mpa) 

BC 

(Mpa) 

28 

days 

 15.6 16.5 15.9 14.6 

E 22565 16033 15879 11408 

90 

days 

 18.7 19.9 19.9 18.9 

E 26837 25930 19874 17825 

180 

days 

 20.6 21.9 24 21.3 

E 28571 26662 25816 20499 

360 

days 

 22.9 23.4 27.8 23.1 

E 29335 29944 30909 22678 

540 

days 

 23.7 24.4 30.8 24.2 

E 30287 31602 34375 24204 

720 

days 
 24.5 25.1 32.9 24.8 

E 31952 32591 36446 25223 

: Compressive Strength (MPa) ; E: Modulus of 

Elasticity (MPa) 

 

In this study, this was the case for the elastic moduli 

up to 180 days, however, the values were either similar or 

slightly higher for FA and BP at later ages than 180 days. 

The formulae used for conventional concrete to predict 

the modulus of elasticity from the compressive strength 

do not provide reasonable results for conventional PAC 

specimens (Abdelgader and Górski, 2002; Abdelgader 

and Górski, 2003). However, for the PAC-SCG 

specimens, when the expected modulus of elasticity 

values calculated from the corresponding compressive 

strength values by the formula offered by ACI (ACI 

Committee 318, 2015) taken into account, it is seen that 

after 90 days, the observed values are either more or less 

similar to predicted values, or even higher. 

 

4. CONCLUSIONS 
 

A new method of making preplaced aggregate 

concrete has been investigated for mass concrete 

construction. For this purpose, four cubes of concrete, 

each with a volume of 1 m and with different mix designs, 

were prepared, and the specimens have been examined 

from thermal and mechanical properties points of view. 

As a result of the experiments carried out, the following 

conclusions have been achieved:  

1. The maximum peak temperature difference of 11.5 

C was obtained with reference concrete specimen CC. 

This value does not indicate any risk of thermal cracking; 

because it is generally experienced that slowly cooled 

massive concrete structures can withstand a 20 C drop in 

temperature without cracking (Mehta and Monteiro, 

2005). All other PAC concrete specimens made with SCG 

method showed even a lower peak temperature difference. 

Thus it can be concluded that the PAC-SCG method is 

very effective in mitigating the risk of thermal cracking 

in mass concrete.  

2. The PAC method using the new technology of self-

compacting mortar for grouting the pre-placed aggregate 

(PAC-SCG), is even more effective in mitigating the risk 

of thermal cracking by lowering the maximum peak 

temperature as a result of reduced initial temperature of 

freshly placed concrete.  

3. The PAC-SCG method produced concrete 

specimens with compressive strength and modulus of 

elasticity values comparable to that of conventional 

concrete at early ages, and somewhat higher values at 

later ages. Although the tensile strength of the PAC 

specimens were not determined experimentally, by 

applying the formula suggested by Abdelgader et al., 

2006 it can be concluded that PAC is also more 

advantageous from tensile strength point of view than 

conventional concrete. This is important in mass concrete 

to avoid the tensile cracks caused by temperature changes.   

4. It is already known from the feasibility study of the 

restoration of Barker Dam that the cost of mass 

construction by PAC method is less than that of by 

conventional concrete (Baumann, 1948). It is obvious that 

the cost of mass construction can be reduced further by 

the new approach offered in this paper, since the needs 

for special equipment and skilled labor are eliminated. 
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ABSTRACT 

Melanoma is a serious disease associated with mutation-based cancer cells. Genetic structure and hereditary condition 

play important role to understand the underlying reasons of the diseases caused by Deoxiribole Nucleic Acid (DNA).  In 

order to identify mutation carriers and to analyze disease, researchers tend to find various gene determinations methods. 

Nowadays, Next Generation Sequencing (NGS) is emerging as a valuable and powerful platform to detect gene-based 

diseases by entiring human genome. In this study, we aimed to propose a bioinformatics application workflow to 

distinguish between insertions/deletions and somatic/germline mutations, by using NGS methods. We carried this study 

out on a data set containing 100 human genomes data (20 training, 80 testing) for the detection of Malignant Melanoma. 

We found that the results of diagnosis performance were 92.50% accuracy, 94.03% precision, 96.92% sensitivity and 

95.45% F1 score. These results show the potential for proposed application based on NGS to improve Melanoma 

detection. 
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1. INTRODUCTION 
 

Melanoma is generally the most serious form of skin 

cancer. It tends to trigger genetic defects causing skin 

cells to proliferate and form malignant tumors when 

unrepaired Deoxyriba Nucleic Acid (DNA) damage 

occurs. These tumors are caused by pigment-producing 

melanocytes in the basal layer of the epidermis. When 

cancer begins to change and starts to grow, healthy cells 

form a mass called tumor and are out of control (Fig1). 

In general, about 8% of those diagnosed with new 

Melanoma have first-degree relatives with Melanoma. In 

a much smaller percentage of 1% to 2%, there are two or 

more close relatives having Melanoma.  

 

 

Fig. 1. A general pattern of Malignant Melanoma  

Familial Melanoma is a genetic or hereditary 

condition which means that the risk of Melanoma can 

pass from one generation to another in a family. To date, 

familial Melanoma has been primarily associated with 

two genes called cyclin-dependent kinase inhibitor 2A 

(CDKN2A) and cyclin-dependent kinase 4 (CDK4). A 

mutation (change) in one of these genes gives the person 

an increased risk of Melanoma and plays an important 

role in transferring the disease to future generations 

when it affects the genetic sequence. Variations such as 

dysplastic nevus (mole), sun exposure, freckled skin and 

red hair occur as risk factors in genes are associated with 

Melanoma tendency with known genetic mutations 

(Audibert et al., 2018). 

In order to identify mutation carriers in the 

melanocortin 1 receptor (MC1R) and CDKN2A genes, 

the fastest, most comprehensive and delicate method is 

so important for detecting this type of disease. Thus, 

researchers tend to find various gene determinations and 

to conduct any studies on mutation-based cancer cells 

associated with the genetic structure (Rihtman et al., 

2016). Nowadays, Next Generation Sequencing (NGS) 

is emerging as a valuable and powerful platform to 

detect gene-based diseases by entiring human genome. 

The simultaneous processing of each part of a DNA 

molecule separated into millions of pieces taken from a 

single sample is called NGS. The detection of the gene 

architecture behind the diseases can be analyzed by 

using gene mapping methods (Vogelstein et al., 2013). 

In this study, it was aimed to develop a 

bioinformatics application workflow to introduce both 

single nucleotide variants (SNV) and small diagnoses in 

order to obtain the molecular diagnosis of Melanoma by 

using NGS methods to distinguish between 

insertions/deletions and somatic/germline mutations.  

2. METHODS 
 

2.1. Experimental Data 
 

In this study, an application workflow was created to 

prepare the data to be used to detect the tumor gene 

sequence. An Sh file (a scripted file for the Unix 

Bourne-Again type-SHell (Fileinfo (sh file), 2018)) is 

prepared using the Biotechnology National Information 

Center (NCBI) ftp servers. By the help of this Sh file, it 

is possible to download Melanoma and healthy reference 

samples from anywhere and anytime. 

Sequence Read Archives (SRA) is the file type 

required to convert files in the toolkit. fastqz is used as a 

compression tool for FASTQ files. SRA and compressed 

files refer to softlinked, a symbolic path that represents 

the abstract position of another file (Cyberciti, 2018). A 

FASTQ record contains a sequence of quality scores for 

each nucleotide. Tab seperated value (TSV) files that 

store a data table in which data columns are separated by 

tabs are created in this way (Fileinfo (Tsv File), 2018). 

By this file, it is checked whether the sample examined 

has malignant tumor or not. After preparing the sample, 

the healthy reference sample is downloaded and 

converted to the required file types such as FASTA, 

fastfai, and dict. All required files are downloaded from 

Illumina's FTP servers, and then files are prepared to 

assist in targeting and locating the appropriate unit.  

SRA tools dict, amp and files are created and the 

indexing process is also made from the FASTA file. 

Then, by Burrows-Wheeler Alignment (BWA) tools, the 

rules were created, the required files were taken. The sa 

file was created with Fastfai and Burrows-Wheeler 

Transformation (BWT). The pac file was created using 

the BWT and sa file. Indexing the genome to avoid any 

problems on NGS data is an important task. In order to 

speed up genomic searching, indexing operations on 

genome size, length and number can be done. 

 

2.2. Next Generation Sequencing (NGS) 
 

The sequencing logic behind NGS technology is 

similar to the Sanger Sequence. DNA polymerase strand 

accelerates the incorporation of genome-labeled 

nucleotides into the DNA template during DNA 

replication. During each cycle, the nucleotides are 

identified by fluorophore tags. Instead of sequencing a 

single piece of DNA, NGS executes this process in 

parallel between millions of DNA fragments and offers 

many advantages over Sanger Sequencing. Because 

NGS carries out multiple gene evaluation procedures in 

a single test, it eliminates the need for multiple tests to 

identify the causal mutation. This approach, while 

saving time, provides a more economical solution, 

reducing the risk of overlooking valuable clinical 

specimens. In addition, it provides about 5% high 

sensitivity in the detection of DNA mutations when 

compared with the existing methods (Kearse et al., 

2012). 

NGS also allows zooming to the next target regions 

with the help of Ribo Nucleic Acid (RNA) sorting to 

discover the original RNA variants, allowing all genes to 

be sequenced quickly. Thus, gene expression analysis 

allows analysis of epigenetic factors, such as DNA 

methylation and DNA-protein interactions, for the study 
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of tumor types with digital messenger RNAs (mRNAs), 

gene-related cancer samples and somatic derivatives 

(Griffiths-Jones et al., 2006). 

All NGS platforms require a library obtained by 
amplification or ligation with special adapter arrays. 

These adapter arrays provide a universal array of 

sequences for hybridization and sequencing pieces to the 

sorting cores, allowing the use of the library. By this 

sample preparation process, necessary data amounts for 

NGS were created and used. Each library fragment is 

raised to a solid surface by a covalently bonded DNA 

linker that hybridizes library adapters. This 

amplification process generates DNA clusters, each of 

which originates from a single library segment, and each 

cluster moves with an individual sequencing reaction. 

The order of each cluster is read optically from the 

repeated nucleotide loops. The raw data is obtained at 

the end of the sequencing run. This raw data is a 

collection of DNA sequences generated in each cluster. 

It may be necessary to perform further analysis to obtain 

meaningful results from these data (Zhang et al., 2011).  

The use of molecular profiling exceeds the 

limitations of conventional solid tumor and surrounding 

tissue classification methods based on the morphology 

of tumor cells. Molecular profiling is critical to identify 

and characterize unique somatic mutations occured in 

cancer cells. Tumor profiling using NGS focuses on a 

preselected subset of genes / gene panel. These panels 

contain genes known to be involved in cancer and allow 

simultaneous evaluation of all potentially causing genes. 

Tumor profiling using NGS follows a simple workflow 

that can be easily scaled to hundreds of samples, 

allowing clinical laboratories to process and respond to 

samples. The targeted gene sequence analyzes more than 

one gene in a single assay. By optimizing the use of 

limited tissue samples by reducing the need for 

sequential testing, it provides accurate identification of 

rare variants in heterogeneous tumor samples (Kearse et 

al., 2012).  

This study was started by downloading the mini 

version of the open source package management system 

and the environmental management system of Conda 

(Gao et al., 2017). Snakemake workflow management 

system was used to create transaction files. Snakemake 

workflows that are essentially the rules defined by 

extended scripts created with Python. These rules 

describe how to create output files using input files 

(Leipzig, 2016). 

 

2.3. Proposed Application Pipeline 
 

In this study, a multilayered architecture was used 

for the proposed application workflow (Fig. 2). This 

architecture contains multiple nested layers. Each rule 

has its own task identity, and many process steps work 

according to these task identities and threads. Faster 

operations were achieved by using Cloud systems. 

Working performance was three times higher than PCs.  

 

 

 

 
 

Fig.2. Proposed pipeline 
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BWA is a software package used to map different 

sequences corresponding to a large reference genome, 

such as the human genome, with the features such as 

long reading support and split alignment etc. (Michele et 

al., 2004). In this study, a BWA file was created and the 

indexing process was repeated. 
To improve the overall quality of the skin data 

required for this study, cleaning and correcting the data 

were important pre-processing steps. Trimmomatic 

produces one or two DNA reading files by reading DNA 

from the left end and one from the right end, because a 

pair of reading files have been created using paired end 

mode (Fileinfo (Tsv File), 2018).Trimmomatic reference 

file called Truseq2pe was used to transmit fa.Fastq1 and 

Fastq2 files to reverse the fastq file. Clip trim rule was 

used to crop these two files and the reading file was 

created. For this purpose, there were two cut and soft 

connected fastq files. Additionally, there were two 

trimmed fastq files, which were fixed-linked files. After 

this procedure, the genomic analysis toolkit (GATK) 

was used for BAM modification. GATK is a 

programming framework designed and structured to 

facilitate the development of efficient and robust 

analysis tools for next-generation DNA sequencers using 

the MapReduce functional programming philosophy. 

GATK provides a small but rich set of data access 

patterns covering most of the needs of the analysis tool 

(McKenna et al., 2010). 

Picard, a set of command-line tools, such as SAM / 

BAM / CRAM and VCF, were used to sort and process 

data and formats and process them with high efficiency 

(Ogasawara et al., 2016). SAM tools provide various 

utilities to sort, merge, index, create alignments in a 

preposition format, and handle alignments in Sam 

format  (Li et al., 2009). 

Using tracers at the end of the reading, which are 

below a certain threshold, create strips of cut quality 

adopted under the cropping threshold. 

BWA-MEM is also used to deal with long reading 

and split alignment and is generally recommended for 

high-quality queries because it is faster and more 

accurate (Sipos et al., 2012). 

Polymerase chain reaction (PCR) duplicates that are 

sets of pairs that have an unaligned start and an 

unaligned end and are suspected of non-independent 

measurements of a sequence. They are sampled from the 

same DNA template and violate the assumptions of the 

variant call. Acting as a real variant may lead to false 

positive variant calls, and errors in the sample are 

propagated to all pairs (Ebbert et al., 2016). Creation of 

SNPs and indentations are likely to be missed. Using 

many alignments, it may be needed to re-align the 

original readings to see that it is absolutely impossible to 

find it with a single read. This realignment-secondary 

alignment is part of the work of GATK haplotypecaller 

(Moore et al., 2010). 

Trimmomatic-paired end-mode reading pairs can be 

protected, and library preparation to use additional 

information in better-matched readings can also be 

performed (Bolger et al., 2014). 

A .txt file has been prepared to create quality data 

and quality mapping on the next process steps. In this 

file; genomic results containing BAM statistics include 

various statistics on genes with the total base amount 

found in external results and external window file types, 

how many of them are matched, how many of them have 

been processed separately, how many pairs are found in 

the DNA, and the quality of this data. Thus, a BAM file 

that has been fixed, sorted, merged and cleared from 

pairs has been sent to the Variant Calling phase. 

 

2.3.1. Variant Calling 
 

A variant call is a result of a nucleotide difference in 

a given position in a genome or transcriptome, usually 

accompanied by an estimate of the variant frequency and 

a measure of confidence. In this study, DNA-Seq variant 

calling methodology developed by Cornell 

Biotechnology Institute was used (Bukowski et al., 

2017). 

The presence of SNVs from NGS results that 

account for about 90% of all genetic variations between 

humans and the variant call is defined and a base is 

replaced by another base. SNV is only a variation in a 

single nucleotide without any frequency limitation. An 

SNP (single nucleotide polymorphism) is a single 

nucleotide change occured in more than 1% of a 

population of a single base pair difference from a 

reference. SNV is a special mutation while SNP is a 

shared mutation between a community. The variant 

calling is used to perform SNP genotyping, which 

identifies rare SNPs in a population, as well as to 

determine somatic SNV for each individual. 

Variant calling algorithms are based on quality 

scores assigned to individual key calls in each widely 

read sequence. These scores are estimations per base of 

the error propagated by the sorting machine but are 

produced scores subject to systematic technical errors 

from various sources. Basic quality score recalibration 

(BQSR) is a process in which machine learning is 

applied to empirically model these errors and adjust the 

quality scores. This increases the accuracy of variant 

calls and helps to obtain more accurate basic attributes 

(Hsu et al., 2017). 

Single nucleotide polymorphisms due to point 

mutations and single nucleotide variations; structural 

variations may also occur due to deletion, replication, 

insertion, inversion and translocation. Copy number 

variants (CNVs) are submicroscopic structural variations 

that occur due to deletion, replication and replicator 

transposition. Inversion is a segment of DNA in which 

the orientation is reversed relative to the rest of the 

chromosome. Translocation is a local change in the 

position of the chromosome segment in a genome 

without any change in total DNA content.  In addition, 

Segmental uniparental dysomy as uniparental disomy 

describes a case where a pair of homologous 

chromosomes or portions of a chromosome is derived 

from a single parent in a diploid individual (Bulmer, 

1971). 

There are two SNV classes in the literature which 

are constitutional and germline mutations. These 

mutations are inherited from the parents and are found in 

every cell and somatic mutations that occur during the 

life of an individual. When looking for a rare disease, 

germline variations of SNV are used. For diseases not 

included in the literature, the contribution of somatic 

mutations according to disease status is examined by 

comparing the tumor with the normal samples. 

Realign InDels (insertion/deletion) method describes 

the possible indices in all readings and the results given 

against these targets. This step is required to avoid false 
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readings because some of the indices are misaligned 

during the initial alignment (Sun et al., 2017). 

BAM Recalibration method is used to recalibrate the 

basic quality scores of the sequence-synthesis readings 

in an aligned BAM file. The quality scores of each 

reading in the BAM files after recalibration are more 

accurate because the reported quality score reduces the 

likelihood of misinterpreting the reference genome 

(McCormick et al., 2015). 

VarScan; Illumina, SOLiD, Life/Pgm, Roche/454 

etc. are platform-independent mutation search tools for 

targeted exhaust and whole genome reordering data. 

VarScan uses an intuitive / statistical approach to search 

for variants that meet the reading depth, basic quality, 

variant allele frequency, and desired thresholds 

(Koboldtet al., 2009). VarScan calls using a statistical 

test of somatic variants (SNPs and indices) based on an 

intuitive method and the number of aligned reads that 

support each allele. In somatic mode, VarScan reads the 

pileup files (linked file type) from the normal file and 

the tumor simultaneously  (Koboldt et al., 2013). 

BCF tools manipulate variant calls in Variant Call 

Format (VCF) and binary equivalent Bam-Calibration 

File (BCF). All commands work clearly with both 

uncompressed and Bgzf compressed VCFs and BCFs 

(Walker et al., 2014). 

MuTect method was developed at Broad Institute for 

reliable and accurate identification of somatic point 

mutations in the NGS data of genomes (Larson et al., 

2011). Somatic Sniper aims to identify single nucleotide 

positions that are different between tumor and normal 

BAM files. It takes a normal BAM file and compares 

these two files to determine the differences (Kroigard et 

al., 2016). 

Strelka method for somatic SNV helps identifying 

small indices by sequencing the data of paired tumors 

and normal samples. In addition, this method utilizes a 

new Bayesian approach, which represents the 

continuous allele frequencies for both tumor and normal 

samples, while utilizing the normal expected genotype 

structure (Saunders et al., 2012). Strelka2 serves a rapid 

and accurate variant search tool for the analysis of 

germline variation in small cohorts and somatic 

variation in tumor / normal samples. Thus, data types 

can be found faster and safer (Koboldt et al., 2013). 

 

2.3.2. Single Nucleotide Polymorphism Calling 

(SNP Calling) 
 

NGS data, that commonly produced by genetic and 

genomic studies, attaches great importance to correct 

calling of SNP and genotypes. In NGS methods, a whole 

genome of the human or random parts of the targeted 

regions are randomly added to its short readings that are 

sequenced and then aligned or assembled to a reference 

genome. 'SNP calling', which aligns the DNA fragments 

of one or more persons to the reference genome, is used 

to identify variable fields. SNP calling is intended to 

determine which positions are polymorphisms or at least 

one of the bases is different from the reference sequence 

(Nielsen et al., 2011). In this study, "Hands-on Tutorial 

on SNP Calling" source from Plant Genome and 

Systems Biology Group/Pgsb was used (Haberer et al., 

2018). 

 

 

2.3.3. Genome Annotation 

 

Genome annotation on nucleotide sequence carries 

out an important process to encode the gene positions 

and functions of a genome and to identify non-coding 

regions. Analysis of the DNA sequence by genome 

annotation software tools allows the discovery and 

mapping of genes, exons-introns, regulatory elements, 

repeats, and mutations (Peter et al., 2009). Human 

intervention is still necessary in order to produce better 

and meaningful results because this is an NP-hard 

problem. Annovar is the tool that users use to 

functionally identify various genes, explain genetic 

variants, and update information. Online Genome 

Scanner, hosted by the University of California, Santa 

Cruz, incorporates human genomes including mouse, 

worm, fly, yeast data as well as human genome 

reference names / versions of hg18-hg19-hg38. A list of 

variants with chromosomes starting position, end 

position, reference nucleotide and observed nucleotides 

can be accessed (Yang et al., 2015). 

Gene-based explanation identifies whether SNPs are 

the most common genetic diversity among humans, 

while the region-based explanation describes variants in 

specific genomic regions. A filter-based annotation 

defines variants documented in specific databases. In 

addition, from the exhaust data, identifying the 

candidate gene list for Mendelian diseases, it helps to 

collect the nucleotide sequence at any user-specific 

genomic positions. 

 

2.4. Evaluation of Classification Performance 

 

In order to measure the classification performance of 

proposed application, confusion matrix was used. A 

confusion matrix contains information about actual and 

predicted results obtained by a classification system. 

Performance of such systems is commonly evaluated 

using the data in the matrix. The following table shows 

the confusion matrix for a two class classifier. 

 

Table 1. Confusion Matrix 

 

  Predicted Class 

  
Yes No 

Actual 

Class 

Yes TP FN 

No FP TN 

 

Accuracy, precision, recall and F1 score evaluation 

criteria can be calculated with the formulas Eq. (1), Eq.  

(2), Eq. (3) and Eq. (4) respectively, taking all the 

correct classified samples into account. 

 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =
𝐓𝐏+𝐓𝐍

𝐓𝐏+𝐓𝐍+𝐅𝐍+𝐅𝐏
                                          (1) 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =
𝐓𝐏

𝐓𝐏+𝐅𝐏
                                                (2) 

𝐑𝐞𝐜𝐚𝐥𝐥 =
𝐓𝐏

𝐓𝐏+𝐅𝐍
                                                      (3) 

𝐅𝟏 𝐒𝐜𝐨𝐫𝐞 = 𝟐 ∗
𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧∗𝐑𝐞𝐜𝐚𝐥𝐥

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐑𝐞𝐜𝐚𝐥𝐥
                                (4) 
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Where, TP = true positive, TN = true negative, FP = 

false positive, and FN = false negative. 

 

3. RESULTS AND DISCUSSION 
 

We designed a pipeline with open-source 

technologies to investige a practical and up-to-date study 

in this field. In this study, 100 human genome data was 

used. 20% of the data was used for system training; 80% 

of the data was used as the test data. Table 2 shows the 

distribution of these data by gender, average age in 

patient or healthy groups. 

 

Table 2. Human genome data 

 

Test Data 

Group Male Female 
Age 

(Mean) 

Patient 40 25 30 

Healthy 5 10 25 

Total 45 35 27.5 

 

Evaluation of classification data with accuracy, 

precision, recall and F1 score criteria is shown in Table 

3. 

 

Table 3. The results of classification performance of the 

proposed application 

 

Classification Performence  

Accuracy Precision Recall F1 Score 

92.50% 94.03% 96.92% 95.45% 

 

The results show that the proposed application for 

the determination of Melanoma has very well 

classification performance. We used DNA mapping and 

gene fragment detection for determination of Malignant 

Melanoma like previous studies (Laila et al, 2016; 

Andrea et al., 2018).  However, we have also 

individually determined the disease in the target patients 

by creating a personal set of rules. We found higher 

accuracy rates (92,5%) than previous studies (Laila et al., 

found 70% accuracy rate and Andrea et al found 66% 

accuracy rate) when compared in classification 

performance. 
To identify the tumor gene sequence, an application 

workflow was created using NGS technologies and a 

reference sample. Since this system is running on the 

cloud systems simultaneously, it provides a faster 

environment and larger DNA mapping capacity when 

compared to PC calculations. Thus the performance of 

the study was greatly increased. In previous studies, only 

mutated genes were detected but the results of the 

studies were not evaluated. Within the scope of this 

study, a workflow which is thought to be shared as open 

source and which is able to classify the gene mutations 

in all types of cancers in the human genome, is proposed. 

The evaluation of the developed workflow with various 

criteria and the comparison results with similar studies 

on the same disease in the literature provide promising 

and evident results. 

There are some limitations of this study. Our data set 

has limited availability. Larger and more diverse testing 

data sets from patients with various genetic backgrounds 

could help on confirming our results. 

 

3. CONCLUSION 
 

The results of our study demonstrate that NGS is 

capable of a highly accurate diagnostic classification of 

Melanoma.  We aimed to support this research area by 

the strength of the computer science and make the 

processes faster and more efficiently, and in the future to 

transform it into an expert system and bring a new 

breath to the field of medicine. In the future, it is 

expected that the modust computer-aided methods will 

entirely support clinical decisions and clinical practices 

through including all molecular genetic factors in 

diagnosis and treatment process of Melanoma, by 

analyzing DNA maps.  
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ABSTRACT 

Braking pressure and sliding velocity can affect wear behavior of brake pad material, so sliding velocity and braking 

pressure is often regarded as the key factor in defining quality performance of this material. For this reason, Taguchi Method 

has been used to screen the variables that have significant effects on the wear rate. Furthermore, an integrated approach of 

Taguchi Method and Response Surface Methodology has been employed to improve an empirical model for predicting 

wear rate and optimization of control factors. It has been observed that an integrated approach based on Taguchi Method 

and Response Surface Methodology gives 15.45% lower wear rate as compared to optimal results obtained from Taguchi 

method. 
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1. INTRODUCTION 
 

The brake friction material composition (resin, fibers, 

fillers, friction modifiers, abrasives) plays a crucial role 

in getting the effective brake pad performance. Besides 

size, type and amount of added reinforcement, other 

important parameters influencing the tribological 

properties are the manufacturing conditions (pressure, 

temperature, time), and testing conditions (pressure, 

speed, temperature). The brakes require friction 

composites composed of eco-friendly components. The 

friction composites also have stable and high friction 

coefficient, low wear rate, low cost and no noise. This is 

because play important roles in brake performance such 

as disc wear, stopping distance, pedal fell and brake 

induced vibrations (Aleksendrić and Barton, 2009). It 

usually includes 10-15 different raw materials to carry out 

comfortable brake performance at wide range of sliding 

speeds, humidity and applied pressure (Aleksendric and 

Duboka, 2006). The researchers have been investigated 

friction and wear behaviors of brake system to observe 

the effect of components in the brake composites. A 

considerable number of articles related to brake pad 

materials have been published (Sugozu et al., 2018, 

Gurunath and Bijwe, 2007, Sugozu et al., 2016, Bijwe et 

al., 2012, Sugozu et al., 2014a, Kumar et al., 2012, 

Sugozu et al., 2014b, Kukutschová et al., 2010, Djafri et 

al., 2014, Sugözü, 2015, Ertan and Yavuz, 2010). 

Recently, several researchers have been used statistical 

methods such as artificial neural networks, grey relational 

analysis, Taguchi design method, fuzzy logic method, 

response surface methodology, genetic, differential 

evolution and particle swarm algorithms to determine 

optimum brake performance of different brake pad 

materials (Aleksendrić and Barton, 2009, Aleksendric 

and Duboka, 2006, Zaharudin et al., 2011, Xiao and Zhu, 

2010, Ficici et al., 2014, Mutlu, 2009, Anoop et al., 2009, 

Singh et al., 2014).  

In this study, the effect of sliding velocity and braking 

pressure on the dry wear behavior of asbestos free brake 

pad material has been investigated by using integrated 

approach of Taguchi Method (TM) and Response Surface 

Methodology (RSM). The optimal results obtained from 

TM-RSM integrated approach and TM have been 

compared and discussed. Significant improvement in 

wear rate has been obtained by using TM-RSM integrated 

approach. 

 

2. EXPERIMENTAL PROCEDURES  
 

In this study, solid-state technique was used to 

prepare the brake pad materials (15% Phenolic resin, 10% 

Steel Fibers, 15% Copper particles, 10% Cashew dust, 

4% Brass Particle, 10% Graphite, 29% Barite, 7% 

Alumina). Brake pad specimens were manufactured 

approximately 25.4 mm in diameter by a conventional 

procedure. All constituents were weighed and then mixed 

for 3–4 min for obtaining a homogeny dispersion. The 

mixture was hot pressed at 150 °C and 15 MPa load for 

10 min. The experimental study was completed by 

following the procedure shown in Fig. 1. Wear tests were 

performed under unlubricated condition using a pin on 

disc tester with GG 20 gray cast iron as the counter face 

with a hardness of 200 HB and the average surface 

roughness of 1.50 µm. Contact temperatures between 

samples and disc were measured as 50-175 °C during 

wear test. Specific wear rate was calculated by using Eq. 

(1). 
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m m
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R n f 
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                              (1) 

 

where, v is specific wear rate (cm3/Nm), m1 is mass 

of brake pad before testing (g), m2 is mass of brake pad 

after testing (g), n is total revolution, Rd is radius of disc 

(m), fm is average friction force (N), ρ is density of brake 

pad (g/cm3) (TS 555, 1992). 

 

 
 

Fig. 1. A schematic diagram of the experimental study 

 

Sliding velocity and braking pressure has been 

selected as input parameters, and wear rate has been 

selected as output parameter. Input parameters and their 

levels have been shown in Table 1. Taguchi analysis was 

performed by using Minitab 17 software. 

 

Table 1. Factors and their levels for Taguchi design 

 

Factors Levels 

Level 1 Level 2 Level 3 

Braking 

pressure (kPa) 

500 600 700 

Sliding 

velocity (m/s) 

6 7.5 9 

 

RSM with CCD was used for designing and analyzing 

experiment by using The Design of Expert 7 software. 

CCD was used to obtain a mathematical model of wear 

rate (cm3/Nm) as a function of the sliding velocity (m/s) 

and braking pressure (kPa). The optimal value of each 

parameter obtained from Taguchi analysis has been 

considered as a central value as “0” for the CCD matrix 

(Yadav, 2017). The range of each parameter was coded in 

five levels (−1.41, −1, 0, 1, 1.41). The levels of input 

factors are shown in Table 2. The relationship between 

the actual and coded values of factors was calculated by 

using Eq. (2). 
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where x1 is braking pressure, x2 is sliding velocity. 
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Table 2. Factors and their levels for CCD 

 

Factors/Levels -1.41 -1 0 +1 +1.41 

Braking 

pressure (kPa) 
360 400 500 600 641 

Sliding 

velocity (m/s) 
5 6 9 12 13 

 

3. RESULTS AND DISCUSSION 
 

3.1. Optimization of Wear Rate Using Taguchi 

Method 
 

TM is a very effective statistical technique to deal 

with responses affected by number of variables. TM has 

been used to analyze and optimize single performance 

characteristic of manufacturing process. TM uses 

specially constructed tables named as “orthogonal array” 

to design of experiments and using of these orthogonal 

arrays reduces the number of experiments. Three 

categories for S/N ratios is suggested depending on the 

type of characteristic; smaller is better, nominal is the best, 

and higher is better.  

Since lower wear rate, wear loss, surface roughness, 

tool wear and cutting force are desirable, smaller values 

are always preferred in this case (Asiltürk and Akkuş, 

2011, Phadke, 1995).  

In the present study, the S/N ratio was chosen 

according to the criterion the smaller the better, in order 

to minimize the response. The loss function of the smaller 

the better for response was calculated using Eq. (3). 

 

2
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n
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 


                                        (3) 

 

where η is the S/N ratio, n is the number of trials, yi is 

the experimental value of the i th trial in experiments. 

 

Table 3. Orthogonal array of Taguchi for wear rate and 

results 

 

Trial 

no 

A 

(kPa) 

B 

(mm/s) 

v 

(cm3/Nm) 

S/N 

(dB) 

1 500 6 0.116 18.71 

2 500 7.5 0.113 18.94 

3 500 9 0.110 19.17 

4 600 6 0.190 14.42 

5 600 7.5 0.180 14.89 

6 600 9 0.172 15.28 

7 700 6 0.255 11.87 

8 700 7.5 0.250 12.04 

9 700 9 0.248 12.11 

 

The experiments were performed according to L9 

array based on Taguchi method. Each factor level 

combination was repeated three times and a total of 27 

tests were concluded and the mean values were reported. 

Experimental conditions and results have been presented 

in Table 3. The average test results for the wear rate 

values were transformed into a signal-to-noise (S/N) ratio 

by using Eq. (2) (Table 3). The mean S/N ratio for each 

level of the control factors for wear rate was calculated 

and listed in Table 4. Mean of S/N ratios variation for 

each level has been shown in Fig. 2. It is seen from Fig. 2 

and Table 4 that the first level of A factor, and the third 

level of B factor are higher and therefore the combination 

of parameters is A1B3. Consequently, the optimum wear 

condition of the brake pad material for wear rate was 

determined 500 kPa for the braking pressure and 9 mm/s 

for the sliding velocity. 

 

Table 4. Mean S/N ratios (dB) for wear rate 

 

Control 

factors/

Levels 

1 2 3 ∆ Rank 

A 18.94 14.86 12.01 6.93 1 

B 15.00 15.29 15.52 0.43 2 

 

 
 

Fig. 2. Mean of S/N graph for wear rate 

 

Further, relative effect of each design parameter is 

determined by the ANOVA test. Table 5 shows the 

ANOVA values for the experimental results. The most 

significant parameter affecting on wear rate was 

determined that braking pressure (99.28%) at 95% 

confidence level. Furthermore, F ratios and their percent 

contribution were taken into consideration to identify the 

significance level of the control variables. 

 

Table 5. ANOVA results for wear rate 

 

Source A B Error Total 

Degrees of 

freedom 
2 2 4 8 

Sum of squares 0.02857 0.00016 0.00004 0.02877 
Mean square 0.01428 0.00008 0.00001  

F-value 1266.63 7.16   

P 0.000 0.048   
Contribution 

(%) 
99.28 0.562 0.156 100 

 

3.2. Confirmation Test 
 

Confirmation test was performed to verify 

experimental conclusions using optimal level of control 

variables. The predicted value of S/N ratio can be 

computed by Eq. (4). Table 6 shows that the comparison 

of the initial, actual and predicted values. 
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where 𝜂̂ is the predicted  value of S/N ratio, ηm  is the 
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total mean of S/N ratio, ηi  is the mean of S/N ratio,  j is 

the number of the main design parameters the affect the 

quality characteristic. 

The predicted optimal wear rate (vp) was calculated 

Eq. (5) by considering individual effects of the factors 

(A1B3), and their levels. Optimal wear rate was computed 

as 0.118 cm3/Nm. Percentage error (%) was determined 

as 7.27 for the actual wear rate, 0.83 for the S/N ratio. The 

improvement in wear rate (38.88%), mean quality loss 

(28.74%) has been obtained as compared to the initial set 

value of control variables. Based on the confirmation 

experiment results, wear rate decreased 1.64 times. 

 

vp = Tv + (A1-Tv) + (B3- Tv)                                          (5) 

 

where Tv is the wear rate total mean value. 

 

Table 6. Results of   the confirmation experiments 

 
 Level v 

(cm3/Nm) 

S/N 

(dB) 

Initial combination A2B2 0.180 14.89 
Optimal 

combination 

Experiment A1B3 0.110 19.17 

Prediction A1B3 0.118 19.33 

Error (%) - 7.27 0.83 
Improvement (%)  38.88 28.74 

 

In practice, the quality losses between initial and 

optimal combination are calculated by Eq. (6). It was 

calculated   as   37% for wear rate. Thereby, quality losses 

for the wear rate was reduced 63% by using Taguchi 

method. 

 

𝐿𝑜𝑝𝑡(𝑦)

𝐿𝑖𝑛𝑖(𝑦)
= [

1

2
]

∆𝜂/3
               (6) 

 

where Lopt(y) and Lini(y) are optimal and initial 

combinations, respectively. ∆η is   the difference between 

S/N ratios of optimal and initial combinations. 

 

3.3. Prediction of Wear Rate Using RSM 

Technique 
 

RSM is a statistical technique for the modeling and 

analysis of problems in which a response of interest is 

influenced by several variables and objective is to 

optimize this response. CCD is an experimental design in 

RSM for developing a predictive model for the response 

variable. This design consists of a factorial portion and 

axial portion and a central point (Myer and Montgomery, 

2002, Sagbas et al., 2009). 

The first order and second order model polynomial 

model can be expressed by the general Eq. (7) and Eq. (8), 

respectively. 

 

y = 𝛽0 + ∑ 𝛽j𝑥j + 𝜀  k
j=1                       (7) 

 

𝑦 = 𝛽0 + ∑ 𝛽𝑖𝑥𝑗
𝑘
𝑗=1 + ∑ 𝛽𝑖𝑗𝑥𝑗

2𝑘
𝑗=1 +   ∑ ∑ 𝛽𝑖𝑗𝑥𝑖𝑥𝑗

𝑗
𝑗

𝑘−1
𝑖 + 𝜀   (8) 

 

where y: response, β0: constant, β1 ,…, βk: regression 

coefficient, x1, x2 ,…, xj: input factors, k: number of input 

factors, i=1,2, …, k-1 and j=1,2, …, k, Ɛ: random error 

Sliding velocity and braking pressure were 

considered as model variables and wear rate as a response 

variable. The Design Expert 7 software was used for 

designing and analyzing experiment. CCD was used to 

obtain a mathematical model for wear rate (cm3/Nm) as a 

function of the sliding velocity (m/s) and braking pressure 

(kPa). Experimental levels for input parameters were 

selected according to a CCD. The plan of experiments 

was made by randomizing the experiments to avoid 

accumulation of errors. The experiments were conducted 

based on randomized run number. Three replications of 

each factor level combinations were conducted and 

average values were reported. 

The predicted and experimental (actual) wear rate 

values of based on the CCD rotatable design are presented 

in Table 7. 

The relationship between wear rate and control 

factors is expressed as Eq. (9). 

 
2

11 013,0032.011.0 xxv ++=                          (9) 

 

where; v is the estimated wear rate, x1 is the coded 

factor that represents the braking pressure. 

 

Table 7. Actual and predicted wear rate (cm3/Nm) values 

 

Std Run 
P 

(kPa) 

V 

(m/s) 

Actual 
v 

*(10-6) 

Predicted 

v*(10-6) 

% 

Error 

13 1 500 9 0.120 0.110 8.33 

10 2 500 9 0.112 0.110 1.78 

5 3 360 9 0.085 0.093 9.41 

6 4 640 9 0.175 0.180 2,85 

12 5 500 9 0.110 0.110 0.00 
4 6 600 12 0.162 0.150 7.40 

1 7 400 6 0.110 0.100 9.09 

11 8 500 9 0.111 0.110 0.90 
7 9 500 5 0.118 0.130 10.16 

3 10 400 12 0.100 0.093 0.16 

2 11 600 6 0.180 0.170 5.55 
9 12 500 9 0.115 0.110 4.34 

8 13 500 13 0.105 0.110 4.76 

 
ANOVA has been performed to test the applicability 

of improved model for the experimental data fitted in the 

model or not. Results of ANOVA for wear rate is 

presented in Table 8. Results indicate that x1 and x1
2 are 

significant model terms. Other model term is not 

significant. This insignificant model term is removed in 

developed model. 

 

Table 8. ANOVA results for improved model 

 
Source SS DF MS F 

value 

Prob>F 

Model 9.79E-
003 

5 1.96E-
003 

20.33 0.0005 
significant 

x1 8.40E-

003 

1 8.40E-

003 

87.19 < 0.0001* 

x2 2.69E-

004 

1 2.69E-

004 

2.79 0.1388 

2

1x  1.09E-

003 

1 1.09E-

003 

11.30 0.0121* 

2

2x  7.40E-

005 

1 7.40E-

005 

0.77 0.4098 

x1 x2 1.60E-

005 

1 1.60E-

006 

0.17 0.6959 

Residual 6.75E-
003 

7 9.64E-
005 

  

Lack of 

fit 

6.09E-

004 

3 2.03E-

004 

12.46 0.1690 not 

significant 

*significant factors at 5% significance level 
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As seen from the Table 8, braking pressure has the 

largest F-value which indicates the stronger influence on 

performance characteristics. Similar data is also provided 

by the contribution (%) in Table 5. 

The F calculated value is greater than F table value 

(F0.05,2,5=5.79) and hence the quadratic model can be said 

quiet adequate. Also, mean absolute percentage error 

(MAPE) and coefficient of correlation (R2) were used to 

the developed model as the performance criterion. It was 

found to be as 4.98% for the wear rate. The value of Adj-

R2 between predictive values and experimental results is 

obtained 89% for the wear rate. This values showed that 

the developed quadratic model fit well with experimental 

results and it can be significantly used to predict wear rate. 

 

3.4. Optimization Using TM-RSM Integrated 

Approach and Desirability Functions 
 

After building the regression model, a numerical 

optimization technique using desirability functions 

analysis (DFA) described by Derringer and Suich can be 

used to optimize the response. Single response 

optimization determines how input parameters affect 

desirability of individual response. The objective of 

optimization is to find the best settings that minimize a 

particular response. Desirability ranges from zero to one 

for any given response. A value of one represents the 

ideal case, while zero indicates that one or more responses 

fall outside the desirable limits (Myer and Montgomery, 

2002). DFA was also used control variables to find the 

best combination of control variables in the combined 

approach of TM-RSM. In this analysis, the goal used for 

the wear rate is “minimize” and the goal used for the 

control factors are “within range”. Desirability value was 

obtained as 0.92.  Consequently, the optimum wear rate 

0.093 cm3/Nm was obtained at 400 kPa for the braking 

pressure and 11 mm/s for the sliding velocity  

Comparison of optimization techniques have been 

presented in Table 9. It has been observed that DFA based 

on TM-RSM integrated approach gives (15.45%) lower 

wear rate than result obtained from TM. 

 

Table 9. Comparison of optimization techniques 

 

Optimization 

technique 

Wear rate (cm3/Nm ) Absolute 

Error (%) Optimal       Predicted 

Taguchi 

approach 
0.110 0.118 7.27 

TM-RSM 

integrated 

approach 

0.093 0.091 2.15 

Improvement 

(%) 
15.45 - - 

 

4. CONCLUSION 
 

This study focuses on TM and TM-RSM integrated 

approach for investigating of the wear behavior of the 

asbestos-free brake pad materials. Following conclusions 

based on this study can be drawn from modeling and 

optimizing:  

• The percentage contribution of braking pressure is 

as (99.28%), which follows by sliding velocity (0.562%). 

• Braking pressure is obtained the most significant 

factor affecting wear rate by ANOVA.  

• The percentage improvement in quality loss is 

(28.74%) at optimal parameters combination obtained by 

TM as compared to the initial set parameters. 

• The developed quadratic model capable to predict 

the wear rate with MAPE (4.98%). 

• The optimal combination obtained by TM is as 

braking pressure 500 kPa and sliding velocity 9 mm/s. 

• The optimal combination obtained by TM-RSM 

integrated approach is as braking pressure 400 kPa and 

sliding velocity 11 mm/s. 

• Optimum wear rate value obtained by DFA based 

on TM-RSM integrated approach is better (15.45%) than 

as compared to optimum value of TM approach. 
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ABSTRACT 

The viability of utilizing cheaply sourced quarry tailings (QTs) particles as reinforcing materials for the development of 

low cost high performance aluminium matrix composites for structural and industrial applications was explored. 

Aluminium alloy (A6063) was reinforced with 2 – 10 wt. % of 80 µm QTs particulates using stir casting method. 

Microstructural, mechanical and wear characterisations were carried out on the composites. Micro hardness and ultimate 

tensile strength of the composites were improved with addition of reinforced particulate in the base matrix alloy. Addition 

of quarry tailings reinforcements also decreased the wear rate of the composites from 245 mm/Nm3 to 180 mm/Nm3 for 10 

N and from 260 mm/Nm3 to 135 mm/Nm3 for 15 N. Optical and SEM examinations revealed uniform distributions of the 

QT particles in the molten matrix. 
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1. INTRODUCTION 
 

 Aluminium still remains the most utilised metal as 

matrix material in the development of metal matrix 

composites (MMCs). This is due to the desirable property 

combination which it exhibits thereby making it very 

suitable for a wide range of engineering applications. 

Aluminium matrix composites (AMCs) have been 

explored for varied technical uses due to the high specific 

strength and stiffness, good wear and corrosion 

resistance, good mechanical and thermal properties 

exhibited among others (Alaneme and Bodurin, 2011; 

Alaneme and Sanusi, 2015).  

 Silicon carbide, alumina, boron carbide, titanium 

carbide and tungsten carbide are among the mostly used 

conventional ceramic materials in the development of 

AMCs. However, high cost and limited supply of 

conventional ceramic reinforcing materials especially in 

the developing countries are among the problems 

associated with the development of discontinuously 

reinforced aluminium matrix composites (Bodurin et al., 

2015). Hence, studies have been carried out to find 

inexpensive and effective substitutes to the relatively high 

cost conventional ceramic particulates with the hope of 

still maintaining their high performance level in service 

applications. Aluminium was reinforced with natural 

resource by-products such as fly ash, silica sand, and red 

mud to produce AMCs for properties enhancement 

(Surappa et al., 2008; Rohatgi et al., 2010).   

A large number of composite materials have been 

developed by reinforcing metallic matrix alloy with high 

strength, high modulus and brittle ceramic phase 

particles. Uniform dispersion of reinforcement materials 

in the metal matrix offers improvement in strength elastic 

modulus, corrosion and wear resistance of resultant 

composites (Durowaye et al., 2018). Due to these 

properties, particulate reinforced composites have found 

wide range of applications in the automobiles and 

aerospace industries compared to monolithic alloys. 

Particulate reinforced composites have been considered 

as suitable alternatives to traditional un-reinforced 

monolithic alloys. 

 The search for low cost options in AMCs production 

has led to a number of efforts tailored at utilizing 

industrial and agro waste products as reinforcing 

materials. This has led to the development of hybrid 

composites consisting of an agro-waste derivative 

combined with synthetic ceramic materials or an 

industrial waste combined with synthetic reinforcement 

(Bodurin et al., 2015). However, the final properties of 

the composites depend on individual properties of 

reinforcement and matrix alloy. There are lots of agro 

waste that are being studied but the limitation to their use 

is the preparation which involves drying, burning, 

conditioning, sieving before use as reinforcements and 

these processes increase the production time, cost and 

affect the production rate.  

 One of the industrial by-products that is readily 

available is quarry tailings (QT). QT is generated from 

quarrying activities and is obtained as solid waste during 

crushing of stones to obtain aggregates. It exhibits low 

density and contains ceramic compounds such as silica 

(SiO2) and alumina (Al2O3). It is available in commercial 

quantity at very low cost and studies on its use as 

reinforcement have not been extensive. QT has been 

researched on as partial replacement of cement in 

concretes but very little work has been carried out 

concerning its use as reinforcement for AMCs 

production. It has been used in the production of 

lightweight building materials because of its low density. 

It also offers the possibility of providing cost competitive 

reinforcement in composite production because the cost 

of procuring 500 grams of silicon carbide (SiC) is twice 

that of QT. Most of the limitations of producing 

particulate reinforced AMCs could be remedied with the 

use of quarry tailings. Hence, this study explores the use 

of QT particles as suitable reinforcement and substitute to 

conventional ceramic materials to produce aluminium 

based composite with high performance levels.   

 

2. MATERIALS AND METHODS  
 

2.1. Materials 

 
 The A6063 alloy used for this study was obtained 

from the Nigerian Aluminium Extrusion Company 

(NIGALEX) Oshodi, Lagos, while the quarry tailings 

used as the reinforcement was obtained from a quarry 

company in Akure, Ondo state, Nigeria. The picture of 

the pulverized and sieved quarry tailings is shown in Fig. 

1. The chemical compositions of the aluminium alloy and 

the quarry tailings were determined using the X-ray 

fluorescence (Mini Pal 4 ED-XRF) machine and are 

presented in Tables 1 and 2 respectively. 

 

 
Fig. 1. Picture of 80 µm quarry tailings particles 

 
Table 1. Chemical composition of A6063 alloy 

 

Element Si Fe Cu Mn Mg Ti Ni Zn Al 

Weight (%) 0.366 0.351 0.026 0.013 0.514 0.014 0.0053 0.120 98.56  
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Table 2. Chemical composition of quarry tailings 
 

Compound SiO2 Al2O3 Fe2O3 CaO MgO K2O TiO BaO 

Weight (%) 64.97 14.86 6.27 4.92 2.68 3.09 1.14 0.001 

 

2.2. Materials Preparation and Composite 

Samples Production      
 

 The A6063 alloy was cut into small sizes for ease of 

weighing. The quarry tailings were pulverized in a ball 

mill and sieved to 80 µm particle size. The quantities of 

the A6063 alloy to be melted were calculated based on 

the size of the mould that was used. The measurement 

was done using a digital weighing balance model 

UW1020H. The proportion of the materials mixture is 

presented in Table 3. The quarry tailings particles were 

preheated in an oven at a temperature of 2500 C for an 

hour in order to remove moisture and improve wettability 

with the molten A6063 metal alloy. The A6063 alloy was 

melted at 7500 C in a gas fired crucible furnace. The 

molten metal alloy was allowed to cool to 6000 C to reach 

a semi-solid state. Stirring of the melt was carried out at 

this temperature for about 2 minutes before pouring 

appropriate quantities (2, 4, 6, 8 and 10 wt. %) of the 

preheated quarry tailings into the molten alloy and also 

stirred for about 5 minutes. The composites slurry was 

afterwards heated to 8000 C and stirred at 300 rpm for 10 

minutes before pouring into a cylindrical metallic mould 

of diameter 16 mm and length 60 mm. Manual stirring 

was done using a long stainless steel rod to avoid 

clustering and to achieve good dispersion of the particles 

in the melt. The cast samples (Fig. 2) were allowed to cure 

at room temperature for 24 hours after which they were 

removed from the moulds.  

 

 

 

2.3. Microstructural Characterisation 

 

 The microstructure and the chemical compositions of 

the phases present in the test samples were examined 

using an X-SUPREME 8000 by Oxford instruments, 

USA. 

 

2.4. Tensile and Ductility Characterisation 

 

 The test samples were prepared using qualilathe-210–

CNC lathe machine and an Instron universal testing 

machine was used to determine the tensile property of the 

samples at room temperature based on ASTM 8m-15a 

standard. circular tensile test piece with one step grip was 

used with dimension of 5 mm diameter and gauge length 

of 30 mm. The samples were stressed to fracture while the 

data generated was used to evaluate the tensile property. 

the elastic deformation behaviour of the specimens was 

evaluated by the percentage elongation suffered during 

tension. 

 

2.5. Hardness Characterisation 

 

 The hardness behaviour of the composites was 

determined using Wolpert micro hardness tester 930 in 

accordance with ASTME 384 standard. A direct load of 

5 kg was then applied on each of samples for about 10 

secs. The micro hardness tester was placed on the sample 

to make indentation at three different positions in the 

sample and the average reading values were selected. 

 

Table 3. Proportion of the materials mixture 

 

Samples Aluminium Quarry tailings Total 

(g) 

 (g) (wt. %) (g) (wt. %)  

1 384.15 100 - - 384.15 

2 376.47 98 7.69 2 384.16 

3 366.60 96 15.27 4 381.87 

4 356.82 94 22.78 6 379.60 

5 347.12 92 30.18 8 377.30 

6 337.51 90 37.51 10 375.02 

 

 
 

Fig. 2. Picture of some of the composite cast samples 
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2.6. Impact Characterisation 
  

A V-notch was cut on each sample, using a 

Hounsfield notching machine ensuring that the notch 

screw is set at a depth of 2 mm so that the cutter just 

touches the piece. Each test piece was broken with a 

pendulum on the Hounsfield balanced impact machine 

and the energy absorbed in fracturing is measured. The 

test was performed on different samples of the composite 

and average value of each result were taken. 

 

2.7. Wear Characterisation  

 
 The wear characterisation of the composites was 

evaluated using a Din abrasion tester FE05000. 

Cylindrical pin samples of 10 mm diameter and 20 mm 

height were machined from the 16 mm rod. The surface 

of each sample was prepared with 220 grit SiC abrasive 

paper. The test was carried out using applied loads of 10 

N and 15 N, sliding speed of 0.32 m/s, sliding distance of 

1 m and a constant time of 2 minutes. The rubbing action 

between the sample and the abrasive wheel driving the 

rotation motion of the machine resulted in the generation 

of loosed composites debris from the samples surface. 

The weight of the samples was measured before and after 

each test using a digital weigh balance with model 

number UW102H and the wear rate was determined using 

‘‘Eq. (1)’’ (Agunsoye et al., 2018). 

 

R = 
∆𝐖

𝐒𝐀
                                                                             (1) 

 

where, 

 

R is the wear rate, ΔW is the weight difference of the 

sample before and after the test in mg, S is total sliding 

distance (m) and A is the applied load (N). 

 

3. RESULTS AND DISCUSSION 
 

3.1. Composition and Microstructure 
 

As shown in Table 1, the major constituent of A6063 

alloy is aluminium with 98.56 wt. % while other elements 

are in traces. The result also indicated that silica (SiO2) 

has the highest composition of 64.97 wt. % in quarry 

tailings followed by alumina (Al2O3) with 14.86 wt. % 

while BaO has the least with composition of 0.001 wt. % 

indicating that it is a ceramic compound. Fig. 3 is the 

SEM micrograph of the unreinforced A6063 cast sample 

revealing pores and Al matrix. Fig. 4 shows the SEM 

micrograph of cast sample reinforced with 2 wt. % quarry 

tailings. It shows the uniformly distribution of quarry 

tailings particulates in the aluminum matrix. Fig. 5 shows 

the SEM micrograph of cast sample reinforced with 10 

wt. % quarry tailings. It reveals a homogeneous 

distribution of quarry tailings particulates in the 

aluminum matrix. There is the presence of Al2O3·SiO2 

(mullite) a hard ceramic compound in Figs. 4 and 5 which 

enhanced the hardness of the samples. 

 

 

              
Fig. 3. SEM micrograph of unreinforced A6063 cast 

sample  

            

 
Fig. 4. SEM micrograph of cast sample reinforced with 2 

wt. % quarry tailings 

 

      
Fig. 5. SEM micrograph of cast sample reinforced with 

10 wt. % quarry tailings 
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3.2. Tensile Strength 
  

The tensile strength of the composites increased 

steadily with increase in quarry tailings addition as shown 

in Fig. 6. 

 

 
Fig. 6. Effect of quarry tailings on the tensile strength of 

the composites 

 

 The unreinforced A6063 cast sample exhibited the 

lowest tensile strength value of 94.52 MPa while sample 

6 reinforced with 10 wt. % quarry tailings exhibited the 

highest tensile strength value of 120.96 MPa which is 28 

% increase over the unreinforced. The increase in tensile 

strength is attributed to the applied load transfer to the 

strongly bonded quarry tailings reinforcements in Al 

matrix which increased dislocation density near matrix-

reinforcement interface. Also, the grain refining 

strengthening effect as well as the uniform distribution of 

the quarry tailings particulates in the aluminum matrix 

enhanced the tensile strength of the composites. 

 

3.3. Ductility 
 

 There was a steady decrease in elongation of the 

composites as the weight percentage of the quarry tailings 

increased as shown in Fig. 7. The unreinforced A6063 

cast sample exhibited the highest elongation value of 

16.442 % while sample 6 reinforced with 10 wt. quarry 

tailings exhibited the lowest elongation value of 6.057 %. 

The gradual reduction in ductility (elongation) of the 

composites was due to the resistance offered to the flow 

ability of aluminium matrix by the quarry tailings 

particulates as the weight of the quarry tailings particles 

increased. Similar results were obtained by Ramesh et al. 

(2013).  

 

 
Fig. 7. Effect of quarry tailings additions on the ductility 

of the composites 

 

3.4. Hardness  
  

There was a steady increase in the hardness of the 

composites as the weight percentage of the quarry tailings 

increased as shown in Fig. 8. The unreinforced A6063 

cast sample exhibited the lowest hardness value of 34.16 

HV while sample 6 reinforced with 10 wt. % quarry 

tailings exhibited the highest hardness value of 49.95 HV. 

The presence of Al2O3·SiO2 (mullite) a hard ceramic 

compound from the quarry tailings offered resistance to 

surface plastic deformation during indentation. This 

rendered its inherent property of hardness to the soft 

matrix which significantly increased the hardness value. 

Again, the uniform dispersion of the quarry tailings 

particles and strong interfacial bonding between the 

reinforcement and the matrix alloy also enhanced the 

hardness of the composites. Similar observation was also 

reported by (Kalaiselvan et al., 2011).  

 

 
Fig. 8. Effect of quarry tailings additions on the hardness 

of the composites 
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3.5. Impact Energy 
 

 Fig. 9 shows a steady decrease in the amount of 

energy absorbed by the composites prior to fracture. The 

unreinforced sample exhibited the highest energy of 

39.44 J while sample 6 reinforced with 10 wt. % quarry 

tailings exhibited the lowest impact energy value of 27.61 

J. The gradual decrease in the amount of impact energy 

of the composites is due to the increased presence of hard 

and brittle quarry tailings particles in the soft Al-matrix 

alloy.  

 
 

Fig. 9. Effect of quarry tailings additions on the impact 

energy of the composites 

 

3.6. Wear Characteristics 
 

 As illustrated in Fig. 10, the unreinforced sample 

exhibited the highest wear rate of 245 mm/Nm3 and 260 

mm/Nm3 at 10 N and 15 N respectively while sample 6 

reinforced with 10 wt. % quarry tailings exhibited the 

lowest wear rate of 180 mm/Nm3 and 225 mm/Nm3 at 10 

N and 15 N respectively.  

 

 
 

Fig. 10. Effect of quarry tailings on wear rate of the 

composites 

 

The wear rate of the composites decreased with 

increasing quarry tailings addition which indicated the 

effect of concentration of quarry tailings reinforcement in 

reducing wear. This observation was similar to the one 

reported by Aigbodion and Akadike, (2010). Increased 

wear rate at higher load of 15 N was due to increased 

plastic deformation of the composites in the friction 

surface as a result of increase in the shear force between 

asperities and the ploughing force of asperities. Similar 

observation was also reported by Djafri et al. (2014) and 

Yawas et al. (2016).  

The wear resistance of the composites is attributed to 

the presence of hard materials like alumina, silica and 

CaO in the quarry tailings. These acted as hard solid 

particles which improved the wear resistance. The strong 

interfacial bonding between the quarry tailings particles 

and the matrix alloy also enhanced wear resistance ability 

of the composites.  

 

4. CONCLUSION  

 Quarry tailings reinforced A6063 composites have 

been successfully developed by the stir casting method. 

The 10 wt. % quarry tailings reinforced aluminium matrix 

composites exhibited desirable mechanical properties in 

terms of tensile strength (120.96 MPa) and hardness 

(49.95 HV). This composite also exhibited the low wear 

rate of 180 mm/Nm3 and 225 mm/Nm3 at 10 N and 15 N 

respectively. There was significant improvement in 

tensile strength and hardness of the composites with the 

addition of quarry tailings particulates. The uniform 

dispersion of the quarry tailings particles in the 

aluminium matrix coupled with the strong interfacial 

bonding between the quarry tailings particles and the 

matrix alloy enhanced the mechanical properties and 

wear resistance ability of the composites. This study has 

shown that quarry tailings has the potential of serving as 

reinforcement substitute for the expensive conventional 

ceramic materials in the development of AMCs. 
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ABSTRACT 

The assignment process of invigilators to the exams could be difficult and time-consuming process when there are too 

many exam centers and the invigilator who will assign. In particular, due to the constraints of assignment according to the 

characteristics of the invigilators, keeping the assignment process taking into account the officer's preferences and the fact 

that the test centers have a certain capacity makes the problem very complicated. In this study, the situation was considered 

as an assignment problem. To solve this complicated situation, we formulated the problem, with the constraints of the 

capacity of exam centers, type of the invigilator, type of centers and other restrictions. An algorithm for model 

implementation was developed and automation suitable to the algorithm was written in C# language. The model was then 

applied to the case of exam invigilators assignment at Open Distance Faculty of Anadolu University. All the assignment 

process time is reduced from weeks to several minutes. 
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1. INTRODUCTION 
 

The assignment of personnel in appropriate positions 

in terms of their capabilities and characteristics increases 

staff satisfaction, optimizes resources utilization and 

increases performance. However, assigning personnel to 

appropriate positions in the context of a number of 

constraints is a complex problem. The assignment 

problems examine the distribution of a certain number of 

resources among the various targets. These problems 

have been subject to many scholarly works (Diaz 2001, 

Burkard 2002, Loiola, de Abreu et al. 2007, Oncan 2007, 

Pentico 2007, P. Tapkan 2008, K.Bhunia 2010, G. Liu 

2011). The solution of problems in many different areas 

of life such as nurse assignment (Liang and Turkcan 2016, 

Wang, You et al. 2017), invigilator assignment (Hanum, 

Romliyah et al. 2015), airway fleet assignment 

(Subramanian, Scheff et al. 1994, Özener, Matoğlu et al. 

2017), traffic assignment (Patriksson 2015, Poole and 

Kotsialos 2016), shift assignments(Hojati 2010) has been 

frequently researched in the literature. 

The exam invigilator assignment problems, a type of 

assignment problem, are a problem that universities meet 

more than once each semester. There are several ways to 

solve this problem. One of these ways is the solving of 

the problem manually by a person who has a lot of 

knowledge and experience about the subject. In this case, 

the probability of making a mistake will be significant 

and the time to be spent according to the magnitude of the 

problem will also increase. Another solution method to 

the exam assignment problems is the using of 

mathematical models. In this case, the problem will be 

mathematical programming model, then the solution will 

be realized with the help of necessary algorithms. For 

example, Elizondo (Elizondo 1994) examined the 

problem of the assignment of n number of students to m 

number of schools in his study. The objective of their 

proposed model was to minimize the total distance.  As a 

similar problem to invigilator assignment problem, 

Elloumi (Elloumi, Kamoun et al. 2014) studied the 

problem of the assignment of exams and classes. The 

objective of their model was to minimize the number of 

students that were not assigned. Karimzadeh and Zhai 

(Karimzadehgan and Zhai 2012) modeled a committee 

review team assignment problem as an integer 

programming problem and solved it by using an 

algorithm that was developed by them. In another study, 

a model was developed to assign an invigilator to exams 

for the Carleton University in Ottawa. The system 

combines special heuristics, genetic algorithm framework 

and ready software tools (Awad and Chinneck, 1998). 

Taha and Mansour (Mansour and Taha, 2015), used a 

solution for the proctor assignment problem based on the 

Bee Colony meta-heuristic algorithm. They stated that 

their proposed method maximized the preferences of 

proctors and balanced the workload of proctors. 

In this study, we propose a new method and decision 

tool to assign invigilators to the exam centers. To 

accomplish this, an assignment system was designed that 

takes into account many constraints such as the 

invigilators’ preferences, the detailed of previous exams 

and invigilators, the features of the centers.  

The study started with the database creation process. 

This database contains information such as supervisors' 

titles, years of work, exams they have already assigned. 

While ensuring that the exams are carried out without 

errors, the comfort and satisfaction of the assigned 

invigilator are also taken into consideration. For this 

reason, to be re-created before each exam, a preference 

table consisting of centers where the invigilators would 

like to work is added to the database. In addition, since 

the characteristics of the examination centers are not the 

same in terms of transportation, comfort and social 

facilities, tables that are classified according to the 

characteristics of the centers are added to the database. In 

addition, the table has been added to the database to show 

which supervisors have been assigned to the centers in 

previous exams so that each supervisor can be equally 

assigned to different centers (Fig. 1). Then, a 

mathematical model was developed to provide the 

constraints of the problem. An algorithm that realizes this 

model has been developed and an automation written in 

C # language was presented to the university. 

 

 

 

 

 
 

Fig. 1. The details of the created database

The list of constraints

Centers

The detailed data about the  centers 

Preference Data

The list of the centers where the staff 

would like to take part in the relevant 

examination.

Title

Year of study

Invigilators

Detailed Data Abaout the past Exams

Information about staff who took 

part in previous exams.

Constraints

Personal information
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This study is an example of solving large-scale staff 

assignment problems that differ from standard supervisor 

assignment or exam scheduling problems. It provides 

very important tips on how to incorporate special cases 

that may be encountered in real life problems into models 

and how algorithms can be created in this direction. In the 

study, many special cases are mathematically modeled, 

such as the capacity constraints of the centers, detailed 

information about the invigilators to be assigned, the 

centers they prefer, the characteristics of the centers, the 

number of tasks the officials have previously received.  

Another difference from the other studies examined in the 

literature is the dimensional nature of the problem being 

studied in the study. The problem that is examined as an 

example is the process of assigning invigilator to 

examination centers to check exams that a university with 

an open teaching system has done throughout the country. 

Therefore, the characteristics of the test centers such as 

transportation, accommodation, number of schools to be 

audited are included in the appointment procedure. 

 

2. MATERIAL AND METHODS 
 

There are 1671 invigilators and 83 centers considered 

in this problem. The information on how many 

invigilators will be assigned to the center (the capacity of 

the center), the information about the invigilator (the title 

of the invigilator, the year of seniority, if the invigilator 

assigned to the center previously, etc.) are stored in the 

database. And the database in which the obtained data is 

stored, the created model and the assignment system are 

shown in Fig. 2. 

 

 

 

 

 
 

Fig. 2. The overview of the system 

 
In this problem, all centers are divided into six groups 

according to their characteristics.  The highest score was 

given to the group with the best features and the lowest 

score was given to the group with the worst features. In 

this sense, the other groups have scored from one to six. 

Then, in the past years, according to the information 

about which invigilators was assigned to which center, 

the score of the group where each center is located is 

determined as the score of invigilators. These points are 

used to give priority to the invigilators with low scores in 

order to perform a fair assignment. To reflect this in the 

mathematical model, the minimization of the total score 

of the invigilators is considered an objective function in 

the model. The assumptions of the problem are as 

follows:  

• The invigilators should not be assigned to the 

center to which they were previously assigned; 

• The invigilators that were assigned during the 

previous exam should not be assigned in the current exam. 

 

2.1. The Proposed Mathematical Model 
 

In this problem, the objective is to find the correct 

invigilator group in order to minimize the total score 

under the constraints. In the proposed model there are 

seven constraints, one decision variable(Ygm) and two 

indices that represent invigilators(g) and the centers(m). 

 

Notation: 

Model indices, parameters, and decision variables are 

given below: 

 

Indices: 

g=1…G, invigilator. There are G units of invigilators in 

the problem. 

m=1…M, centers: There are M units of centers in the 

problem.  
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Parameters: 

  

 𝑃𝑔 : The total score of the invigilator.  

 

 𝑃𝑟𝑔 =  {
1,           If the title of the invigilator g is proffesor.               
0,          otherwise                                                                            

 

 

𝐀𝐠

=  {
𝟏, 𝐈𝐟 𝐭𝐡𝐞 𝐭𝐢𝐭𝐥𝐞 𝐨𝐟 𝐭𝐡𝐞 𝐢𝐧𝐯𝐢𝐠𝐢𝐥𝐚𝐭𝐨𝐫  𝐠 𝐢𝐬 𝐫. 𝐚𝐬𝐬𝐢𝐬𝐭𝐚𝐧𝐭.                                         

𝟎 , 𝐨𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞                                                                                                       
 

 

𝑆𝑚= The number of the invigilator that must be assigned 

to the centre m. 

 

Tgm = The state of the invigilator g to choose the centre 

m.  

 

B(g,m) = The state of whether the grouping of centres 

agrees with the groupings of the centres that invigilators 

were assigned previously. 

 

𝐃𝐠 = The semester of the exam that the semester of the 

last assignment of the invigilator g. 
 

Decision Variable: 

  

𝐘𝐠𝐦 = {
𝟏, 𝐈𝐟 𝐭𝐡𝐞 𝐢𝐧𝐯. 𝐠 𝐢𝐬 𝐚𝐬𝐬𝐢𝐠𝐧𝐞𝐝 𝐭𝐨 𝐭𝐡𝐞 𝐜𝐞𝐧𝐭𝐞𝐫 𝐦                             
 𝟎, 𝐨𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞                                                                                     

 

 

Model  

 

Min Z=∑ ∑ (𝑃𝑔 ∗ 𝑌𝑔𝑚 ∗ 𝑇𝑔𝑚  ∗ 𝐵(𝑔, 𝑚))𝐺
𝑔=1

𝑀
𝑚=1           (1) 

 

∑ 𝑌𝑔𝑚 ≤ 1𝑀
𝑚=1                      (g=1,...,G)                                   (2)   

 

∑ 𝑌𝑔𝑚 = 𝑆𝑚
𝐺
𝑔=1                      (m=1,...,M)                                 (3)  

 

 ∑ 𝑃𝑟𝑔𝑌𝑔𝑚 ≥ 1𝐺
𝑔=1                 (m=1,...,M)                                  (4)  

 

∑ 𝐴𝑔𝑌𝑔𝑚 ≥ 1𝐺
𝑔=1                (m=1,...,M)                        (5) 

 

∑ 𝐷𝑔𝑌𝑔𝑚 = 0𝐺
𝑔=1                (m=1,...,M)        (6) 

 

𝑌𝑔𝑚 ∈  {0,1}                            (7) 

 

The total score of the invigilator  𝑷𝒈 is calculated with 

the data stored in the database. This data includes the 

centers where the officers were previously assigned and 

the scores of these centers. 

The objective function (1) minimizes the total score 

of the invigilator that is chosen and assigned to center m. 

The parameter Tgm is used for preventing the assignment 

of invigilator that did not choose the center with a big 

value, such as 1000. Constraint (2) ensures that each 

invigilator cannot be assigned more than one center. In 

constraint (3), the number of invigilators that is assigned 

to the center must be equal to the capacity of the center. 

Constraint (4) states that at least one invigilator who is 

professor must be assigned to each center, while 

constraint (5) ensures that at least one invigilator who is 

research assistant must be assigned to each center. The 

constraints (4) and (5) ensures that (upon management's 

request), at least one experienced, and one inexperienced 

invigilator should be assigned to each center. The 

constraint (6) ensures that the invigilator cannot be 

assigned in the same period as the previous assignment.  

 

2.2 Proposed Algorithm 
 

In order to apply the constraints, we developed an 

algorithm. The general approach of the algorithm is to 

give priority to the invigilator with the smallest score.  

The constraint (6) ensures with the first step of the 

algorithm. In this step, the procedure is starts with the 

selecting the invigilator whose last assignment period is 

different from the present exams period. To agree with 

the constraints (4) and (5), which stated that at least one 

professor and one research assistant must be assigned to 

each center, the algorithm consisted of three main parts; 

i.e., find a professor, find a research assistant, and find 

other invigilators. The invigilator assigned to a center 

with the help of the algorithm are removed from the 

processing pool. Thus, this striker is not assigned to 

another center. In this way, an attendant whose 

mathematical model is developed can be assigned to a 

maximum number of centers. Thus, the constraint (2) in 

the developed mathematical model is ensured.  

Each main part has own three iterations. In Fig. 3, 

there is the algorithm to find a professor to the centers. 
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Fig 3. Find an Invigilator Who are a Professor 

 
In the first iteration, a search was conducted for 

appropriate invigilators among the group that prefers that 

center, and this process was repeated for each center. In 

the second iteration, if an insufficient number of 

invigilators was assigned to the center, the appropriate 

invigilator was searched for among the invigilators that 

preferred another center in the same group as the original 

center but were not assigned it in the first iteration. This 

process was also repeated for each center. In the last 

iteration, if there was still an insufficient number of 

invigilator assigned to the center, the appropriate 

invigilator was searched for among the invigilators that 

were not assigned in the first two iterations.  

After the assignment of invigilators who are a professor, 

the assignment of other invigilators who are the research 

assistant is performed. In Fig. 4, there is the algorithm to 
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find invigilators, who are the research assistant, to the 

centers. It is ensured that the assigned officers are 

removed from the transaction pool by the help of 

algorithm. In this way, an attendant whose mathematical 

model is developed can be assigned to a maximum 

number of centers. After the assignment of invigilators 

who are research assistant, the assignment of other 

invigilators is performed. In Fig. 5, there is the algorithm 

to find an invigilator to the centers. 

 

 

 
 

Fig. 4. Find an invigilator Who are a Research Assistant 
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Fig. 5. Find an invigilator to the centers 

 
3. RESULTS AND DISCUSSIONS  

 

The assignment software was developed in the C# 

language in accordance with the algorithm. Thus, the 

result of the problem is directly linked to the preferences 

of the invigilator, and different preference scenarios are 

developed and the model was run again for these new 

situations. The profile of each invigilator member is 

simulated using three choices and these three choices are 

randomly created. While creating the choices for the 
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centers, the information regarding which invigilators 

were assigned previously is removed from the pool. The 

total score of each member of invigilators is calculated 

with the data from previous assignments. In the first 

scenario, when the invigilator prefers three centers from 

three different center groups, whereas in the second, an 

invigilator selects two centers from three different groups. 

In the third scenario, the invigilator selects six centers 

from three different groups. The evaluation of the 

assignment is shown in Table 1. 

 

Table 1. Assignment Evaluation Data 
 

  

The 

Number of 

Assigned) 

Invigilator 

The 

Number of 

invigilator 

assigned to 

their 

Preference 

The Rate of 

Assignment 

to 

Preferences 

Scenario 1 379 326 0,86 

Scenario 2 379 362 0,97 

Scenario 3 379 379 1 

 

In the first scenario, there are 379 invigilators was 

assigned to the centers and 326 of these invigilators were 

assigned to their preferred centers. In the second scenario, 

362 of 379 invigilators was assigned to their preferred 

centers. And in the third scenario, all of the 379 

invigilators was assigned to their preferred center. 

 

4. CONCLUSION 

 
In this study, an invigilator assignment for an open 

distance education exam problem was examined as a real-

life problem. The invigilator assignment operations were 

taken as a whole, and the whole process was then revised. 

After reviewing the process flow, the assignment 

problems in the literature were revised, and the problem 

was resolved to be an assignment problem. The 

mathematical model was proposed to solve our problem. 

An algorithm was designed and coded with C# to ensure 

that end users could use the model actively. The current 

invigilator assignment system that used in the university 

has some problems, such as the time and manpower 

needed to perform the assignment, difficulty in evaluating 

the preferences of invigilators, failure to equitably 

assignment of invigilators, and inability to follow 

changes in the system.  

The prepared system assigns the invigilators to the 

appropriate centers taking account of the constraints and 

past scores. Minimizing the total scores of the assigned 

invigilator was considered as the success criterion of the 

assignment. The program was operated according to 

different preferred scenarios and the following results 

were obtained. Making an informed choice seems to play 

an important rate in increasing the success rate. In order 

to increase the success rate, the invigilator should be 

informed about their overall scores while expressing their 

preferences. The output of the developed program varies 

according to the sorting list of examination centers. 

Assignments were made by using 1000 different sets 

where the centers are listed. Sorting was created by 

different methods, which selected the best results out of 

this assignment. In future studies, different sorting 

techniques could be studied to achieve best results.  

The developed system has shown a significant 

success in terms of time efficiency. The final cut of the 

developed system takes a period of approximately three 

minutes to run. With this program, assignment process 

time has been reduced from weeks to minutes. Before 

using this program, the preferences of the invigilator were 

not taken into consideration. While some of the 

invigilators were assigned to the same centers in all 

exams, the other invigilator could not have assigned in 

any exam. The use of this program brought a fair 

assignment system. 
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ABSTRACT 

Folders such as recycle bin are a crucial component of wide working environments like operating systems. In current 

operating systems, such facilities are implemented either in no user-oriented fashion or very poorly. Various intrusion 

detection mechanisms are developed to prevent any damage, but very few offers the repair of the user's file system as an 

additional level of protection. This paper presents how to build a recycle bin mechanism for Unix operating systems 

entirely at the user level. The mechanism involves the control of system resources in a more intelligent way. Programs 

thus are running under greater control, monitoring and analyzing their resource requests. The idea is based on the 

interception of a particular class of system calls, using tracing facilities supported by many Unix operating systems. This 

provides better high level information, and presents efficient techniques to prevent foreign or untrustworthy programs 

from doing any irreparable damage. A program called trash has been constructed and experimented to investigate 

potential consequences of the recycle bin mechanism. The experiments highlight possible overheads imposed on the 

system. The paper also performs a comparative analysis of the trash program with some related approaches and tools 
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1. INTRODUCTION 
 

Recycle bin mechanisms are usually provided for 

file recovery purposes and directly employed by users. 

User-oriented recovery in operating systems has become 

very least concern among past studies, possibly due to 

reasons such as the lack of necessary system facilities. 

The system-wide integrity protection is accomplished 

by third party programs that, once an anomalous state 

has been detected, remove the anomaly from the system, 

restoring the original state. The anomaly removal and 

restoration capabilities of these commercial programs 

fail to completely reverse the effects of an anomalous 

program (Passerini et al., 2009). 

In programs such as editors, users are presented with 

recovery commands (undo, redo, etc.) to meet their 

preservation and restoration requirements. Given an 

operating system, undo and redo commands, which are 

rather useful for smaller environments, do not seem very 

functional to bring back any destructed file seamlessly, 

which is mainly caused by the multi-tasking nature of 

operating systems and possible dependencies between 

user commands. Two forthcoming studies are made on 

Windows, where untrusted programs are monitored, 

logging their operations, (Hsu et al., 2006; Paleari et al., 

2010). Using the logs, it can completely remove 

malware programs and reliably restore the infected data. 

However, it is a recovery facility that is provided for a 

single user environment. 

In modern operating systems, notably POSIX 

compliant ones, recycle bin functionality is integrated 

into a desktop environment and its file manager. Typical 

examples are Microsoft Windows with Windows 

Explorer and GNOME with Nautilus. In such 

environments, an overwritten file does not usually go to 

the recycle bin. In fact, the recoverability of files deleted 

by a program depends on its level of integration with a 

particular desktop environment. Low-level utilities can 

bypass this layer entirely and delete files immediately. 

In Windows or Unix operating systems, a file removed 

through a DOS or terminal window is not placed in the 

recycle bin and so is not recoverable. 

The aim of the paper is to provide a user-oriented 

restoring facility for Unix operating systems. Unlike the 

Windows recycle bin mechanism, the restoring facility 

operates in a more intelligent way, dealing with 

dynamically deleted files as well. In fact, it basically 

deals with only file-related damage of either commands 

issued or applications managed by a user. The damage 

imposed by the system itself as a result of situations 

such as a crash, however, have to be handled by the 

administrator. 

The described mechanism, called trash (TRAcing 

SHell), is implemented using C++, completely at the 

user level without having to modify the existing system 

internals. It consists of two separate subprograms which 

monitor user activities and restore destructed files. The 

monitoring program (monitor) is started as a daemon by 

the administrator, and controls all users' activities. It can 

handle all existing commands and programs, and any 

new ones which have been installed recently. The 

restoring program (restorer) runs as an ordinary 

program, and can be configured for each different user, 

with their own restoring requirements. 

Like all usual recovery implementations, the trash 

mechanism needs to find out what changes each user 

command makes to the file system. Shells in common 

use never know which file operations commands pass on 

to the kernel to execute, since the commands make these 

requests with system calls.  The trash daemon must 

itself monitor file requests of commands. Fortunately, 

many Unix operating systems provide standard tracing 

facilities such as the /proc file system which is used by 

truss-like applications and various intrusion detection 

systems. With these facilities, system calls are 

intercepted and then resumed after the appropriate 

information is extracted. 

 

2. RELATED WORK  
 

Approaches of system protection can be broadly 

divided into two categories; system restoration and 

intrusion detection. System restoration based approaches 

maintain some specific checkpoints in the system and 

roll back a user-selected collection of actions. 

Approaches of intrusion detection can be further divided 

into anomaly detection and misuse detection. Anomaly 

detection based approaches first construct a profile that 

describes normal behaviours and then detect deviations 

from this profile. In contrast, misuse detection based 

approaches define and look for precise sequences of 

events that damage the system. 

System restoration is based on information stored or 

gathered during normal interaction with a program. 

Almost all programs are being currently equipped with 

restoring facilities. In the environments controlled by 

self-contained programs such as editors and painters, the 

provision of recovery support is relatively easy due to 

paucity and known effects of operations. Wide 

environments presented by operating systems are open 

to every kind of operations, and thus the effects of 

system programs must be handled in a more intelligent 

way. Therefore different environments involve 

differentiating types of restoration, which is basically 

associated with the number of users working in them. 

Small environments use data chunks for restoration, 

while wide ones do data files for restoration. Restoration 

in small environments is inherently user-oriented and 

supplied as a result of recovery commands such as undo 

and redo. There are many recovery models introduced 

for such environments where interactions with a single 

user (Vitter, 1984; Spenke and Beilken 2003; Brown and 

Patterson, 2003) or multiple users (Choudhary and 

Dewan, 1992; Berlage and Genau, 1993) are supported. 

Typical examples of those models are history undo 

model (Stallman, 1986), selective undo model (Prakash 

and Knister, 1992) and object-based undo model (Zhou 

and Imamiya, 1997). Restoration in wide environments 

is either system-oriented or user-oriented. As in Unix 

operating systems, system-oriented restoration is carried 

out via backup tapes accessible by only the system 

administrator. As in Windows operating systems, user-

oriented restoration is done via a filestore maintained in 

the system. 

Anomaly detection techniques address the existence 

of an intrusion by considering any abnormalities in user 

or system behaviour as a potential attack (King and 

Chen, 2003; Qiao et al., 2002; Christodorescu and Jha, 

2004). In order to learn normal user or system 

behaviours, most techniques analyze program 

behaviours. Typical examples of analyzing program 

behaviours are the N-gram and FSA-based algorithms 
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(Sun et al., 2005; Wu et al., 2016; Yu et al., 2005), 

which are usually applied to server programs. Both 

algorithms characterize normal program behaviours in 

terms of sequences of system calls. A sequence of 

system calls that have not been observed under normal 

operation of programs is treated as anomalous program 

behaviour. The N-gram algorithm breaks a system call 

sequence into substrings of a fixed length N, and then 

stores these substrings (called N-grams) in a table. The 

FSA-based algorithm maintains state-related information 

(the program state in the point of each system call) as 

system calls is made by a process under normal 

execution, where the system calls correspond to 

transitions in FSA (finite-state automata). The 

performance of these algorithms for three popular 

servers (FTP, HTTP, NFS) can be found in (Sekar et al., 

2001). 

Misuse detection techniques model known attacks 

using patterns and detect them via pattern-matching 

(Abed et al., 2015; Anandapriya and Lakshmanan, 2015; 

Chen et al., 2016; Creech and Hu, 2014; Jose et al., 

2018; Liu et al., 2018). These techniques rely on a wide 

variety of observable data such as system-call data, 

preventing intrusions from either local or remote users 

as a result of evaluating the legitimacy of their activities. 

Many solutions to detecting and preventing intrusions 

are based on the interception of system calls. A recent 

comprehensive review is conducted to assess the 

advantages and drawbacks of intrusion detection 

techniques proposed in the literature (Ramaki et al., 

2018). 

 

3. CHARACTERISTICS OF RESTORATION 
 

In this work, a conventional distinction is made 

between state and file restorations. The restoration of a 

state occurs as a result of undoing or redoing user 

commands. The names and contents of files together 

determine the system state, as well as other components 

such as directories and access permissions. A change in 

file names is considered to move the system into another 

state. So a state recovery means that each component of 

a state affected of the execution of a command is 

reinstated. File restoration is usually different from state 

restoration, which is associated with the contents of files 

only, excluding file names or permissions.   

In practice, this distinction helps provide more 

useful functionalities from the perspective of a user's 

requirement. The user would mainly expect a utility to 

be able to bring the files with the correct contents back. 

In restoration, since the contents are just important, there 

is less information stored to carry out file protection and 

restoration. 

On the other hand, there are some difficulties with 

ensuring the applicability of recovery commands to all 

situations. One important difficulty is the requirement of 

controlling concurrency, where programs interleave. 

Indeed, even if concurrency is controlled desirably, it 

may leave some programs irrecoverable, restricting the 

usability of the recovery mechanism. For example, 

consider the following situation which is led to by 

concurrent execution of two programs, P1 and P2, 

entered in separate command-lines: 

 

10> Delete fileA 5 P1 

11> Create fileA 11 P1 

12> Read fileA 11 P2 

13> Create fileB 13 P2 

14> Read fileB 13 P1 

 

This does not enable both programs to be undone 

separately. Thus it is impossible to get back the old 

version of fileA (version 5). There is no elegant way 

to cope with this situation, because the user is currently 

allowed to specify only one command to undo from the 

history list at a time. This involves considering each 

atomic file operation individually. 

There is a close relationship between file protection 

and safe command execution. The best way of 

protecting a file system is to ensure that every system 

command executes securely. Provision of secure 

execution of commands seems to require restricting the 

environment. There is a lot of work associated with file 

protection, which have concentrated on safe command 

execution, as given in Section 2. Many of previous 

works provide users with restricted environments for 

safe execution of programs. Any destroyed file cannot 

be retrieved. However, the trash mechanism aims not to 

restrict the working environment. 

 

4. DESIGN AND IMPLEMENTATION  
 

The trash program is designed in two components 

(subprograms), namely monitor and restorer, which run 

as separate processes in tracing and restoration modes 

respectively. The monitor component both controls one 

user's activities as a result of tracing user-serving 

programs and stores information required for restoration 

in a directory named trash under the user's home 

directory. The kind of restoration information stored 

depends entirely on intercepted system calls, whose 

effects on the system may vary considerably, and so 

each system call is handled individually. The restorer 

component handles the restoration requirements, 

bringing old versions of files back. 

The owner of these components is the system 

administrator, and thus users are not allowed to directly 

write to the trash directory. This restriction is required to 

protect restoration information against other programs 

executed by users, intentionally or not. Besides, for 

more efficient protection, a system group named restore 

is created, which consists of the name of users to employ 

the trash mechanism, and the group ownership of 

restorer is changed to that. In this way restoration is 

made possible only through the restorer program. 

In order to control all activities of a particular user, it 

is not adequate to trace only login shells for recovery 

purposes. Unix operating systems provide various levels 

of remote access. For each level, there are many tools 

which allow users to manage their accounts remotely, as 

described in Table 1. 

Table 1 also gives the names of daemon processes 

serving the specified tools, which are system-dependent. 

For example, X servers which allow running Unix 

desktop environments such as KDE and GNOME, 

interact with display managers (daemons) such as kdm 

and gdm, respectively. The file-related effects made 

through all such tools need monitoring properly. 
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Table 1. Unix remote access tools and daemons 

 

Tools Instances Daemons 

Telnet/SSH 

client programs 

AxeSSH, FiSSH, 

PuTTy 

telnetd, 

sshd 

FTP/SFTP 

programs 

AceFTP, SmartFTP, 

WinSCP3 
ftpd, sftpd 

X Window 

System servers 

X-Win32, eXceed, 

WeirdX 
kdm, gdm 

Web servers 
Apache, Java Web 

Server 

httpd, 

webservd 

 

Unix environments are full of many utilities used for 

text formatting and program developing purposes that 

produce numerous temporary or permanent files, which 

we call “generated files”. To hold these specific files, 

they can use some subdirectories under the system's root 

directory (e.g., /tmp and /var) or the user's home 

directory (e.g., ~/.netscape and ~/.ssh). In the current 

implementation, all files only in home directories are 

protected by default, except some language and program 

specific files with the extensions “.aux”, “.log”, and “.o”. 

However, each user can individually change the default 

configuration via the menu provided by restorer 

program. 

The trash program stores restoration information in 

two files named .trash and .conf under ~/.trash. The first 

keeps the record of file deletions, while the latter 

contains the names of files and directories that are not to 

be protected by trash. File names can be specified 

explicitly or using some extensions. Other entries in 

~/.trash are copies of files stored as a whole with a 

number extension at the end which is incremented 

sequentially. 

Typical scenario of storing information might be as 

follows. Whenever trash intercepts the open system call, 

it checks the first argument to see whether it points to a 

pathname under the user's home directory. If the file is 

owned by other users or belongs to a standard shared 

library, for example, the open is allowed to go ahead, in 

which case nothing is stored. Otherwise, the second 

argument is checked to see which operation open is to 

perform on the file. In the case of a deletion operation, 

for example, a complete copy of the file is taken. (For 

open, a deletion means modification of the file as a 

result of flags such as O_WRONLY, O_RDWR and 

O_TRUNC.) Then the system call is released to resume 

as normal. The other system calls, such as creat, rename, 

unlink, symlink and link, can also perform deletion 

operations. 

The text-based versions of the monitor and restorer 

programs are currently implemented. During tracing, 

monitor uses each user's own configuration to gather and 

store information. There is no graceful way to 

individually monitor user tasks via separate processes 

due to the fact that a single process can serve more than 

one user. Therefore, only one instance of it is running in 

the system, without spawning one monitoring child 

process for each user. On the other hand, each user 

executes her/his own instance of the restorer program 

from the command line which accesses the .trash 

directory to obtain restoring information. 

All these preparations make the restoration of files 

quite simple. The effect of the restorer program consists 

only of the movement or exchange of file versions 

between the current state and the .trash directory of 

previous versions.  For the restoration of a particular file 

that has been previously deleted by a user task, the 

restorer program firstly checks to see if an overwrite 

occurs. If there is no overwrite operation, it brings the 

deleted file back to the current state and removes the 

related line of the .trash file. Otherwise it warns the user. 

 

5. CONCURRENCY CONTROL  
 

An important issue to handle file restoration is 

concurrency. Subject to their use of system calls, 

processes execute independently of each other and share 

system resources arbitrarily, which can cause non-

determinism. In order to reduce the usual non-

determinism problems caused by uncontrolled sharing of 

resources to a minimum, trash has to handle 

concurrency in a more sophisticated way than the 

operating system or ordinary shells. Fortunately, the 

/proc interface provides a means of monitoring all user 

processes and their descendants via only one tracing 

process. The monitor program behaves like a tracing 

process, using the poll call to listen to process events. To 

efficiently monitor running processes, a process table 

named procT is defined by the following C++ 

structure: 

 
int nprocs; 

int current_time; 

struct pollfd Pollfds[MAXPROCS]; 

struct processTable { 

int         time; 

pid_t       pid; 

int         procfd; 

prstatus_t *pstatus; 

} procT[MAXPROCS]; 

 

where the structure Pollfds are used by poll to perform 

efficient control of process events concurrently. Each 

new process, which is represented by pid, is inserted into 

the table with a unique time entry, using the value 

current_time. Note that parent-child relations do not 

require maintenance in the table. All processes are 

supposed to be at the same level. To detect and record 

their concurrent file accesses, a second table fileT) is 

maintained as follows:  

 
static int nfiles; 

struct fileTable { 

int nprocfds; 

int procfd[MAXPROCS]; 

char *path; 

} fileT[MAXFILES]; 

 

where the attempt of opening a file adds a new entry to 

the table. All processes that hold a single file open are 

kept together within the same entry. 

The time during which a file remains open is usually 

determined by open-like calls and close. However, on 

seeing a close call, We cannot simply assume that the 

process is finished with the related file. One reason is 

the duplications of file descriptors. In this way, a process 

can have some files open even after close, as a result of 

performing system calls such as dup and fcntl. 

The monitoring of system calls that copy existing 
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descriptors is not enough to detect all files a process 

holds open. There is another situation where files might 

remain open. It is associated with inheritance structures 

of processes. When the FD_CLOEXEC flag of a file 

descriptor created by a parent process is clear, the file 

remains open across fork and exec calls, which means 

that its child processes can inherit those file descriptors. 

This complicates the issue of keeping the track of file 

descriptors for each process. 

In fact it is not easy and practical to monitor 

processes for file descriptors information, because it 

imposes numerous dynamic checks on run-time 

environments of processes. We do not deal with file 

descriptors much. For simplicity, it is assumed that a 

process creating or inheriting a file descriptor holds the 

related file open until it terminates. 

File open activities of processes provide the most 

valuable information for trash. Each opening operation 

does not correspond to a backup. For the first process 

that opens a file for writing for the first time, the file is 

copied to ~/.trash. As far as the file remains open, all 

later accesses to it by different processes would have no 

effect on the restoring mechanism (that is, no new copies 

are made). Only after all the related processes end, a 

new process that tries to open the same file for writing 

would cause a backup. 

 

6. OVERHEADS AND PERFORMANCE  
 

In order to measure the whole overheads caused by 

the trash program, the overhead is examined in terms of 

runtime and space usage. Runtime overheads occur with 

both system call interception and execution of 

detection/storing code. Space overheads are caused by 

files stored in ~/.trash. 

 

Table 2. CPU time and disk space overheads of the  

trash program 

 

Program Not Monitored Monitored Overhead 

cp 35ms 37ms 5% 

latex 160ms 182ms 13% 

xterm 390ms 439ms 12% 

emacs 483ms 528ms 9% 

mozilla 2476ms 2552ms 3% 

eclipse 9342ms 9986ms 7% 

smc 12350ms 13015ms 5% 

 

With root privileges we monitor three system 

daemons (e.g. sshd, sftp-server and dtlogin), actually 

grandchild processes through them. The webservd 

daemon could not be monitored satisfactorily, due to the 

absence of the web content that interacts with the file 

system intensively. Table 2 shows the results for certain 

programs which operate on Sun Solaris Sparc machine 

with 2 processors with 1.28GHz each, 4GB of RAM and 

4 Ultra160 SCSI hard disks with 73GB each. The 

machine is daily connected by about 34 users remotely 

through the tools given in Table 1. To get around the 

effects of network environment, the connection times are 

not measured. The CPU time is only given for some 

system programs. For the long-running programs given 

in Table 2, the time measurement is restricted by the 

point the user input is asked (smc is the Solaris 

management console program). 

Compared to techniques for interception of system 

calls within the kernel, user-level mechanisms tend to 

incur significantly higher overheads. This is unavoidable 

because, for each system call, there are additional 

context switches between a process that is handling a 

particular user task and another process that is 

intercepting its system calls. The number of context 

switches depends on how many system calls of interest a 

program issues. Given the file system operations, each 

user program usually need to perform a small number of 

system calls of interest to trash, causing a few context 

switches. For instance, the Unix command “rm *” 

performs one unlink call for each file in the current 

directory. The fact that file system activities of most 

Unix commands are very few introduces trivial 

overheads in the short terms. 

Furthermore, to find out the name and parameters of 

a system call intercepted, the monitoring process is 

required to access the monitored process memory, 

incurring the overhead of system call interception. After 

detecting and decoding a system call, possible storing 

operations are executed, incurring the overhead of 

execution of detection/storing code. 

Disk space overheads are also explored on the 

machine with the specifications described above, for the 

period of one month. For a particular user, the size of 

disk space is increased with 19% of currently occupied 

one. For another user, the increase is only 12%. These 

overheads are imposed by file storing operations, which 

may lead to more space overheads. As a solution to 

keeping space usage down, all stored files might be 

compressed, but this possibly leads to an increase in 

storing time, which is beyond the subject of this paper. 

On the other hand, compared to traditional recovery 

mechanisms, the restoration technique needs less 

amount of space in the command-independent fashion. 

To illustrate, consider the following situation, assuming 

that fileB and fileC does not exist in the current 

state: 

 
P1: rename(fileA, fileB) 

P2: rename(fileB, fileC) 

 

where the rename calls are executed through two 

separate user programs. For purposes of recovery, fileA 

and fileB have to be saved so that they can be 

separately reinstated later. For restoration, there is no 

need to save any file, because the contents of fileA 

remain unchanged, even if it is eventually renamed as 

fileC. 

We also explored that some programs (e.g. an editor 

or painter) can overwrite a file many times during 

execution. In this case, the program carries out many 

deletions of possibly the same file, causing intermediate 

copies of the file to be stored. Most of these deletions 

have no effect on restore operations. So it is unnecessary 

for trash to keep track of them all. Restoration 

information needs only contain at most one copy for a 

single file managed by a program, which corresponds to 

the contents of the file at the time when the program is 

called. 

 

7. COMPARATIVE ANALYSIS 

 

Most literature studies that analyze the trace of 
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system calls focus on intrusion detection systems. 

Although system call data is an instrumental artefact of 

the kernel, it can be modelled to support decision 

making activities of these systems at program level. 

Thus, the anomaly detectors use various modelling 

techniques for assessing the behaviour of processes via 

the sequence of system calls and their arguments. The 

techniques are typically based on sequential features 

(SF), frequency-based features (FF), argument-based 

features (AF) and hidden-markov models (HM). Table 3 

compares our study with some previous work in terms of 

the modelling techniques and the type of intrusion 

detection, which can be supervised or not. 

 

Table 3. Comparison of system call-based modeling 

techniques 

 

Reference Detec. Tech. Supr. 

Anandapriya et al., 2015 Anomaly SF Yes 

Creech et al., 2014 Anomaly SF Yes 

Gupta et al., 2015 Misuse SF No 

Xie et al., 2014 Anomaly FF No 

Haider et al., 2015 Anomaly FF No 

Hoang et al., 2009 Hybrid HM Yes 

Hu et al., 2009 Anomaly HM No 

Sekar, 2001 Anomaly AF No 

Mutz, 2006 Anomaly AF No 

Our approach Hybrid AF Yes 

 

Another comparison is conducted based on different 

performance criteria such as scalability (Scal.), space 

complexity (Space), time complexity (Time) and 

detection robustness (Rbst.). Table 4 shows the analysis 

results for various detection systems. 

 

Table 4. Comparison of various detection systems based 

on some performance criteria 

 

Reference Scal. Space Time Rbst. 

Fuse et al., 2017 Low High Low Low 

Yolacan et al., 2014 High High High High 

Hu et al., 2009 High Low Low Low 

Zhou et al., 2008 High High High High 

Zhang et al., 2006 High Low High High 

Hoang et al., 2009 Low Low High High 

Our approach High Low Low High 

 

The final comparison of our approach is made with 

three other restoration approaches and three commercial 

malware detectors including Nod32 Anti-Virus, Panda 

Anti-Virus, and Kaspersky Anti-Virus, which is 

evaluated in (Passerini, 2009). The restoration 

operations are performed on three system resources of 

files, registry keys and/or processes. The performance of 

the approaches and tools is classified as good, average 

and poor categories. The results are shown in Table 5. 

 

Table 5. Comparison of some restoration approaches and 

tools 

 

Approach/Tool OS File Reg. Proc. 

Nod32 Windows Good Good Poor 

Panda Windows Avg. Avg. Avg. 

Kaspersky Windows Avg. Good Poor 

Hsu et al., 2006 Windows Good Good NA 

Paleari et al., 

2010 
Windows Good Good Good 

Webster et al., 

2018 
Linux Good NA NA 

Our approach Unix Good NA NA 

 

8. CONCLUSION AND FUTURE WORK  
 

We have described a recycle bin mechanism on 

Unix for repairing the file system damages in a user-

oriented fashion. The mechanism deals with all 

situations which threaten the integrity and security of the 

file system, giving a chance the user to restore 

unintentional deletions of files. It achieves these goals 

by monitoring individual user activities, storing 

destructed files, and using the restoration information to 

eliminate their effects. We examined its overheads for 

possible file-related operations of programs, concluding 

that the CPU and storage overhead caused by the utility 

is acceptable. This conclusion is also supported by the 

results of the comparative analysis made with some 

other approaches and tools. 

The main subject of future work is on maintaining 

the recycle bin efficiently. To achieve this goal, one 

issue is to determine how long file copies are preserved 

in the user's disk area. Some users can require file 

preservation to be in effect during multiple login 

sessions. To avoid long-term file preservations, an 

optimum duration must be determined for most 

utilization of the facility. This raises another issue, 

which is the disk space usage of stored files. Using the 

disk quota allowed for each user as an additional 

parameter, we are currently working on the recycle bin 

to make it occupy less disk space and to keep it covering 

some particular sessions. 
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