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ABSTRACT: Satellite orbit and clock products are the key elements for precise point positioning (PPP). Contrary to the 

relative technique, errors in satellite orbit and clock directly lump to the station coordinates for PPP technique. Currently 

final, rapid and ultra-rapid (observed-half and predicted-half) satellite products have been made freely available over the 

internet mainly for Global Positioning Service (GPS) satellites. Final and rapid products are used for post-processing 

applications. For real-time and near real-time applications, ultra-rapid products with predicted and observed parts can be 

used. There are several analysis centers that provide the satellite orbit and clock products. In this paper, accuracy and 

precision of GPS rapid and ultra-rapid satellite orbit and clock products from two services, International Global Navigation 

Satellite Service (IGS) and Jet Propulsion Laboratory (JPL), were investigated in the position domain of PPP technique 

while the final products of these services were taken as the true value. Ten IGS stations around the world were chosen for 

PPP processes. 24-12-8-4-2 hours of non-overlapping arc-lengths of GPS observations in 31 consecutive days (DOY 1-31 

of 2018) were processed for each station. The results confirm that the shorter the arc-lengths, the larger the relative error 

of rapid and ultra-rapid products due to the similar Gaussian distribution pattern of the orbit errors with respect to the final 

products. In terms of consistency between the products, Root-Mean-Square-Errors (RMSE) of final-rapid differences of 

IGS and JPL are at the millimeter level. Millimeter level accuracy can be obtained using rapid and ultra-rapid products for 

JPL whereas only rapid products of IGS maintain millimeter accuracy with respect to the final products.                   

 

Keywords: Final orbits and clocks, GPS, IGS, JPL, Rapid and Ultra-Rapid products 
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1. INTRODUCTION 

 

With the developments of Global Positioning Service 

(GPS) satellite orbit and clock products, precise point 

positioning (PPP) could provide absolute positioning 

with millimetre (1-2 mm) and sub-centimetre level (4-6 

mm) precision of daily solutions for horizontal and 

vertical components, respectively (Hayal and Sanli, 2016, 

Gao and Chen, 2004). PPP is gaining more popularity in 

the surveying community due to the simple and cost-

effective approach. GPS users can obtain a homogeneous 

positioning accuracy around the world through PPP using 

a single receiver without depending on any fiducial 

stations (Zumberge et al., 1997). 

Since the release of International Global Navigation 

Satellite Service (IGS) (Dow et al., 2009), broadcast 

ephemeris (Montenbruck et al., 2015), final, rapid and 

ultra-rapid products (Springer and Hugentobler, 2001, 

http://www.igs.org/products) have undergone dramatic 

development. IGS analysis centers receive and process 

tracking data from GNSS networks then these solutions 

are merged to produce combined IGS orbit/clock 

products.         

Currently five types of GPS satellite orbit and clock 

products are available. The broadcast ephemeris and the 

IGS ultra-rapid (predicted-half) products mainly aim for 

real-time applications, while the IGS rapid and final 

products aim for post-processing applications. According 

to IGS official website (http://www.igs.org/products), the 

nominal accuracies of broadcast orbits and clocks are 

reported as ~1 m and ~5 ns, respectively (Tusat et al., 

2018). Two types of ultra-rapid products are generated by 

IGS, one of which is observed-half with 3~9 h latency and 

the other is predicted-half without latency. The nominal 

accuracy of ultra-rapid observed-half and predicted-half 

orbits and clocks are reported as 3 cm and ~150 ps and ~5 

cm and ~3 ns, respectively. The nominal accuracies of 

final and rapid orbits and clocks are reported as ~2.5 cm 

and ~75 ps, respectively. 

The latency and accuracy differences between the 

products depend on the processing strategy and maximum 

used GNSS stations of the different Analyses Centers. 

The processing of final solutions includes minimal 

constraints to define the geodetic datum of the solutions. 

This means that only the sum of the rotations of a set of 

reference frame stations is constrained to be zero. For the 

rest, the reference frame of the solution is free in scale and 

origin. In the rapid and ultra-rapid solutions, the reference 

frame is determined by tightly constraining the 3D 

position of a set of selected reference GNSS stations. Due 

to the time constraints, rapid and ultra-rapid products 

typically use fewer stations compared to the final product.       

The broadcast ephemeris and the IGS ultra-rapid 

(predicted-half) products are disseminating without 

latency. The latencies of IGS final, rapid and ultra-rapid 

(observed-half) products are 12-18 days, 17-41 hours and 

3-9 hours, respectively. IGS ultra-rapid products update 

every six hours in order to decrease the divergence in 

orbit fitting throughout time. Each product is composed 

of 24 hr of observed orbits and 24 hr of predicted orbits. 

The other commonly used GNSS service is the Jet 

Propulsion Laboratory (JPL) individual analysis centre. 

JPL has been providing GPS orbits and clocks since 1994 

by processing data from the global network using 

GIPSY/OASIS scientific software (Bertiger et al., 2010). 

According to the JPL official website (https://gipsy-

oasis.jpl.nasa.gov/index.php?page=data) three-

dimensional Root-Mean-Square-Errors (RMSE) of ultra-

rapid, rapid and final orbits and clocks are reported as 5, 

3.5 and 2.5 cm, respectively. All products are provided in 

formats native to GIPSY/OASIS. The latency of JPL final, 

rapid and ultra-rapid products are reported as < 14 days, 

Next-Day (16:00 UTC) and < 2 hours, respectively. JPL 

ultra-rapid product differs from IGS. JPL ultra-rapid 

product does not include predicted part, it includes only 

observed part. JPL does not participate nor contribute to 

the IGS ultra-rapid product.   

IGS and JPL sample intervals of orbit and clock 

products are the same for final and rapid products (15 min 

for orbit and 5 min for clock). Since IGS does not produce 

monitor station clocks in the ultra-rapid products, the 

orbit and clock sampling intervals of IGS ultra-rapid 

products are the same and equals 15 min. The orbit and 

clock sampling interval of JPL ultra-rapid product is 15 

min and 5 min, respectively. 

There is a significant delay between final and the 

other products and the trade-off between accuracy and 

time needed to be investigated properly. There are several 

studies that have been conducted in order to investigate 

the impact of using these products on the position domain.       

Shi et al. (2017) investigated the impact of three types 

of real-time satellite products (broadcast, IGS ultra-rapid 

predicted-half and IGS-RTS CLK5 stream generated by 

CNES) on the position domain in relative technique while 

assuming the position from the final product is the true 

value. The results show that broadcast ephemeris 

provided <2 cm relative positioning error for baselines no 

longer than 216 km while CNES product could result in 

<5 mm relative positioning accuracy for baselines within 

2982 km, slightly better than the predicted ultra-rapid 

product. Lu and Li (2011) analyzed the impact of IGS 

broadcast, ultra-rapid and rapid products on PPP. The 

results show that broadcast ephemeris reaches sub-meter 

level accuracy while rapid and ultra-rapid reaches cm 

level accuracy. Park and Yung (2014) analyzed the 

impact of ultra-rapid (observed-half), rapid and final IGS 

products on PPP and relative technique. They found that 

the largest standard deviation of ultra-rapid is 3.9 cm for 

PPP while the standard deviation of rapid and precise 

ephemeris is less than 1 cm. Yigit et al. (2017) assessed 

the PPP kinematic solutions based on both Natural 

Resources Canada (NrCAN) Ultra-Rapid products 

(commonly referred to as EMU) and IGS-Final products 

for detecting vertical dynamic oscillation. The results 

show that there is no significant difference between the 

IGS-Final and EMU-Ultra-Rapid products in terms of 

capturing dynamic oscillation. For relative positioning 

technique, the maximum standard deviation of ultra-rapid, 

rapid and final was reported as 1.4, 1.5 and 1.4 cm, 

respectively. They did not report the baseline lengths for 

relative technique. Martin et al. (2011), computed the 

north, east and up differences between final-rapid and 

final-ultra rapid products for PPP positioning. The results 

show that rapid and ultra-rapid (observed-half) products 

are at cm level when compared with the solution obtained 

from final files. When ultra-rapid predicted-half products 

are used, the differences are slightly higher than the ultra-

rapid observed-half but still maintain cm level accuracy. 

The above-mentioned studies only analyzed daily 

observations using IGS products which does not represent 



 International Journal of Engineering and Geosciences (IJEG),   

 Vol; 5, Issue; 1, pp. 001-014, February, 2020,    

3 

 

the real scenario most of the time and they did not 

consider different arc-lengths and other products from 

different analysis services. A comprehensive accuracy 

investigation of rapid and ultra-rapid products (observed-

half and predicted-half) for PPP position domain is 

virtually uncharted territory. 

In this study, the accuracy of rapid and ultra-rapid 

products of IGS and JPL analysis centers was investigated 

for the position domain of PPP while their final products 

are taken as the true value. 

 

2. PPP OBSERVATION MODEL 

 

In general, ionosphere-free code and carrier phase 

observations are used for PPP in order to eliminate the 

first-order ionosphere effect. The equations can be written 

for phase and code observations as follows; 

𝑃𝐼𝐹,𝑟
𝑠 =𝜌 + 𝑐 ∗ (𝑑𝑡𝑟 − 𝑑𝑡𝑠) + 𝑑𝑡𝑟𝑜𝑝 + 𝐻𝐷𝑃,𝑟,𝐼𝐹 −

 𝐻𝐷𝑃,𝑠,𝐼𝐹 + 𝜖𝑃,𝐼𝐹                                                           (1)                                    

∅𝐼𝐹,𝑟
𝑆 = 𝜌 + 𝑐 ∗ (𝑑𝑡𝑟 − 𝑑𝑡𝑠) + 𝑑𝑡𝑟𝑜𝑝 + 𝜆𝐼𝐹 ∗ 𝑁𝐼𝐹

𝑠 +

 𝐻𝐷∅,𝑟,𝐼𝐹 − 𝐻𝐷∅,𝑠,𝐼𝐹 + 𝜖∅,𝚤𝑓                                         (2) 

where the superscript s represents satellite, the 

subscript r represents receiver, 𝑃𝐼𝐹,𝑟
𝑠  and        ∅𝐼𝐹,𝑟

𝑆  are the 

ionosphere-free combination of code and phase 

observations, 𝜌 is the geometric range in meters, c is the 

speed of light in meters per second, 𝑑𝑡𝑟  is the receiver 

clock offset in seconds, 𝑑𝑡𝑠 is the satellite clock offset in 

seconds, 𝑑𝑡𝑟𝑜𝑝 is the tropospheric delay in meters, 𝜆𝐼𝐹 is 

the ionosphere-free wavelength, 𝑁𝐼𝐹  is the ionosphere-

free phase initial ambiguity, 𝐻𝐷𝑃,𝑟,𝐼𝐹 and 𝐻𝐷∅,𝑟,𝐼𝐹 are the 

ionosphere-free receiver hardware delay, 𝐻𝐷𝑃,𝑠,𝐼𝐹  and 

𝐻𝐷∅,𝑠,𝐼𝐹 are the ionosphere-free satellite hardware delay 

and 𝜖𝑃,𝐼𝐹  and  𝜖∅,𝚤𝑓  are the ionosphere-free code and 

phase measurement noise.  

The ionosphere-free code and carrier phase 

observables can be written as; 

 𝑃𝐼𝐹,𝑟
𝑠 = (𝑓12 ∗ 𝑃1𝑠 − 𝑓22 ∗ 𝑃2𝑠)/(𝑓12 − 𝑓22)           (3)                                                                         

∅𝐼𝐹,𝑟
𝑠 = (𝑓12 ∗ ∅1𝑠 − 𝑓22 ∗ ∅2𝑠)/(𝑓12 − 𝑓22)           (4)                                                                

where 𝑓1and 𝑓2 are two carrier-phase frequencies in 

Hertz and 𝑃1, 𝑃2, ∅1, ∅1 are the measured pseudorange 

and carrier phase in meters on two frequencies. 

Ionosphere-free wavelength and ionosphere-free 

ambiguity can be written as; 

                                                                                                                                           

 

𝜆𝐼𝐹 =
𝑓12

𝑓12−𝑓22
∗ 𝜆1 −

𝑓22

𝑓12−𝑓22
∗ 𝜆2                                 (5) 

 

𝑁𝐼𝐹=
𝑓12∗𝑁1

𝑓12−𝑓22 −
𝑓22∗𝑁2

𝑓12−𝑓22                                                        (6)           

 

where 𝑁1 and 𝑁2 are the phase initial integer ambiguities 

on two frequencies with respect to each observed satellite. 

As it is seen from Equation 6, ionosphere-free ambiguity 

can only be estimated as a float (real-value) unknown 

unless using bias information from the network. There are 

several sources of these biases for example, the non-

integer uncalibrated hardware delays (UHD) originating 

in receivers and satellites (Geng et al., 2009) and wide-

lane and dual-frequency phase bias information (Bertiger 

et al., 2010). 

The estimated parameters include the three-

dimensional coordinates of the receiver, receiver clock 

offset, tropospheric zenith wet delay and ionosphere-free 

ambiguities.     

 

3. DATA PROCESSING 

 

10 IGS stations distributed around the world were 

chosen to perform PPP (Figure 1). When selecting the 

IGS stations, data availability and different satellite 

visibility of the stations were considered. 
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Figure 1. The distribution of the used IGS stations 

 

 

31 consecutive days in the day of the year (DOY) 1-

31 of 2018 were chosen to perform PPP. Each day’s 24 h 

Receiver Independent Exchange (RINEX) data were 

mutually subdivided into 24-12-8-4-2 hours of non-

overlapping sessions for each station. Seven different 

IGS/JPL products namely, final, rapid, ultra-rapid 

observed-half and ultra-rapid predicted-half from IGS 

and final, rapid and ultra-rapid from JPL were processed 

for each station and each non-overlapping session. In 

order to represent the real scenario for near-real time PPP 

applications, most current available parts of IGS ultra-

rapid products with respect to the observation sessions 

were used in this study. For example, for 2h non-

overlapping sessions include 00-04h and 04-10h, 

iguxxxxx_06 (09 UTC) and iguxxxxx_12 (15 UTC) ultra-

rapid products were used. In this way, the jump in both 

the orbits and the clocks due to switching from one 

product to the next were avoided. Since JPL does not 

publicly provide the real-time products, JPL ultra-rapid 

product for real-time could not be processed in this study. 

As a result, 150, 300, 450, 900 and 1800 PPP 

processing were conducted for 24-12-8-4-2 h subdivided 

RINEX data for each product, respectively. Epoch 

availability was checked for each daily RINEX file using 

in-house software. Threshold of epoch availability was 

set at 95% and the RINEX files below 95% availability 

were removed from the processing. In total, 6 daily 

RINEX files were not included for PPP. 

GIPSY/OASIS 6.4 scientific software was used for 

PPP. GIPSY/OASIS is developed by NASA's Jet 

Propulsion Laboratory (JPL). Table 1 summarizes the 

processing parameters used in this study for PPP. The 

processing parameters were kept identical for each run 

except the used IGS/JPL products.    

 

Table 1. Average DOP values of GNSS constellations 

 

Adjustment model 

Stochastic Kalman 

filter/smoother 

implemented as square 

root information filter 

with smoother 

Elevation cut-off angle 7 degree 

Weighting with 

elevation  
Applied 

Epoch interval 300 seconds 

GNSS system GPS 

Ionospheric effect 
Removed by L1, L2 

linear combination 

Phase initial ambiguity 
Estimated as real value 

(float) 

Data weight of linear 

combination phase and 

code 

1 cm / 1 m 

Antex file 
IGS14.atx (Rebischung 

and Schmid, 2016) 

A priori troposphere  
GPT2 model (Lagler et 

al., 2013) 

Zenith delay estimation 
random walk  0.05 mm 

km/sqrt(sec) 

Horizontal delay 

gradients estimation 

random walk 0.005 

mm/sqrt(sec) 

Troposphere gradients Computed 

Code differential bias Up to date DCB file 

Reference frame ITRF14 

Solid earth tide IERS 2010 Conventions 

Pole tide IERS 2010 Conventions 

Earth Orientation 

Parameter 
IERS 2010 Conventions 

Ocean Tide Loading IERS 2010 Conventions 

Eclipse strategy 

Eclipsing satellites were 

not used until satellites 

reach nominal attitude 

 

IGS orbit and clock products were transformed to 

native GIPSY JPL products before processing. This 

transformation was performed using two scripts 

(igs2flinn.pl and sp3togoa.py) in GIPSY.    

 

 

4. RESULTS AND ANALYSIS 

 

RMSE of PPP processes using rapid and ultra-rapid 

products were computed while PPP results using IGS and 

JPL final products were taken as the true value with 

respect to each non-overlapping session. Estimated 

geocentric Earth Centered Earth Fixed (ECEF) 

coordinate differences were resolved to topocentric 

coordinates. Horizontal (2D) and vertical (Up) RMSE 

values of rapid and ultra-rapid products for the each 

session are shown in Figure 2-3.    
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Figure 2. RMSE of PPP using JPL/IGS rapid and ultra-rapid products (Units: mm) 
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Figure 3. RMSE of PPP using IGS ultra-rapid product (Units: cm) 



International Journal of Engineering and Geosciences (IJEG),   

Vol; 5, Issue; 1, pp. 001-014, February, 2020,    

  

7 

 

 

 Table 2 shows the mean RMSE values of IGS stations  

for IGS rapid and JPL rapid/ultra-rapid products. 

 

Table 2 Mean RMSE of PPP results using IGS rapid and 

JPL rapid/ultra-rapid products (Units: mm) 

 

 IGS Rapid JPL Rapid 
JPL Ultra-

Rapid 

Sessions 2D Up 2D Up 2D Up 

24 2 1 2 2 2 2 

12 2 2 3 3 3 3 

8 3 2 3 3 3 3 

4 3 3 4 4 4 4 

2 5 4 5 5 6 6 

 

Table 3 shows the mean RMSE values of IGS stations 

for IGS ultra-rapid observed-half and predicted-half 

products. 

Table 3 Mean RMSE of PPP results using IGS ultra-

rapid products (Units: cm) 

 

 
IGS Ultra 

Rapid Observed-

Half 

IGS Ultra 

Rapid Predicted-

Half 

Sessions 2D Up 2D Up 

24 2 9 6 10 

12 3 9 10 13 

8 4 9 11 15 

4 5 9 19 20 

2 5 10 26 28 

 

 

As it is seen from the RMSE values, PPP using IGS 

rapid, JPL rapid and JPL ultra-rapid products can 

maintain mm level of relative accuracy for horizontal and 

vertical components with respect to final product. JPL 

rapid and JPL ultra-rapid products produced nearly 

identical results. The JPL ultra-rapid product is much 

more useful for near real-time possible users (Senturk et 

al., 2017; Alcay et al., 2019) compared to the IGS ultra-

rapid observed-half product in terms of relative accuracy. 

The IGS ultra-rapid observed-half product maintains cm 

level relative accuracy whereas the IGS ultra-rapid 

predicted-half reaches dm level relative accuracy 

especially for short sessions. 

The results indicate that when observing sessions 

shorter than 24 h, the PPP differences between final and 

the other products are more prone to becoming high. It is 

believed that differences between orbit products follow 

the similar Gaussian distribution and this is mainly 

responsible for this phenomenon. Figure 4-5-6 show the 

distribution of ECEF differences within 24 h (DOY 001) 

between IGS final and rapid products for 01 (Block IIF), 

05 (Block IIR-M) and 28 (Block IIR) PRN GPS satellites. 

A similar distribution has been observed for other GPS 

satellites and other products but are not given here due to 

limited space in this manuscript.  
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Figure 4. Distribution of ECEF differences between IGS final and rapid for 01 PRN GPS satellite 
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Figure 5. Distribution of ECEF differences between IGS final and rapid for 05 PRN GPS satellite 
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Figure 6. Distribution of ECEF differences between IGS final and rapid for 28 PRN GPS satellite 
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Table 4 Thresholds range of absolute PPP horizontal differences between final and rapid products for IGS and 

JPL  

 

Thresholds of the 

absolute differences 

IGS Rapid differences (units: mm) JPL Rapid differences (units: mm) 

0-1 1-2 2-3 3-5 5-10 10-15 0-1 1-2 2-3 3-5 5-10 10-15 

24 h (%) 28 46 20 2 2  11 28 37 22 3  

12 h (%) 27 40 23 6 3  12 24 33 30 3  

8 h (%) 23 40 22 10 5  9 26 32 29 6  

4 h (%) 16 34 23 20 4  7 18 24 34 16 1 

2 h (%) 12 25 25 24 11 2 5 14 18 30 27 5 

 
Table 5 Thresholds range of absolute PPP vertical differences between final and rapid products for IGS and JPL 

  

Thresholds of the 

absolute differences 

IGS Rapid differences (units: mm) JPL Rapid differences (units: mm) 

0-1 1-2 2-3 3-5 5-10 10-15 0-1 1-2 2-3 3-5 5-10 10-15 

24 h (%) 60 34 9 2 2  31 31 18 16 10  

12 h (%) 45 26 10 4 2  28 24 20 23 9  

8 h (%) 47 35 13 8 2  27 26 21 24 11  

4 h (%) 38 29 17 5 5  22 22 21 24 16 2 

2 h (%) 31 26 18 17 11 2 16 16 15 25 26 4 

 
Table 6 Thresholds range of absolute PPP horizontal differences between IGS final and IGS ultra-rapid products  

 

Thresholds of the 

absolute differences 

IGS Ultra-Rapid Observed-Half differences 

(units: cm) 

IGS Ultra-Rapid Predicted-Half differences (units: cm) 

0-1 1-2 2-3 3-5 5-10 10-15 0-5 5-10 10-20 20-25 25-30 30-50 50-60 

24 h (%) 25 53 19 2   51 37 11     

12 h (%) 4 13 25 41 16  22 44 31 3    

8 h (%) 2 15 17 42 24  20 39 34 5 2   

4 h (%) 4 7 13 33 42  10 26 41 8 5   

2 h (%) 4 8 11 32 44 2 7 19 34 11 8 14 5 

 
Table 7 Thresholds range of absolute PPP vertical differences between IGS final and IGS ultra-rapid products  

 

Thresholds of the 

absolute differences 

IGS Ultra-Rapid Observed-Half 

differences (units: cm) 

IGS Ultra-Rapid Predicted-Half differences (units: cm) 

0-5 5-10 10-15 15-20 20-25 0-5 5-10 10-20 20-25 25-30 30-40 40-50 50-60 

24 h (%) 2 74 25   28 32 36 3     

12 h (%) 10 62 28 1  27 29 31 9 3    

8 h (%) 17 52 24 7  23 24 35 8 5 4 2  

4 h (%) 18 50 22 9  22 19 29 8 8 9 2  

2 h (%) 27 42 20 7 3 16 16 27 11 8 10 7 5 

 

Tables 4-5 show the percentage of thresholds range 

of the absolute PPP horizontal and vertical differences 

between final and rapid products for IGS and JPL. The 

threshold range represents the minimum and maximum 

absolute differences between PPP results using final and 

rapid/ultra-rapid products. For example, 0-1 in Table 4 

indicates the ratio of absolute differences that are bigger 

than or equal to 0 mm and less than or equal to 1 mm, 

among all the absolute differences with respect to each 

session. Tables 6-7 show the percentage of thresholds 

range of the absolute PPP horizontal and vertical 

differences between IGS final and IGS ultra-rapid 

products. The same thresholds range scale was not given 

for IGS ultra-rapid products due to the high difference 

between the products. Since the results of JPL rapid and 

ultra-rapid products are similar, JPL ultra-rapid 

percentage of thresholds range is omitted for convenient 

comparison.    

 

The results of thresholds range indicate that PPP 

horizontal and vertical coordinate differences between 

final and the other products increases significantly as the 

duration of observing sessions decreases. The differences 

become more obvious especially for IGS ultra-rapid 

products. For example, maximum range was computed as 

10-20 cm for 24 h IGS ultra-rapid predicted-half (11% of 

all residuals) whereas for 2 h observing session, 

maximum range reached was 50-60 cm (5% of all 

residuals) for the horizontal component.  

Besides relative accuracy, precision of PPP using 

IGS/JPL products were also investigated for three IGS 

stations. 24-12-4 h sessions were chosen for comparison. 

Figure 7 shows the horizontal and vertical precision 

values of PPP results using final, rapid and ultra-rapid 

IGS/JPL products. Due to the similar results between JPL 

rapid and ultra-rapid products, the results of JPL ultra-

rapid are omitted    
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Figure 7. Precision values of PPP using IGS/JPL products 
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For an intuitive interpretation of the relative location 

of the satellites from different orbit products, local radial 

(𝑒𝑅_𝑟𝑒𝑓 ), along-track (𝑒𝐴_𝑟𝑒𝑓 ) and cross-track (𝑒𝐶_𝑟𝑒𝑓 ) 

reference frame (local orbital frame) can be used. The 

corresponding unit vectors of this reference frame can be 

computed as follows (Montenbruck et al, 2002); 

 

𝒆𝑹_𝒓𝒆𝒇 =
𝒓

|𝒓|
                                                                   (7) 

 

𝒆𝑪_𝒓𝒆𝒇 =
𝒓×𝒓̇

|𝒓×𝒓̇|
                                                                (8) 

 

𝒆𝑨_𝒓𝒆𝒇 = 𝑒𝐶_𝑟𝑒𝑓 × 𝑒𝑅_𝑟𝑒𝑓                                              (9) 

 

[𝒆𝒂 𝒆𝒄 𝒆𝒓] = [𝑒𝑅_𝑟𝑒𝑓𝑒𝐶_𝑟𝑒𝑓𝑒𝐴_𝑟𝑒𝑓]
−1

∗ 𝛿𝑋𝑌𝑍𝐸𝐶𝐸𝐹
         (10) 

 

where r and 𝒓̇ are the satellite position and inertial 

velocity vector from the final ephemeris and 𝜹𝑿𝒀𝒁𝑬𝑪𝑬𝑭
 is 

the ECEF coordinate differences between the final and 

the other associated products.  

Table 8 shows the average RMSE values of the radial, 

along-track and cross-track components of all GPS 

satellites for IGS/JPL rapid and ultra-rapid products 

relative to the final product for 31 consecutive days. 

Computations were performed using orbit overlap 

analysis software in GIPSY/OASIS.  

 

 

Table 8 Average RMSE values of radial, along-track and cross-track components of all GPS satellites (Units: mm)  

 

IGS Rapid JPL Rapid 
IGS Ultra-Rapid 

Observed-Half 
JPL Ultra-Rapid 

IGS Ultra-Rapid 

Predicted-Half 

R A C R A C R A C R A C R A C 

4 6 6 9 11 10 7 12 11 10 14 12 10 53 56 

 

Table 8 indicates that orbital errors are much higher 

in along-track and cross-track components compared to 

the radial component. It is understood from the results of 

the orbit errors that satellite clock errors affect the 

accuracy of PPP more significantly than the orbit errors. 

This situation is much more evident for the IGS ultra-

rapid observed-half product. 

 

 

5. CONCLUSION 

 

PPP is a relatively new approach compared to 

differential positioning for mm to cm level accuracy in 

static positioning using a single geodetic-grade GNSS 

receiver and predetermined precise satellite orbit and 

clock products. Since the satellite orbit and clock errors 

directly affect the station coordinates for PPP technique, 

the choice of orbit and clock products play a significant 

role in PPP. In this paper, the relative accuracy of rapid 

and ultra-rapid orbit and clock products from two 

commonly used GNSS analysis centers, IGS combined 

and JPL individual, were investigated for PPP horizontal 

and vertical coordinates while their final products were 

taken as the true value. 24-12-8-4-2 hours of non-

overlapping sessions of GPS observations in 31 

consecutive days were processed using IGS/JPL final, 

rapid and ultra-rapid products for ten IGS stations 

distributed around the world.  

The results show that the relative horizontal and 

vertical accuracy of PPP using rapid and ultra-rapid 

products decreases as the observation session becomes 

shorter. It is believed that since the same part of non-

overlapping arc-lengths was compared between the final 

and the other products, distribution of the orbit errors 

(similar to normal distribution) is mainly responsible for 

this phenomenon. 

RMSE of PPP horizontal and vertical coordinates 

indicate that mm-level horizontal and vertical relative 

accuracies with respect to PPP using the final product can 

be obtained using IGS/JPL rapid and JPL ultra-rapid 

products. RMSE of JPL rapid and ultra-rapid products are 

nearly identical and this is very beneficial for near-real 

time users who need mm-level accuracy. IGS ultra-rapid 

observed-half and predicted-half products can provide cm 

to dm-level relative accuracy with respect to the IGS final 

product. It should be emphasized that the most current 

available parts of IGS ultra-rapid products with respect to 

the observation sessions were used for PPP processes. 

The accuracy would be much lower if the out of date 

ultra-rapid products with respect to the observing sessions 

were used. In this study, 300 sec sampling interval was 

used for each process; thus, third-order polynomial 

interpolation was conducted only for IGS ultra-rapid 

clock products. If less than 300 sec sampling interval is 

used for the processes, clock interpolation error might 

have occurred for the other products. As a result, RMSE 

of PPP using IGS/JPL rapid and JPL ultra-rapid products 

may be increased. The difference between horizontal and 

vertical RMSE is much more evident for IGS ultra-rapid 

products. PPP relative vertical accuracy is significantly 

lower than relative horizontal accuracy for IGS ultra-

rapid products while PPP relative horizontal and vertical 

accuracies are similar for the other products. Since IGS 

ultra-rapid clocks interval is 15 min, its relative accuracy 

is expected to be much lower than JPL ultra-rapid relative 

accuracy. 

It should be emphasized that PPP processing model 

for orbit and clock between IGS and JPL is different. In 

this study, only the relative accuracy of rapid and ultra-

rapid IGS/JPL products with respect to theirs final 

products were evaluated. Since the absolute accuracy of 

rapid and ultra-rapid products is not the scope in this 

paper, the difference in PPP processing strategy for orbit 

and clock products between IGS and JPL does not affect 

the overall result of relative accuracies.       

The results of the threshold ranges show that nearly 

100% of absolute horizontal and vertical differences are 

within 0-5 mm for IGS and JPL rapid/ultra-rapid products 

if 24 h observing sessions are used. The maximum 

difference reached 15 and 25 cm for 24 h IGS ultra-rapid 

observed-half and predicted-half products, respectively. 

As it is expected the differences are getting higher as 

observing sessions become shorter. For example, the 

maximum horizontal absolute difference is 20 cm and 60 
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cm for 24 and 2 h sessions, respectively, using IGS ultra-

rapid predicted-half products. 

Radial, along-track and cross-track components of 

rapid and ultra-rapid products indicate that relative 

satellite clock errors rather than the relative orbit errors 

are mainly responsible for the coordinate differences with 

respect to PPP using final products. It can also be 

concluded from the results that orbit errors are mainly 

lumped in the along-track and cross-track components for 

IGS/JPL rapid and ultra-rapid products. 

The author believes that this study has contributed to 

the impact of rapid and ultra-rapid orbit and clock 

products on the PPP coordinates while taking into 

consideration the trade-off between the relative accuracy 

and time delay with respect to final product.      
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ABSTRACT: Background: GeoInformation, is very valuable for a range of fields ranging from location based 

services and navigation to smart cities and homes. On the other hand today many fields benefit from Internet 

of Things (IoT) implementations, where the machine-to-machine and machine-to-human transmission of 

GeoInformation frequently occurs. This transmission usually occurs in multi-source/multi-target and multi-

platform IoT environments. Problem Statement: In many cases real-time GeoInformation stays in its own island 

of automation, and thus its real value cannot be uncovered. This happens mainly due to inefficiencies and problems that 

occur in the storage, sharing and exchange of real-time GeoInformation as a result of multi-source/multi-target 

and multi-platform nature of the IoT architectures. Research Approach: Integration appears as a critical 

paradigm which should be focused in order to store, manage and transfer of GeoInformation efficiently in these 

complex environments. In this context, the focus of the study was to test the applicability of different 

technologies and integration methods for acquisition, transmission and visualisation of multi-source 

GeoInformation through implementing an IoT Integration Testbed Architecture which is utilizing low-cost 

hardware (to acquire information), graph databases(to store information) and standard IoT protocols (to 

exchange information). The implementation explained in this paper covers acquisition of real time 

GeoInformation from a set of real and virtual sensors, storage of this GeoInformation in Graph Databases, 

exchange of information through two different communication models (request/response and 

publish/subscribe) based on standard IoT protocols, and visualization of information by web pages, web 

mapping services and using a GIS software. Results: The implementation results demonstrated a proof-of-

concept on how multi-source GeoInformation acquired from different type of IoT nodes can be integrated, 

stored and visualised on different platforms by utilising a standard IoT communication paradigms and multiple 

communication models. 
 

Keywords: IoT; GeoInformation; Integration; Graph Database; Arduino; Raspberry Pi; REST 
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1. INTRODUCTION 

 
Today we are living in a more connected world, 

where seamless communication between humans and 

machines (M2H) and between machines themselves 

(M2M)   is becoming an inevitable need. On the other 

hand, more and more information is becoming 

geographically referenced, and GeoInformation appears a 

key element of the today’s information infrastructures, 

along with the increasing need for location based services. 

The use of geoinformation  for enabling and facilitating 

smart city environments covers a wide range of fields 

including 3D modelling of terrain, remote sensing for 

building boundary extraction, urbanization studies, 

energy efficiency for buildings, tourism, and 3D 

modelling of cultural heritage (Goksel and Dogru,2019; 

Mulazimoglu and Basaraner,2019; Karsli et al,2018; 

Dogan and Yakar,2018; Erdem and Ince,2018; 

Yemenicioglu et al,2016). In smart cities, devices 

operating in many different platforms, specifically in 

smart city environments are providing georeferenced 

information and a considerable amount of this 

information is in real time. In fact, although this real time 

information is very valuable for different domains, most 

of this information stays in its own island of automation, 

and thus the real value of information cannot be 

uncovered. Information integration would be a key 

facilitator in this case, to bridge the isolated islands of 

GeoInformation in order to reveal the value information, 

and a well-established integration would make 

GeoInformation available for big data analytics, 

machine/deep learning and other AI related tasks. The 

Internet of Things (IoT) paradigm can help very much in 

acquisition and presentation of real-time GeoInformation.   

IoT is a newly emerging model of communication 

which focuses on facilitation of information exchange 

between all different types of Things. The Internet of 

Things envisions a connected world of billions of smart 

things, devices, smartphones, smart cars, smart homes, 

and smart cities (Black and White, 2017). In an IoT 

environment Things may be real or virtual, moving or 

steady but things are active participants in the whole 

system. Things communicate with each other (things-to-

things communication) and also communicate and 

interact with humans (things-to-human communication.) 

(Gaikwad et al.,2015) Although in the beginning it was 

thought that connecting everyday objects to the Internet 

would have no real purpose and use, but today connecting 

Things to the Internet enables boundless possibilities for 

smart environments, workspaces and cities. According to 

CISCO, the number of things connected to the internet 

exceeded the number of people on earth during 2008; 

furthermore, the company foresees that the number of 

internet-connected things will reach 50 billion in 2020 

(Spalazzi et al.,2014) Connected Things provide many 

interesting opportunities if the information travelling 

between them, and between them and humans, can be 

handled, stored, managed and presented efficiently. On 

the other hand once information is georeferenced (i.e. 

represented in the form of GeoInformation), its’ value 

rises exponentially. As IoT architectures are multi-source, 

multi-platform and multi-domain, integration is the 

critical paradigm which would unlock the full potential of 

the GeoInformation transferred, exchanged and shared in 

the IoT architectures.  

In order to contribute to the integration of 

GeoInformation in IoT environments, the aim of the study 

was to test the applicability of various integration 

methods for acquisition, storage, transmission and 

visualisation of multi-source GeoInformation. This is 

accomplished through implementation of an IoT 

Integration Testbed Architecture by utilizing low-cost 

IoT hardware, graph databases, standard and commonly 

used IoT protocols, and multiple communication models. 

The methodology of this research was composed of 

two steps. The first one was the review of literature on 

IoT concepts and standards, and on IoT and 

GeoInformation, and the second step was the 

development of the proof-of-concept IoT integration 

architecture, which included development of use cases 

and software components.  

Following the review of basics of, IoT and the role of 

GeoInformation in IoT environments, the paper provides 

details of the developed Testbed architecture, by 

providing in-depth information about each software 

component developed to test the GeoInformation 

integration in an IoT architecture. 

 

2. IOT & IOT PROTOCOL STACK 

 
The core concept of the IoT is the integration of 

physical objects into a global information network, where 

information about these objects are represented in the 

Internet. This makes a direct interaction with and between 

the physical objects possible (Jung et al.,2012). An IoT 

architecture connects anything to the Internet and in an 

IoT environment Things can exchange information 

according to the agreed protocols in order to achieve 

intelligent identification, positioning, tracking and 

monitoring (Xiaoying and Huanyana, 2011) IoT is a 

complex interconnected system of sensors, actuators, 

smart devices, software applications that communicate 

together to accomplish a task (Elkhodr et al.,2015). It is 

believed that IoT architectures will make Internet even 

more immersive and pervasive, where concepts like 

Persistent Computing, Omnipresent Computing and 

Ambient Intelligence will become more popular. 

Furthermore, by enabling easy access and interaction with 

a wide variety of devices such as, home appliances, 

surveillance cameras, monitoring sensors, actuators, 

displays, vehicles, the IoT will foster the development of 

a number of applications that make use of the potentially 

enormous amount and variety of data generated by such 

objects to provide new services to citizens, companies, 

and public administrations (Zanella et al., 2014). 

Different domains ranging from home/industrial 

automation, to mobile healthcare and assistance and 

intelligent energy management will benefit from IoT 

architectures. Libelium (2019) classified the domains 

where IoT Technologies can facilitate as Smart Cities, 

Smart Environment, Smart Water, Smart Metering, 

Security & Emergency, Retail Sector, Logistics, 

Industrial Control, Smart Agriculture, Smart Animal 

Farming, Domotic and Home Automation, and e-Health. 

Futuristic transport applications such as robot taxis will 

benefit much from IoT architectures. The autonomous 

UAV’s are also in the same group. The possibilities 

offered by IoT architectures can be considered as limitless 

(Spalazzi et al.,2014).  

IoT information integration can be defined as 
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combining data from different connected devices/sensors 

to produce more accurate, complete, and dependable 

information. This integration provides advantages as 

information acquired from multiple sensors helps, in 

understanding the surrounding environment more 

accurately and in seeing the big picture about certain 

events and environments, which is not possible using 

individual devices/sensors separately. In addition, the 

combination of information of multiple sensors produces 

new knowledge, which helps to build a context awareness 

model that helps to understand situational context. 

IoT architectures makes use of both standard internet 

communication protocols and protocols developed for 

resource-constrained architectures. Protocols for 

communications in resource-constrained architectures are 

mainly developed by IETF. The literature presents many 

approaches for grouping and classifying the standards and 

protocols used in IoT architectures. IoT messaging 

standards and communication protocols (i.e. known as the 

IoT Protocol Stack) can be grouped into in three levels. 

Level 1: The first level of the stack is composed of 

physical and datalink layers. The physical layer is the 

lowest layer in the communication protocols stack which 

deals with bit-level information transfer (Technopeida, 

2019). The role of the datalink layer which resides above 

the physical layer is to encode/decode and organize the 

data bits prior to their transportation in form of frames in 

the network between the two nodes (Techtarget, 2019). 

The IoT paradigm benefits from several wireless 

technology standards at this level. These include; WiFi, 
low-energy networking standards such as 
LoRaWAN (Long Range Wide Area Network), IEEE 

802.15.4, ZigBee, Bluetooth Low Energy (BLE) and 

finally high-energy LTE-A, (Long-term Evolution 

Advanced) which is (4G) cellular communication 

standard allowing data to be transferred in high-speed 

using a cellular network. 

Level 2: The second level of the stack is composed of 

the network and the transport layers. The network layer 

provides paths for routing of data packets. The layer’s 

role is finding the best path for the transfer of the data 

between the devices (Plixer,2019). The transport layer 

divides the data into segments where each data block has 

a port and sequence number, for ensuring the data reaches 

the target application in a correct order. This layer is also 

responsible for adjusting the speed of data transmission 

between the devices depending on the data sending and 

receiving capacities of the end-nodes. There are several 

standards and protocols used in IoT implementations at 

network layer including IP, 6LoWPAN, RPL and IPv6. 
At the transport layer the key standards are TCP and 

UDP. User Datagram Protocol (UDP) is the transport 

protocol used for achieving higher speeds for IoT 

applications.  

Level 3: The third level of the IoT protocol stack is 

composed of session, presentation and application layers. 

The session layer opens, maintains and closes the sessions 

between multiple devices and determines which packets 

belongs to which data stream. Presentation is the layer 

where encryption and decryption (of critical) data occurs. 

The application layer is the layer where interaction with 

the user occurs. This layer aims to provide services to the 

end-user. Many well-known Internet protocols such as 

HTTP, FTP, SMTP, Telnet, DNS, and DHCP operate at 

this layer. There are several other protocols worth to 

mention in this level such as COAP and MQTT. 

Constrained Application Protocol (CoAP) is a protocol 

designed in IETF for resource-constrained devices based 

on RESTful architectural principles. Message Queue 

Telemetry Transport (MQTT) is another key protocol for 

IoT applications. MQTT is designed to operate on Low 

Power Networks. MQTT supports publish/subscribe 

(Pub/Sub) model of communication, while implementing 

a Message Broker. Many applications ranging from smart 

energy meters to monitoring applications makes use of 

MQTT today. The protocol fits well for M2M 

communication, when power consumption and 

bandwidth is a bottleneck. Also, MQTT is suitable for 

resource constrained devices that use unreliable or low 

bandwidth links. MQTT-SN was defined specifically for 

sensor networks and defines a UDP mapping of MQTT 

and adds broker support for indexing topic names (Al-

Fuqaha et al.,2015; Salman and Jain,2017) 
Another very commonly used architectural term in 

IoT architectures is the REST. REST stands for 

REpresentational State Transfer, and is neither a 

communication protocol nor a data encoding standard, 

but it is an architectural style for communication. REST 

has a key role and impact on IoT architectures. The REST 

architectural style utilises HTTP methods to enable and 

facilitate interaction in M2M and M2H communication. 

REST makes use of methods defined in RFC 2616 

(HTTP) protocol, such as GET to request and acquire a 

representation of a web resource (i.e. in form of any type 

of data such as text, image), POST to create a web 

resource, PUT to change the representation of a web 

resource (i.e. update a resource), and DELETE to remove 

a web resource. The structure of a RESTful URI (Uniform 

Resource Identifier) should be straightforward, 

predictable, and easily understood (Rodriguez, 2018). 

The IoT architecture explained in this paper 

implemented some of these messaging standards and 

communication protocols as:  

 Wi-Fi for Level 1  

 TCP/IP for Level2 

 HTTP and MQTT for Level3 

 RESTful architectural style is implemented for 

the integration of some components 

Furthermore both (HTTP) publish/subscribe and 

(MQTT) request/response models of communication is 

implemented and tested within the architecture. 

 

3. GEOINFORMATION AND IOT   

 

Three main functions of IoT architectures are, 

acquiring information from the environment, conducting 

actions, enabling communication and interaction. 

Through the use of the sensors and actuators the real time 

information about a state and location of a Thing can be 

collected/stored, and also an action can be performed at a 

certain location. The georeferenced information is 

valuable for IoT architectures either when acquiring 

information about states of “Things” that is located at a 

certain region or when taking an action to change the state 

of “Thing” at a certain location. Furthermore, an action in 

an IoT environment may not only change a state of a 

“Thing” but also may change its location. In addition, an 

action can also change the form of a “Thing” or a “Space”, 

and also the connectedness attributes (topologic relations) 

between the “Spaces”. Thus, GeoInformation exchange is 

essential for IoT architectures to get informed about form, 

state, space and location, and topologic relation changes.  
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Internet of Things architectures can collect real time 

information regarding the state of many objects/utilities 

and environmental factors in the urban  built environment, 

such as power grids, railways, bridges, tunnels, roads, 

wastewater systems, buildings, indoor facilities, street 

lights, parking spaces, trash containers, air quality, traffic, 

snow levels, water levels. Combining cloud computing, 

next-generation communication networks, and intelligent 

data mining technology, the Internet of Things helps in 

forming the smart city by making physical and 

informational resources integrate systematically (Zhou 

and Zhang, 2011) IoT technologies will change the 

geography research in 4 dimensions. Firstly, a new space 

will emerge, that extends beyond real geographical space 

through the real time information & interactions that are 

made possible with IoT. This new space will have impacts 

on Economic Geography, Social and Cultural Geography. 

The IoT will bring new human-land relationships through 

intelligent identification, positioning, tracking, 

monitoring of humans, furthermore real time information 

about land will be available seamlessly. The IoT will 

enable a more efficient logistics process lowering the 

distance/time barrier in movement of “Things” between 

spaces. Intelligent transportation refers to smarter use of 

transportation networks through utilisation of real time 

GeoInformation. Intelligent transportation would be very 

much facilitated by the IoT and will help humans to travel 

more quickly and safely. The IoT will help the formation 

of new behavioural geography where IoT will help in 

navigation and also travel decisions of humans, based on 

real time GeoInformation acquired about places. 

Furthermore, a person’s health condition, eating and 

buying habits can also be tracked by indoors and outdoors 

by making use of GeoInformation. Personalised advice 

can be provided to humans in these areas based on the 

GeoInformation gathered by the sensors (Ming and Ling, 

2012). In terms of urban geography, the IoT will 

contribute to the gathering and diffusion of, real time 

information about humans, spaces, land and movement of 

humans and Things. IoT architectures will help in 

localisation and positioning in urban spaces. Today, the 

movement of “Things” and humans generate mass 

amount of data via connected wireless devices such as 

smartphones (Keng and Koo,2014). This GeoInformation 

can later be organised to determine the semantics of 

locations. Real-time GeoInformation gathered by IoT 

architectures can be used for managing emergency 

response operations, for example information related to 

temperature, CO density, light density can aid the 

evacuation crew in fire situations (Liu and Zhu, 2014).In 

order to facilitate the processes that require the use of 

GeoInformation, IoT architectures, standards and 

protocols provide unique opportunities for information 

integration. Recent work in the field include Kamilaris 

and Ostermann (2018) which provides a survey that 

investigates the opportunities of location-aware IoT, and 

examines the potential of geospatial analysis in this 

research area. Rieke et al. (2018) presented a selection of 

approaches developed in different research projects to 

overcome the gaps that retain certain geospatial 

applications from using real-time information. Laska et al 

(2018) presented an architecture for real-time processing 

of spatiotemporal IoT stream data. Pozzebon et al. (2018) 

proposed a wireless sensor network framework for real-

time monitoring of height and volume Variations on 

sandy beaches and dunes. 

4. OVERVIEW OF THE INFORMATION 

INTEGRATION ARCHITECTURE  

 
The aim of this study was to test the applicability of 

various technologies and integration methods for 

acquisition, transmission and visualisation of 

GeoInformation by implementing an IoT Testbed 

architecture that is utilizing low-cost hardware and graph 

databases. As hardware related costs form the key cost 

item in the IoT implementations, first objective of the 

study focused on testing the applicability of the low-cost 

hardware. As many IoT architectures would have a need 

to store many relationships between the nodes, the second 

objective of the study was focused on testing the 

applicability of the graph databases in an IoT Architecture. 

Previous studies indicating the potential and uses of 

Graph Databases for GeoInformation storage and 

retrieval include Agoub et al. (2016)  and Nguyen et 

al.(2017).As the data in a graph database is more 

connected than standard SQL database, the query 

response times of graph databases are much faster, 

especially when there is a lot of relationships between 

objects. In parallel with these aim and objectives of the 

research, the user requirements are identified and unified 

in a generic high-level single use-case scenario. The 

scenario is developed with a focus group of 15 experts 

from academia and industry working in the field of IoT 

and GeoInformation Management. All use cases 

identified during the user requirements definition stage 

are illustrated in Figure 1. The use case scenario 

developed involves several use cases which can be 

grouped under “interaction for generation of virtual 

sensor values”, “observation of sensor values through 

different interfaces” and “observation of sensor values 

through MQTT messages”. The generation of sensor 

values involves the generation of transient and persistent 

values. The observation of sensor values can be done 

using web interfaces and also utilizing GIS software. This 

group of use cases also involves background processes 

such as update of a graph database and generation of 

views. Another group of processes involves the 

observation of sensor values through the MQTT 

messages. The architecture developed based on these use 

cases consist of several hardware and software 

components which are explained in this section. Figure 2 

illustrates the deployment diagram of the IoT Integration 

Testbed Architecture implemented in this study.  

Hardware Components: The hardware components of 

the system include a Data-Tier Web Server 

(Processor/Controller: x64 architecture / OS: Windows), 

an Arduino Yun (Processor/Controller: Atmel 

ATmega32U4 + Atheros AR9331 / OS: LininoOS), an 

Arduino Uno (Processor/Controller: ATmega328P), a 

Raspberry Pi 2 (Processor/Controller: ARMv7 / OS: 

Raspbian), and a Middle-Tier Web Server 

(Processor/Controller: x64 architecture / OS: Windows). 

The boundary boxes shown in the Figure 2 illustrates the 

software components hosted by each hardware 

component in the architecture. 
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Figure.1 Use Case Diagram 

 

Data-Tier Components: The data tier components of the 

system are, a Graph Database (Neo4J)  server with Spatial 

Extension, XML and GeoRSS files residing in Data-Tier 

Web Server, IoT Node DB (which is an SQLite Database) 

and transient XML and HTTP files (generated on 

demand) residing in Arduino Yun , a transient XML file 

(generated on demand) residing in Arduino Uno. 

Software Components (Developed): The software 

components of the system include Persistent Virtual 

Sensor (PVS) Generator, Graph Database Updater 

Component for Virtual Sensors, Cypher Query Translator 

(for Neo4J), Arduino Yun Local Database Updater & 

Data Viewer , Arduino Yun Graph Database Updater, 

Arduino Uno Simple XML Feed Generator,  MQTT 

Message Publisher/Subscriber for Arduino Uno and 

Arduino Yun, MQTT Message Publisher/Consumer,  

Transient Virtual Sensor (TVS) Generator, GeoJSON 

Transformer, GeoRSS / GeoJSON Visualizers, Table 

View Generator, Statistical Data Generator.  

Software Components (Utilized/Used): The software 

components that are utilised for the implemented 

architecture include an Apache Web Server on Data-Tier 

Web Server, NodeJS on Middle-Tier Web Server, 

uHTTPd Web Server on Arduino Yun, Mosquitto MQTT 

Server on Raspberry Pi 2, Arduino Client Library for 

MQTT (on Arduino Uno and Arduino Yun), QGIS 

Software on a client PC. 

Output Files: The implemented architecture provides 

outputs in form of HTML and several other output file 

formats including XML, GeoRSS and GeoJSON. XML is 

a general purpose markup language, developed with the 

purpose of facilitating the exchange of data across 

different systems. As XML does not offer predefined tags, 

the structure (schema) and tags of XML files that are 

generated in this architecture were defined by the author.  

GeoRSS is a lightweight approach which extends RSS 

feeds, the standard provides an interoperable way for 

encoding geolocation to enable the geo-tagging of feeds. 

GeoJSON is a JSON (JavaScript Object Notation) 

compliant encoding of GeoInformation. RFC 7946 is the 

current standard that provides current GeoJSON 

specification. GeoJSON supports the following geometry 

types including Point, LineString, Polygon, MultiPoint, 

MultiLineString, and MultiPolygon. 
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Figure.2 Deployment Diagram 

 

 

5. COMPONENTS OF THE INFORMATION 

INTEGRATION ARCHITECTURE 

 

This section will provide the details and the roles of 

the different software components that were developed 

and tested during the study. Figure 2 can be used as guide 

to observe the communication and interactions between 

these components. 

Persistent Virtual Sensor (PVS) Generator: This 

component is developed to simulate the data coming from 

various sensors operating in multiple geographic 

locations, in order to test the data integration in the 

scenario of this architecture. The virtual sensor generator 

is composed of 2 software components that generate 

readings of 100 virtual single board computers (SBCs) 

where each virtual SBC contains readings from 500 

virtual sensors. In total, 50.000 sensor readings can be 

generated as result of an HTTP Request. The types, 

names, values and coordinates of the sensors are 

generated randomly based on parameter value pool, i.) 

provided by a file authored by the end-user and ii.) also 

as the parameters of an HTTP Request. For instance, the 

end-user can specify i.) a set of geo-bounding-box 

coordinates where these virtual sensors would be located 

in as HTTP GET Request parameters, or ii.)a value pool 

of sensor types in a file. One of the PVS components 

generates a simple XML Feed, the other one generates a 

GeoRSS Feed, where the information about the location 

of the sensor is provided as a GeoRSS file. Both outputs 

are persisted in files. 

Graph Database Updater for PVS Generator: The 

component is developed to test applicability and 

performance the RESTful calls for spatial object creation 

in Graph Databases by utilizing the mass GeoInformation 

in Sensor Feeds. This component processes/parses the all 

GeoInformation in XML and GeoRSS feeds generated by 

the Virtual Sensor Generator, then converts them into in-

memory-objects and later makes use of HTTP POST 

requests to persist these objects as spatial objects in the 

Neo4J Graph Database. The storage of spatial objects in 

Neo4J is made possible by the utilisation of the Spatial 

Extension of the Neo4J database. The existence and 

structure of the persisted spatial objects can be observed 

by logging into the native user interface of the Neo4J. 

This component can be utilized on user demand or as a 

scheduled OS task.  

Arduino Yun Local Database Updater and Data 

Viewer: This component is developed to test the 

capabilities of Single Board Computers (SBCs) in terms 

of real-time data acquisition, data storage and data 

presentation. The Arduino Yun SBC in this setup 

provides two interfaces, the first one is to the real-time a 

Sensor Feed generated by programming the Atmel 

ATmega32U4 microcontroller. This feed is served in 

form of an ASCII text or Simple XML on a specific port 

of the Arduino Yun LininoOS (port:80). The second 

interface is realized by uHTTPd web server running on 

another port (port: 82) of LininoOS. The Arduino Yun 

Data Updater and Viewer is set of components residing in 

this uHTTPd web server (port: 82). There is also an 

SQLite instance (i.e. IoT Node DB) running on the same 

operating system. The component operates on demand 

and once called, the Arduino Yun Data Updater and 

Viewer component acquires real time senor information 

(from port: 80) provided by the real time Sensor Feed (in 

ASCII text or Simple XML) on the same device, parses 

this information, and uses SQL to update the local SQLite 

Database, and following this, acquires records from the 

same database, and visualises it in form of a an HTML 

table at port:82. 
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Arduino Yun Graph Database Updater: The purpose 

of this component is to test the applicability and 

performance of the RESTful calls for spatial object 

creation in Graph Databases for storing real-time sensor 

information through the use of the hardware resources of 

SBCs such as Arduino Yun. The component parses real-

time GeoInformation provided by a light level sensor 

connected to the Arduino Yun, and uses RESTful 

approach to persist this information in form of a spatial 

object in the Neo4J Graph Database. The spatial objects 

in the Graph Database can be observed by logging into 

the native user interface of the Neo4J. This component is 

invoked periodically through a CRON Job on the 

LininoOS, but also can be utilized by the user demand.  

MQTT Publish/Subscribe Component for SBCs: 

This component is developed with the aim of testing the 

capability and performance of Single Board Computers 

(SBCs) for the IoT publish/subscribe model of 

communication by sending and receiving real-time 

GeoInformation provided by the sensors. The 

components are implemented in an Arduino Yun and in 

an Arduino Uno. The components are based on the 

Arduino Client for MQTT Library (2016) and Developed 

using Arduino IDE and runs on the Atmel ATmega32U4 

/ ATmega328P microcontrollers. The component is not 

illustrated in the deployment diagram (Figure 2) as it is 

running directly on the microcontroller level of the SBCs, 

instead the deployment diagram illustrates the messages 

sent by the component. 

Once the component is compiled and run on Arduino 

Yun and Uno, these devices begin to broadcast MQTT 

messages in plain text (on port: 1883) to a MQTT Broker 

(implemented in the Raspberry Pi). The developed 

component also allows Arduino Yun and Arduino Uno 

act as subscribers of an MQTT Broker, so they also listen, 

receive and dump messages coming from the MQTT 

Broker. The operation of these components and the 

MQTT Broker in Raspberry Pi are observed and tested in 

a client PC, with the help of an MQTT client software, 

MQTT.fx. 

Arduino Uno Simple XML Feed Generator: This 

component is developed to test the data acquisition and 

presentation capability of a very basic IoT node, i.e. an 

Arduino Uno equipped with an Ethernet Shield. The 

component is developed using Arduino IDE and runs on 

the Atmel ATmega328P microcontroller. The component 

is not illustrated in the deployment diagram as it is 

running directly on the microcontroller level of the 

Arduino, instead the deployment diagram illustrates the 

file generated by the component. The job of the 

component is very straightforward. The component can 

be called on user demand and once called, it acquires 

Light Level information from an LDR sensor using an 

analogue pin of the Arduino Uno, and generates a Simple 

XML Feed (a micro feed) and presents it to the user. 

RESTful MQTT Publisher/Consumer for Async 

Frameworks: Asynchronous event driven server-side 

frameworks such as NodeJS, are popular for the IoT 

Server Side / IoT Cloud architectures. The aim of this 

component is to test the applicability of utilizing such a 

framework i.) for connecting to a MQTT Queue and also 

ii.) for publishing to /and consuming messages 

transmitted by the MQTT Queue. The developed 

component is a NodeJS Service, exposing a REST style 

URI. Using the service the end-user can subscribe to an 

MQTT Broker over HTTP, by providing the MQTT 

Broker’s IP and the name of the MQTT channel. Once an 

URI such as [http://192.168.1.11:8081/mqtget 

/192.168.1.25/ch?channel=test/umit] is provided with an 

HTTP REQUEST, the component connects to the MQTT 

Broker for example on 192.168.1.25 (i.e. Raspberry Pi 2) 

and starts to listen a channel e.g. test/umit. Then, when 

the service provided by the component receives a 

message from the MQTT Broker, it parses this message 

and publishes it into a Web Page.  

Depending on the user’s preference, the contents of 

the message would also contain GeoInformation (i.e. 

location of sensors) as well as the semantic information 

(such as sensor type and value). The developed 

component also provides the capability of sending a 

custom MQTT message to an MQTT broker. The 

message is published through an HTTP GET method, by 

providing the MQTT Broker’s IP and the name of the 

MQTT channel and Message Content. A URI such as 

[http://192.168.1.11:8081/mqtsend/192.168.1.25/payloa

d?channel=test/umit&message=1050] would publish a 

message to the MQTT Broker, e.g. on 192.168.1.25, and 

to the targeted channel, e.g. test/umit, delivering a 

payload such as a sensor reading, e.g 1050.  

Transient Virtual Sensor (TVS) Generator: The 

aim of this component is to provide additional set of 

virtual sensors by utilizing the asynchronous event driven 

server-side frameworks (such as NodeJS) in order to help 

the testing of multi-source information integration. The 

component is developed as a NodeJS service. Unlike with 

the Persistent Virtual Sensor Generator, the virtual 

sensors on this tier are in form of GeoJSON, and are 

transient, i.e. not persistently stored in files or a database. 

Coordinates of the sensors are generated randomly based 

on parameter value pool provided by the end-user. The 

number of sensors to be generated is also defined by a 

parameter. Once an HTTP GET request is sent through a 

RESTful URI, the component provides a (server side) 

response in form of GeoJSON. This response contains a 

“Feature Collection” of “Points” representing the location 

and properties (attributes) of the Virtual Sensors.  

GeoJSON Transformer: This component is 

developed to test the data transformation capability in an 

IoT architecture through utilizing the spatial query 

capabilities of a Graph Database. The developed 

component generates a transient server-side response in 

form of a GeoJSON, as result of a web HTTP GET query 

sent through a URI. The query parameters include 

coordinates of a point and a radius value (provided by the 

user). Once the query is made, the component parses this 

query, utilizes the RESTful API of the Neo4J to transfer 

the query to the DB. The Neo4J DB, then makes use of 

its Spatial extension to respond to this query. As a 

response, Neo4J sends information related to sensors that 

can be found within the given radius of a given point. 

Once the query is responded by the Neo4J, the response 

is sent to the GeoJSON transformer in form of a JSON. 

The GeoJSON transformer then parses this JSON file, 

converts it into GeoJSON and responds back to the end-

user. The component operates based on user demand/call.  

GeoRSS and GeoJSON Visualizers: These two 

components are developed with the aim of testing how the 

integrated GeoInformation provided by multiple SBCs 

and sensors can be visualised over the web. The 

developed components are able to visualise both transient 

and persistent information. The visualizer components 

are developed in form of Web Maps, by making use of 
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well-known web mapping environment, Google Maps. 

The API of Google Maps is utilized to visualise the 

GeoRSS representation of Persistent Virtual Sensors 

(PVS) through getting sensor information from a set of 

files and transient real-time information generated by 

GeoJSON transformer. The second component utilizes 

GeoJSON Transformer to get the real-time information 

from sensors. As both visualizers use the same user 

interface, Figure 3 provides the sensor representation 

generated by GeoJSON visualizer as an example for 

sensor representation in these visualizers. 

Table View Generator: The component is 

developed to test how non-graphical views can be 

generated to present integrated GeoInformation acquired 

and stored within this architecture. The component 

generates an HTML page with a table, showing the 

GeoInformation stored in the Neo4J Graph database. In 

the first stage an HTTP GET query sent through a URI. 

The query parameters include coordinates of a point and 

a radius value (provided by the user). As result of the 

same steps of interaction explained in GeoJSON 

transformer, Neo4J sends information related to sensors 

that are found within the given radius of a point as a 

response. The Neo4J response is then parsed and an 

HTML page containing a Table is generated by the 

component as the final output. The page containing the 

Table is sent to the end-user as the response.  

 

 

 
Figure 3. Visualisation of Sensor Information using Web Maps  

 

Statistical Data Generator: The end users of IoT 

applications usually require summary statistics 

regarding the distribution of sensor types and sensor 

values. The component is developed to test how such 

information can be generated based on information 

presented by the components of this architecture. 

Statistical Data Generator makes use of information 

generated by the Transient Virtual Sensor (TVS) 

Generator. Given information about a number of sensors 

in form of GeoJSON, the component calculates 

summary statistics such as mean, standard deviation and 

variance for each sensor type. The calculated statistics 

are then presented in form of a JSON file. The 

component is developed in form of a NodeJS App. The 

component operates on demand.  
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The statistical data generator will be extended in the 

future research in order to cover some machine learning 

tasks including automatic classification of sensor values 

furthermore the future research will focus on 

implementation of LSTM networks which offer a great 

potential for prediction of the future trends of sensor 

values.  

GIS Based Visualisation: It is also important to test the 

interaction options for the end-users. Thus, in the final 

phase of the implementation the information in 

GeoJSON and GeoRSS formats is acquired directly 

from i.)the GeoRSS representations and ii.)the transient 

real-time information in form of GeoJSON generated by 

the GeoJSON transformer.  

Figure 4 provides the representation of this 

information inside QGIS software. The test revealed that 

values of sensors along with their type and other 

semantics attributes can be visualised and queried 

successfully using a GIS. 

 

 

 

 

 
Figure 4. GIS Based Visualisation of Sensor Values  

 

5. CONCLUSION 

 

The research investigated the implementation of 

various technologies and integration approaches to test 

the applicability of a GeoInformation integration 

scenario. The scenario involved the acquisition of real 

time information from multiple sensors using low-cost 

hardware (including SBCs), transfer of this information 

from these devices to traditional data storage mediums 

such as files or and to modern data storage mediums 

such as graph databases with spatial information 

handling capability, development and implementation of 

RESTful interfaces to the data, and the development of 

the visualisation components.  

The tests also included development of virtual 

sensor data generator components in order to help the 

testing of multi-source data integration capability, and 

mainly the support for non-real-time information fusion. 

In addition to that two communication models, 

publish/subscribe and request/response were tested for 

transferring information between the different IoT nodes.  

The implementation results present a proof-of-

concept on how multi-source GeoInformation acquired 

from different type of IoT nodes can be integrated, 

stored and visualised on different platforms.  

Another finding of the research is that the 

combination of low-cost IoT hardware and graph 

databases can provide a unique opportunity for storage 

of large amount of GeoInformation and can respond to 

different kinds of spatial queries.  

The key and unique novelty and scientific 

contribution of the study is providing a proof of concept 

architecture for establishing multi source-multi user 

interfaces, and multiple database/file integration by 

making use of multiple communication models(i.e. N to 

N to N. integration).  

The research showed that Graph Databases have a 

unique potential to store and serve real-time 

GeoInformation. Although not used as commonly as the 

object-relational databases to store the spatial data, the 

graph databases have a great potential in dealing with 

vast amounts of geospatial data. In addition some 

operations that would be useful in IoT applications such 

as building up graph based topological data structures 

(such as space/state or space/event models) and analysis 

such as shortest path can be facilitated by the use of 

native graph databases.  

Along with the data storage capabilities of the graph 

databases, this research also tested the automatic 

generation of interoperable data models such as 
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GeoJSON on demand, as response to an HTTP request, 

and the success achieved in this direction provides a 

proof on the applicability of Graph Databases and 

RESTful interfaces as a base layer for Geo-IoT web 

service architectures.  

Another novel finding of the research was that 

publish/subscribe and request/response models of 

communication can be implemented alongside each 

other to transfer and interact with real-time 

GeoInformation. 

The architecture can be extended with addition of 

various types of components and sensors. Other Single 

Board Computers (SBCs) that can be integrated with this 

architecture include Onion, Beagle Board, Orange Pi, 

Banana Pi, Asus Tinker Board, and Latte Panda. The 

sensors that can be integrated to this architecture is not 

limited with air quality and there are various types of 

sensors that can be integrated including traffic 

congestion detection sensors, water quality monitoring 

sensors, flood detection sensors, access control sensors, 

vehicle, human (elderly/child/patient) and product 

tracking sensors and devices, sensors for smart 

agriculture and farming, and fire and other hazard 

detection sensors. 

The current visualisation options in the 

implementation is very limited and this can be expressed 

as the main weakness of the research. The future 

research will include new visualisation options using 

different data 2D data types such as polygons. 

Furthermore interpolation techniques such as Kriging 

can be used to estimate values between the sensors, and 

these estimated values can be visualised using raster 

visualisation techniques. 

The future research will focus on integration of 3D 

GeoInformation with this architecture as 3D 

GeoInformation is mostly used 3D City and 3D Building 

representations, and integration of 3D GeoInformation 

would provide different query and visualisation 

opportunities. Visualisation tools such as Virtual Globes 

can be used for more efficient 3D Visualisations by 

making use of 3D GeoInformation models.  

Due its current focus, this Testbed only tested 

integration options using standard and commonly used 

IoT protocols/architectures. On the other hand, in the 

recent future, implementation of GeoInformation 

oriented communication protocols and standards such as 

GeoMQTT, and OGC Sensor Things API, OGC Sensor 

Observation Service and OGC SensorML will be tested. 
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ABSTRACT: Circular pools or buildings may be encountered in production of maps for making development plans, in the 

first facility cadaster and on land. Geodetic measurements may be made on at least three different points of the circle-

shaped pool or building to obtain positions in a coordinate system of measurement points with a geodetic ground-based 

electronic tachometer after connection to another polygon. It is possible to get a circle from these three points where the 

coordinates can be calculated, the coordinates of the center of the circle and the radius of the circle with the help of drawing 

programs (Netcad, Carto CAD, GEOCAD ...). In drawing programs related to cartography, the details of passing the circle 

from three points, the coordinates of the center of the circle and the radius of the circle cannot be accessed because the 

details are kept proprietary by software companies. We have been curious about how the coordinates of the center of the 

circle or the radius of the circle in question are calculated by using the subprograms on a computer. Apart from the 

information hidden by software companies, two studies which are indirectly close to the subject mentioned in the 

application have been identified with respect to the solution of the problem on the computer. However, it was found that 

these studies did not directly illuminate our research topic, so, this issue should be investigated. This study presents 

theoretical solutions for the topic, makes numerical implementations and provides findings and interpretations.     

 

Keywords: Polar Coordinates, Coordinates Calculation, Polar Measurements, Circle Center Coordinate Calculation, 

Radius Calculation 
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1. INTRODUCTION 
 

Nowadays, in production of maps for construction of 

city and town development plans and in the first facility 

cadastral works, it is possible to encounter pools or 

buildings in circular form. After connecting to another 

polygon with an electronic tachometer installed at a 

polygon point installed in the field, the coordinates of the 

measurement points may be obtained by making geodetic 

measurements on at least three different points of the 

circular pool or building. With the help of drawing 

programs related to cartography (such as Netcad, Carto 

CAD, GEOCAD ...), it is possible to obtain the 

coordinates of the center of a circle and the radius of this 

circle from these three points, the coordinates of which 

may also be calculated in the computer environment. 

 

It is not possible to access this information in 

mapping programs for cartography because the details of 

passing an area from three points in a coordinate system, 

coordinates of the center of the circle and the radius of the 

circle are kept proprietary by software companies. We 

have been curious about how the coordinates of the center 

of a circle or the radius of the circle in question are 

calculated using the subprograms on a computer.  

 

In relation to the solution of this problem, two studies 

that are indirectly close to the subject mentioned in 

practice have been identified (Kåsa, 1976; Coppe, 1993). 

However, it was found that these studies did not directly 

illuminate our research topic, so this issue should be 

investigated. Since no study was found in practice 

regarding the solution of this problem, it is necessary to 

investigate this problem. This study presents theoretical 

solutions for the topic, makes numerical implementations 

and provides findings and interpretations. 

 

A new method is not proposed in this study. As the 

basic principle of the study, the passage of a circle 

through three points, the details of obtaining the 

coordinates and the radius of the center of the circle are 

intended to be clarified as they are kept secret by software 

companies. 

 

In field studies related to cartography, it is always 

possible to encounter a drawing of a circular pool and a 

building in practice. Therefore, related software is used 

by practitioners. Since the content of other related 

software is kept confidential by the related commercial 

companies, it is not known what kind of problems exist in 

other software and calculations. In this study, theoretical 

solutions for the topic are presented, and numerical 

applications are provided.  

 

The aim of this study is to determine the positions of 

three points on a circle with polar measurements made 

from a polygon point and find the coordinates of the 

circle’s center and radius by taking advantage of 

geometric positions. After finding the coordinates of the 

points on the circle, the circle equation can be solved with 

the help of the coordinates of these points, and the 

coordinates of the center of the circle can be found in 

reference to the offset of indirect measures in the least 

squares method. However, such a solution takes a lot of 

time in comparison to the method mentioned in this study. 

2. CALCULATION OF THE 

COORDINATES OF MEASURING 

POINTS FROM A POLYGONAL POINT 

TO THREE-POINT POLAR 

MEASUREMENTS ON A CIRCLE 
 

 In the vicinity of a circular pool or building, an 

electronic tachometer is installed at a previously 

established P1 polygon site, and a connection to another 

previously established P2 point is made. Three separate 

points (A, B, C) are marked on the tracks near the pool or 

the floor of the building. Horizontal angles and horizontal 

distances (βA, βB, βC, SA, SB, SC) are measured by holding 

the marked point reflector (Figure 1). 

 

 
 

Figure 1: Measurement of points A, B, C with the 

electronic tachometer installed at point P1. 

 

 The coordinates of the points A, B and C are 

calculated with the following relationships by using the 

coordinates of the stationary point and the connected 

points P1 and P2 (Y1, X1, Y2, X2) (Wolf and Ghilani, 2008; 

Ulvi and Toprak, 2016). 

 

(P1P2)=arctan(
𝒀𝟐−𝒀𝟏

𝑿𝟐−𝟏
)                                                    (1) 

(P1A)=(P1P2)-βA                                                            (2) 

(P1B)=(P1P2)-βB                                                            (3) 

(P1C)=(P1P2)-βC                                                            (4) 

YA =Y1 + SA*sin (P1A), XA = X1 + SA*cos (P1A)         (5) 

YB =Y1 + SB*sin (P1B), XB = X1 + SB*cos (P1B)          (6) 

YC =Y1 + SC*sin (P1C), XC = X1 + SC*cos (P1C)          (7) 

 

The AB and BC chord lengths are found from the 

following relations; 

AB=√(𝒀𝑩 − 𝒀𝑨)𝟐 + (𝑿𝑩 − 𝑿𝑨)𝟐                               (8) 

BC=√(𝒀𝑪 − 𝒀𝑩)𝟐 + (𝑿𝑪 − 𝑿𝑩)𝟐                                (9) 

 

The fourth point can also be marked and measured to 

check the traces of the circular pool or building near the 

ground. In this case, the horizontal angle and horizontal 

distances measured for the fourth point are used in the 

relations formed similar to the relations above, the 

coordinate of the fourth point and the beam length 

between the nearest measuring point can be calculated. 
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3. CALCULATION OF THE CENTER 

COORDINATES AND RADIUS OF A 

CIRCLE WITH CHORD POINTS 
 

The chord points may be marked on the circle as 

equal or different chord lengths. 

 

3.1. Calculation of the Center Coordinates and Radius of 

a Circle with Points Marked on Equal Chord Lengths 

 

If the chord lengths at the points on the circle are equal to 

each other (AB = BC) (Fig. 2), then the angles of the base 

at points A, B and C (α) in the isosceles triangles formed 

in the circle will be equal to each other.  

 

    The angles α and ε are obtained from the following 

relations (Allan et al., 1968; Anderson and Mikhail, 1998; 

Kavanagh, 2000; Kavanagh, 2003; Kavanagh, 2009; İnce 

and Erdem, 2019). 

 

(BC)=arctan(
𝒀𝑪−𝒀𝑩

𝑿𝑪−𝑿𝑩
)                                                   (10) 

(BA)=arctan (
𝒀𝑨−𝒀𝑩

𝑿𝑨−𝑿𝑩
)                                                  (11) 

α= 
(𝑩𝑪)−(𝑩𝑨)

𝟐
                                                                (12) 

ε= 200-2α                                                                    (13) 

 

 
                                        

Figure 2: Radius (R) account with the dots marked at 

equal chord lengths. 

 

    In Figure 2, R = AO = BO = CO is found with the 

following relations; 

AO = 
𝑨𝑩𝒔𝒊𝒏𝜶

𝒔𝒊𝒏𝜺
                                                                (14) 

 

BO = 
𝑩𝑪𝒔𝒊𝒏𝜶

𝒔𝒊𝒏𝜺
                                                                (15) 

 

    The bearing angles ((AO), (BO), and (CO)) are 

obtained from the following equations from the points A, 

B and C to point O;  

(AB)=(BA) ± 200g                                                      (16)                    

(CB) = (BC) ± 200g                                                    (17) 

(AO) = (AB) - α                                                          (18) 

(BO) = (BA) + α = (BC) - α                                       (19)              

(CO) = (CB) + α                                                         (20) 

 

   The coordinates of the center of the circle (YO, XO) are 

derived from the following relations; 

A→YO = YA + R sin (AO), XO = XA + R cos (AO)    (21) 

B→YO = YB + R sin (BO), XO = XB + R cos (BO)     (22) 

C→YO = YC + R sin (CO), XO = XC + R cos (CO)     (23) 

 (Bannister et al., 1992; Bannister et al., 1998, Erdem and 

İnce, 2016) 

 

3.2. Calculation of the Center Coordinates and Radius of 

a Circle with Points Marked on Different Chord Lengths 

 

 If the chord lengths between the points marked on the 

circle are different, then the base angles (α1, α2) in the 

OAB and OBC triangles are not equal to each other. In 

Fig. 3, the angle () between the BA and BC chords at 

point B and α1 are expressed by the following relations 

(Kavanagh and Bird, 2000; Kavanagh, 2003; Kavanagh, 

2009); 

 

φ = (BC) - (BA)                                                          (24) 

α2 = φ - α1                                                                    (25) 

 

 
Figure 3: Radius (R) account with the points marked on 

different chord lengths. 

 

In Fig. 3; 

a = AB/2                                                                     (26) 

b = BC/2                                                                     (27) 

 

    D: the midpoint of the AB chord, E: the midpoint of the 

BC chord, and the following equation is written for R in 

the right triangles of ODB and OBE. 

 

R = 
𝒂

𝒄𝒐𝒔𝜶𝟏
=

𝒃

𝒄𝒐𝒔(𝝋−𝜶𝟏)
                                                  (28) 

a cos (φ-α1) = b cosα1                                                 (29) 

 

    The cos (φ-α1) equation is explained, and as a result of 

the necessary simplification, α1 is expressed as follows:  

α1=𝐚𝐫𝐜𝐜𝐨𝐬 (
𝒂 𝒔𝒊𝒏𝝋

√((𝒂 𝒄𝒐𝒔𝝋−𝒃)𝟐+(𝒂𝒔𝒊𝒏𝝋)𝟐)
)                            (30) 

 

     α1, which is calculated by the equation (30) is 

substituted at the bond (28) to obtain R. α1 is substituted 

in the relation (25), and α2 is calculated. (AO), (BO) and 

(CO), which contain the points O, A and B, and C are 

obtained from the following equations; 

(AO) = (AB) - α1                                                        (31) 

(BO) = (BA) + α1                                                        (32) 

(BO) = (BC) - α2                                                         (33)     

(CO) = (CB) + α2                                                        (34) 

 

     The coordinates of the center of the circle (YO, XO) are 

obtained from the points A, B and C by the relations (21), 

(22) and (23) (Wilfred, 2001; Wolf and Ghilani, 2008). 
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    The fourth point in equal spacing can also be measured 

on the traces of the circular pool or building near the 

ground for control purposes. In this case, the calculated 

coordinates of the fourth point as defined in the first 

section and the correlations formed similar to the one 

above are used, and the coordinates of the circle center O 

and the radius of the circle can be calculated. If significant 

differences are observed in the calculation results, the 

measurements and calculations are repeated. If there are 

small differences (1-2 cm) between the results, the results 

that are obtained are averaged. 

 

4. NUMERICAL IMPLEMENTATIONS 

Numerical Implementation 1: 

 

    The points A, B and C are marked on the same radius 

of 5.00 m chord lengths on a circle with an unknown 

radius shown in Figure 1. These points are measured by 

the polar method with connection to the point P2 by an 

electronic tachometer installed at the point P1. Using the 

given measurements and the coordinates of the polygon 

points given in Table 1, we calculate the coordinates of 

the marked points of A, B and C, the radius of the pool 

and the coordinates of the center of the pool. 

 

 

Table 1- Coordinates of polar coordinates and polygons made from point P1 

Station 

number 

Number of points of 

observation 

Horizontal 

Angle 

Horizontal 

Distance 
Y X 

P1    8210.227 7215.475 

 P2 0.0000  8560.735 7225.608 

 A 25.9550 83.065   

 B 23.0359 86.219   

 C 21.8019 90.915   

 

Solution; 

∆YP1P2 = 350.508 m., ∆XP1P2 = 10.133 m.,   (P1P2) = 

arctan ( 
𝟑𝟓𝟎.𝟓𝟎𝟖

𝟏𝟎.𝟏𝟑𝟑
) = 98g.1601 

βA= 25g.9550, βB = 23 g.0359, βC = 21 g.8019,  SA=83.065 

m., SB = 86.219 m., SC = 90.915 m. 

The angles of the points that are required to obtain the 

coordinates of the points A, B and C from the point P1 

are obtained from the following equations. 

 

(P1A) = (P1P2) - βA = 72g.2051, (P1B) = (P1P2) – βB = 75 

g.1242 and 

(P1C) = (P1P2) - βC = 76 g.3582  

 

   Using the equations (5), (6) and (7), the coordinates of 

the points A, B and C are obtained. 

YA = 8285.500 m., XA = 7250.600 m. 

YB = 8289.947 m., XB = 7248.314 m. 

YC =8294.945 m., XC = 7248.467 m. 

(BA) = 400 – arctan (
𝟒.𝟒𝟒𝟕

𝟐.𝟐𝟖𝟔
) = 330g.2285                                         

(BC) = arctan (
𝟒.𝟗𝟗𝟖

𝟎.𝟏𝟓𝟑
) = 98g.0518  

 

    The AB and BC chord lengths are obtained from the 

following equations (7) and (8). 

AB = 5.000 m., BC = 5.000 m. 

α=
(𝑩𝑪)−(𝑩𝑨)

𝟐
 = 83g.9116, R = 

𝟐.𝟓

𝒄𝒐𝒔𝜶
 = 9.9986 m. ≈ 10.00 m.     

 

    The bearing angles from A, B and C to the center point 

O are obtained from the following equations. 

 (AO) = (AB) - α = 46g.3169, (BO) = (BC) - α = 14 g.1302, 

(CO) = (CB) + α = 381 g.9634 

Using the equations (21), (22) and (23), the coordinates 

of the center O are obtained as follows. 

A→YO = 8292.150 m., XO = 7258.068 m. 

B→YO = 8292.148 m., XO = 7258.069 m. 

C→YO = 8292.150 m., XO = 7258.068 m. 

The exact coordinates of O: YO = 8292.149 m., XO = 

7252.068 m. 

 

Numerical Implementation 2: 

 

   The points A, B and C are marked on the chord lengths 

of 5.00 m. and 8.00 m. on a circle-shaped pool with an 

unknown radius as shown in Fig. 4. These points are 

measured by the polar method with connection to the 

point P2 by an electronic tachometer installed at the point 

P1. Using the given measurements and the coordinates of 

the polygon points given in Table 2, we calculate the 

coordinates of the marked points A, B and C, the radius 

of the pool and the coordinates of the center of the pool. 

 

 
Figure 4: A pool with an unknown radius. 
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Table 2- Coordinates of polar coordinates and polygons made from point P1 

Station 

number 

Number of points 

of observation 

Horizontal 

angle 

Horizontal 

Distance 
Y X 

P1    7802.318 5335.972 

 P2 0.0000  7595.612 5230.674 

 A 187.8733 83.065 64.192  

 B 191.9292 86.219 66.943  

 C 195.3468 90.915 73.995  

 

Solution; 

(P1P2) = 200 + arctan (
𝟐𝟎𝟔.𝟕𝟎𝟔

𝟏𝟎𝟓.𝟐𝟗𝟖
) = 270g.0059 

βA = 187g.8733, βB = 191 g.9292, βC = 195 g.3468,   SA = 

64.192 m., SB = 66.943 m. and  

SC = 73.995 m. 

 

   The angles of the points that are required to obtain the 

coordinates of the points A, B and C from the point P1 

are obtained from the following equations. 

(P1A) = (P1P2) + βA – 400 = 57g.8792, (P1B) = (P1P2) + βB 

– 400 = 61 g.9351,  

(P1C) = (P1P2) + βC – 400 = 65 g.3527  

 

    Using the equations (5), (6) and (7), the coordinates of 

the points A, B and C are obtained. 

YA = 7852.965 m., XA = 5375.412 m. 

YB = 7857.647 m., XB =5373.656 m. 

YC = 7865.622 m., XC = 5374.284 m. 

 (AB) = 200 – arctan (
𝟒.𝟔𝟖𝟐

𝟏.𝟕𝟓𝟔
) = 122 g.8430                                          

 (BC) = arctan (
𝟕.𝟗𝟕𝟓

𝟎.𝟔𝟐𝟖
) = 94 g.9972  

 

    The AB and BC chord lengths are obtained from the 

following equations (7) and (8). 

AB= 5.00 0m., BC = 8.000 m. 

 = (BC) - (BA) + 400 = 172 g.1542,   

α1 = arccos (
𝟐.𝟓∗𝒔𝒊𝒏𝝋

√[(𝟐.𝟓∗𝒄𝒐𝒔𝝋−𝟒)𝟐+(𝟐.𝟓∗𝒔𝒊𝒏𝝋)𝟐]
) = 89 g.3394        

α2 =  - α1 = 82 g.8148, R = 
𝟐.𝟓

𝒄𝒐𝒔𝜶𝟏
  = 14.999 m., R = 

𝟒.𝟎

𝒄𝒐𝒔𝜶𝟐
 

= 14.999 m., R = 15.00 m.  

 

    The bearing angles from A, B and C to the center O are 

obtained from the following equations. 

(AO) = (AB) - α1 = 46g.3169, (BO) = (BA) + α1 – 400 = 

12 g.1824 

(BO) = (BC) - α2 = 12 g.1824,  (CO) = (CB) + α2 = 377 

g.8120 

 

    Using the equations (21), (22) and (23), the coordinates 

of the center O are obtained as follows. 

A→YO = 7860.499 m., XO = 5388.382 m. 

B→YO = 7860.500 m., XO = 5388.382 m. 

C→YO = 7860.500 m., XO = 5388.381 m. 

The exact coordinates of O: YO = 7860.500 m., XO = 

5388.382 m.   

 

5. ALGORITHM FOR CALCULATION OF 

THE CENTER AND THE RADIUS 
 

1- Enter the stationary point number and coordinate (P1, 

YP1, and XP1) 

 

2- Enter the starting point number and coordinate (P2, 

YP2, and XP2) 

 

 

3- Enter Measured Horizontal Angles and Horizontal 

Lengths of the Points A, B and C Measured on the Circle 

Arch (BTA, BTB, BTC, SA, SB, SC) (Explanation: 

Horizontal Angles are βA= BTA, βB =BTB, βC=BTC. 

Horizontal Lengths are SA=SA, SB=SB, SC=SC) 

 

4- The (P1P2) bearing angle is calculated based on the 

differences in the coordinates (ΔYP1P2 and ΔXP1P2) 

ΔYP1P2=YP2-YP1 

ΔXP1P2=XP2-XP1 

The Bearing Angle Calculation Subprogram, by taking 

into account the expressions of ΔYP1P2, ΔXP1P2 and 

(P1P2), calculates the angle of the bearing angle in radian 

units and converts it to grad units. 

 

5- Calculation of the bearing angles [(P1A), (P1B), 

(P1C)] for the points A, B and C from the point P1 in grad 

and radian units;  

Calculation of the bearing angles in grad units from the 

point P1 to the points A, B, C 

(P1A)= (P1P2)-BTA 

(P1B)= (P1P2)-BTB 

(P1C)= (P1P2)-BTC 

ρ=200/π 

Conversion of the bearing angles into radians 

(P1A)= (P1A)/ρ 

(P1B)= (P1B)/ρ 

(P1C)= (P1C)/ρ 

 

6- Calculating the coordinates of the points A, B and C 

from the point P1; 

YA=YP1+SA*sin(P1A) 

XA=XP1+SA*cos(P1A) 

YB=YP1+SB*sin(P1B) 

XB=XP1+SB*cos(P1B) 

YC=YP1+SC*sin(P1C) 

XC=XP1+SC*cos(P1C) 

 

7-Calculating the angle of bearing (BC) and bearing 

(BA); 

ΔYBC=YC-YB 

ΔXBC=XC-XB 

The subprogram for calculating the bearing, by taking 

into account the signs of ΔYBC and ΔXBC, calculates the 

angle of the bearing (BC) in radian units and converts it 

to grad units. 

ΔYBA=YA-YB 

ΔXBA=XA-XB 

 

   The subprogram for calculating the bearing, by taking 

into account the signs of ΔYBA and ΔXBA, calculates 

the angle of the bearing (BA) in radian units and converts 

it to grad units. 
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8- Calculation of the chord lengths BA and BC; 

BA=√((𝚫𝐘𝐁𝐀𝟐) + (𝚫𝐗𝐁𝐀𝟐)) 

BC=√((𝚫𝐘𝐁𝐂𝟐) + (𝚫𝐗𝐁𝐂𝟐)) 

 

9- Comparison of the BA and BC chord lengths  

If BA=BC go to step 10 

If BA≠BC go to step 14 

 

10- Calculation of base angles and R values of triangles 

α= ((BC)-(BA))/2 

Conversion of α to radian units 

α=α/ρ 

ε=π-2α 

Calculation of R, AO, BO and average R 

R=AO=BO 

AO=AB*sinα/sinε 

BO=BC*sinα/sinε 

R=(AO+BO)/2 

Conversion of the (BA) and (BC) bearing angles to radian 

units    

(BA) = (BA)/ρ 

(BC)= (BC)/ρ 

 

11- Calculation of the bearing angles [(BO1), (AO), 

(BO2), (CO)] from the points A, B and C points to the 

center of the circle 

(BO1) = (BA)-α 

If (BA) >π then (AB) = (BA)-π  

If (BA) <π then (AB) = (BA) +π 

(AO)= (AB)-α 

(BO2)= (BC)-α 

If (BC) >π then (CB) = (BC)-π 

If (BC) <π then (CB) = (BC) +π 

(CO)= (CB) +α 

 

12- Calculating the coordinates of the center of the circle 

from the points A, B and C; 

YOA=YA+R*sin(AO) 

XOA=XA+R*cos(AO) 

YOB=YB+R*sin(BO) 

XOB=XB+R*cos(BO) 

YOC=YC+R*sin (CO) 

XOC=XC+R*cos (CO) 

 

13- Printing the radius R of the circle and the coordinates 

of the center O 

 

14- Calculation of the angle φ between the chords BA and 

BC cat the point B and the values a and b  

φ=(BC)-(BA) 

φ=φ/ρ 

a=AB/2 

b=BC/2 

 

15- Calculation of the base angles (α1, α2) of triangles and 

R; 

α1=arccos (a*sinφ/√((𝒂𝒄𝒐𝒔𝝋 − 𝒃)𝟐 + (𝒂𝒔𝒊𝒏𝝋)𝟐)) 

α2=φ-α1 

R1=a/cosα1 

R2=b/cosα2 

R=(R1+R2)/2 

 

16- The points A, B and C from the center of the circle 

for the calculation of the angle; 

(BO1)=(BA)+α1 

If (BA)>π then (AB)=(BA)-π  

If (BA)<π then (AB)=(BA)+π 

(AO)=(AB)-α1 

(BO2)=(BC)-α2 

If (BC)>π then (CB)=(BC)-π 

If (BC)<π than (CB)=(BC)+π 

(CO)=(CB)+α2 

17- Go to step 13 to calculate the coordinates of the center 

of the circle at the points A, B and C. 

 

6. DISCUSSION 
 

(1), (10) and (11) in the case of zero in the case of 

division; In equation (1), XP1 = XP2, in equation (10), 

XB = XC and (11) must be XB = XA. The equation (1) 

can be XP1 = XP2. However, considering that the points 

A, B, C are on the circle arc, it is not possible to have XB 

= XC, XB = XA. The results of equations (21), (22) and 

(23) must be equal to each other. 

 

 However, due to incidental errors that cannot be 

avoided during measurement, there may be little 

differences in cm units in the calculated coordinate 

results. In this case, it would be more appropriate to 

obtain the average of the results gathered from the 

equations. In cartography, one tenth of the circle radius is 

taken as the best distance between the points to be applied 

on the circle arc.  

 

 In determining the center, the distance to be taken 

between the points to be marked on the circle arc should 

be carefully selected to not be less than one tenth of the 

circle radius length. If a point is taken in a range smaller 

than the specified value, the lines connecting these points 

to the center O of the circle intersect at a very narrow 

angle. This will negatively affect the position accuracy of 

the point O. 

 

 More than three points can be taken on the circle 

arc. In this case, the coordinate of the center and the 

length of the radius, will be calculated with the least 

squares method according to the adjustment calculation. 

 

 The positioning of the three points on the circle can 

be achieved in two ways, as stated in the article. In the 

first method, the points are positioned on the circle so that 

they are of equal beam length. In the second method, the 

points are positioned at different beam lengths. For ease 

of calculation, it is recommended to position the points on 

the circle according to the first method. 

 

7. CONCLUSIONS 
 

 The length of a chord and the horizontal 

distances to be measured to determine the 

radius and center coordinates of a circular pool 

of unknown radii; measurements should be 

made in millimetric precision for control and 

consistency of results. 

 In measurements to determine the radius of a 

building with a radius of unknown radius and 

the coordinates of its center; a) The reflector 
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used to measure the sharpness of the reflector 

head will not be exactly perpendicular to the 

projection of the building due to the thickness 

of the head, b) the distance from the building 

line to the pointed end of the reflector should be 

added to the horizontal distance measured with 

the aid of a ruler in millimetric precision. 

 Where the chord length is directly measured, 

the equal chord length method should be 

applied in the calculation of the circle radius 

and the circle center coordinate, because of the 

ease of calculation.   

 Where the chord length cannot be measured 

directly, three points on the circle arc should be 

marked very precisely so as to cover half the 

circumference of the entire circle.  

 At places where the beam length cannot be 

measured directly, at least three separate points 

should be marked very precisely on the arc of 

the circle to cover half of the circumference of 

the entire circle and for control purposes. 

 The reflector used in polar measurements must 

be as sharp as possible in the tip that comes into 

contact with the floor. 

  

   On the subject of the Type Reconstruction Regulation; 

 Width of road in 3-storey buildings (excluding 

basement): 7.00 - 10.00 m 

 Width of road in 4-storey buildings (excluding 

basement): 10.00 - 12.00 m. 

 Width of road in 5-storey buildings (excluding 

basement): 12.00 - 15.00 m, this cannot be less, and 

provisions are included. 
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ABSTRACT: The mean sea level has been continuously increasing since the end of the 19th century and will continue to 

increase in the 21st century. The Intergovernmental Panel on Climate Change (IPCC) states that the sea level will rise by 

40-60 cm until 2100. This situation will lead to social and economic problems, especially in coastal areas. For this reason, 

studies on sea level determination have great importance in our country. In this paper, we used the singular spectrum 

analysis (SSA) to investigate mean sea level variability along the coasts of the Black Sea, which is an intercontinental 

inland sea. This study aimed to determine the trend in sea level change along the coasts of the Black Sea over time. The 

mean sea level data from 10 tide gauge stations (Amasra, Batumi, Bourgas, Constantza, Igneada, Poti, Sevastapol, Trabzon 

II, Tuapse and Varna) are analyzed in this study. The mean sea level data were obtained from the Permanent Service for 

Mean Sea Level (PSMSL). SSA was applied to the mean sea level observations at tide gauges stations, and the results were 

interpreted. According to the analysis results, there are increasing trends at the Batumi, Poti, Tuapse, Constantza, 

Sevastopol and Varna stations. The obtained trend of Bourgas station is not significant. There is The results of the Amasra, 

Igneada and Trabzon II tide gauge stations were inadequate in interpreting any change. There were no trends at these 

stations. Close eigenvalues were computed from the mean sea level at the tide gauge stations. This situation shows that 

there is a dominant seasonal component in the time series. 
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1. INTRODUCTION 

 

The climate depends on the correlation between the 

atmosphere, hydrosphere, cryosphere and geosphere 

(Nacef et al.,2016). Sea level rise, which is predicted to 

significantly affect coastal areas, is one of the most 

important pieces of evidence for climate change. 

Identifying and understanding the causes of sea level 

change are important in climate change studies at global 

and regional scales. Sea-level change occurs at different 

rates over a broad time scale depending on the location. 

Global mean rate which is estimated satellite altimetry-

based has reported a ± 3 mm/year change over a few 

decades (Cazenave et al., 2014). However, this rate varies 

across the Earth. For this reason, it is important to predict 

sea level changes, determine the areas that will be 

affected by these changes and take precautions. 

Observations of sea level change are also important for 

geodesy. In geodesy, the determination of sea level 

change is crucial in terms of identifying the vertical 

datum and determining the geoid. In the most applications 

require a datum for determining ocean depths (Yilmaz et 

al.,2016). 

In our country, which is surrounded by the sea on 

three sides, sea level monitoring and forecasting studies 

are extremely important. Karaca and Ünal (2003) noted 

that the sea level increase would cause a loss in our 

country’s national income of approximately 10%. 

The estimates of sea level change are computed by 

satellite altimetry and tide gauge data. Related to sea level, 

established sea level monitoring networks and data 

centers have been established at global, regional and local 

scales. A few of these institutions include the Permanent 

Service for Mean Sea Level (PSMSL) and the European 

Global Ocean Observing System (EuroGOOS). The 

PSMSL serves to provide hundreds of tide gauge data 

points at monthly and yearly scales, controlling and 

presenting. In our country, tide gauge data are presented 

by the Turkish Sea Level Monitoring System (TUDES; 

URL 1). 

Time series models are widely used in the analysis 

and estimation of climate data. Singular spectrum 

analysis (SSA) is a powerful technique in time series 

analysis. This technique is applied to many problems (see,  

Ghil et al.,2002). It is particularly advantageous in 

complex seasonal component estimation and the analysis 

of non-stationary time series (Hassani et al., 2009). In the 

literature, there are many studies on SSA theory and 

applications (Golyandina 2001; Hassani et al., 2009; 

Golyandina 2010; Golyandina ve Zhigljavsky 2013). 

In this study, the mean sea level data from 10 tide 

gauge stations (Amasra, Batumi, Bourgas, Constantza, 

Igneada, Poti, Sevastapol, Trabzon II, Tuapse and Varna) 

were analyzed using SSA. With SSA, the change in sea 

level along the coasts of the Black Sea, as well as 

harmonic oscillations at these stations and seasonal 

effects, will be determined. Concurrently, the sea level 

change along the coasts of the Black Sea will be 

interpreted through the obtained results. 

 

 

2. DATA AND METHODS 

 

2.1 Study Area and Tide Gauge Data 

 

In this paper, we used the mean sea level data from 

tide gauge records along the Black Sea coast. The Black 

Sea is a unique location, as it is the most isolated inland 

sea in the Atlantic Ocean system (Goriacikin and Ivanov 

2006). There are several studies on sea level change in 

this region. In these studies, the sea level of the Black Sea 

coast increased rapidly, see Kubryakov and Stanichyni 

2013; Vigo et al., 2005; Avşar et al., 2015.  

The mean sea level data from 10 tide gauge stations 

(Amasra, Batumi, Bourgas, Constantza, Igneada, Poti, 

Sevastapol, Trabzon II, Tuapse and Varna) located along 

the coasts of the Black Sea are used in this study. The 

Amasra, Igneada and Trabzon II tide gauges are in 

Turkey; the Batumi and Poti stations are in Georgia; the 

Bourgas and Varna stations are in Bulgaria; the 

Constantza station is in Romania; and the Sevastopol 

station is in the Ukraine (Figure 1). 

We used monthly mean sea level time series from the 

PSMSL, and the data sets are from the Revised Local 

Reference (RLR) in the PSMSL (URL 2). The data spans 

for each station are different from each other, and the data 

have gaps of 5% and 14% (Table 1). 

 

 
Figure.1 Tide gauge stations used in this study (https://www.psmsl.org/data/obtaining/map.html) 
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Table 1 Tide gauge stations and geographic coordinates 

  

Station Country Latitude 

 (Degree) 

Longitude 

(Degree) 

Time Span 

 

Amasra Turkey 41.4333 32.2333 2001 – 2009 

Batumi Georgia 41.6333 41.7000 1882 – 2015 

Bourgas Bulgaria 42.4833 27.4833 1929 – 1996 

Constantza Romania 44.1666 28.6666 1933 – 1997 

Igneada Turkey 41.8833 28.0166 2002 – 2009 

Poti Georgia 42.1666 41.6833 1874 – 2015 

Sevastapol Ukraine 44.6166 33.5333 1910 – 1994 

Trabzon II Turkey 41.0000 39.7333 2002 – 2009 

Tuapse Russia 44.1000 39.0666 1917 – 2017 

Varna Bulgaria 43.1833 27.9166 1929 – 1996 

 

2.2 Singular Spectrum Analysis 

 

Singular spectrum analysis is a powerful filtration 

technique. This method has a wide range of applications 

in the fields of hydrology, oceanography, medicine, 

economy and earth sciences. SSA is a nonparametric 

approach that is widely used in time series analysis 

(Hassani et al. 2009). This method extracts periodic and 

quasi-periodic signals in a time series. A spectrum of 

eigenvalues is used to determine these signals. 

The SSA technique consists of four steps: embedding, 

singular value decomposition, grouping and diagonal 

averaging. In the first stage, the original time series is 

decomposed, and in the second stage, the original time 

series is reconstructed. Embedding and singular value 

decomposition belong to the decomposition stage, and the 

grouping and diagonal averaging belong to the 

reconstruction stage. The steps of this technique are 

shown in Figure 2. The main components selected for 

reconstruction include information about the trend and 

harmonic component. Spectral decomposition and 

reconstruction provide a susceptible determination of 

trends, seasonal fluctuations, and low frequency 

components. 

 

 
 

Figure. 2 Singular spectrum analysis steps 

 
The first step in the SSA technique is embedding. In 

this step, a one-dimensional series is transferred into a 

multidimensional series. Therefore, the Hankel matrix 

(trajectory matrix) is taken from the original time series.  

 

 

 

Time series 𝐗 = (𝐱𝟏, … , 𝐱𝐍) , with length N, is 

equalized to an L-series vector, as shown in Eq.(1). 

 

𝐗𝐢 = (𝐱𝐢, … , 𝐱𝐢+𝐋−𝟏)
𝐓                                                   (1) 

 

where L is the window length, or embedding dimension; 

𝟏 < 𝐋 < 𝐍; and 𝟏 ≤ 𝐢 ≤ 𝐊, where  

 

𝐊 = 𝐍 − 𝐋 + 𝟏                                                             (2) 

 

The Hankel matrix of series X, 

𝐗 = [𝐗𝟏, … , 𝐗𝐍] = (𝐱𝐢𝐣)𝐢,𝐣=𝟏
𝐋,𝐊 = [

𝐱𝟏 … 𝐱𝐊
𝐱𝟐 … 𝐱𝐊+𝟏
⋮ … ⋮
𝐱𝐋 … 𝐱𝐍

]         (3) 

The second step in SSA is the singular value 

decomposition (SVD). Then, the computed eigenvalues 

and eigenvectors of the matrix 𝐒 = 𝐗𝐗𝐓  and SVD are 

applied to the Hankel matrix X. 

 

𝐗 = ∑ √𝛌𝐢𝐔𝐢𝐕𝐢
𝐓𝐝

𝐢=𝟏                                    (4) 

 
where 𝛌𝐢, is the eigenvalue of the S matrix (𝛌𝟏 ≥ 𝛌𝟐… ≥
𝛌𝐋 ≥ 𝟎) . According to SSA theory, close eigenvalues 

indicate the existence of seasonal components in the time 

series (Khelifa vd.,2016). In Eq. 4, the (√𝛌𝐢, 𝐔𝐢, 𝐕𝐢 ) 

components are referred to as the eigentriple of the X 

matrix, where 𝐔𝐢  is the normalised eigenvector 

corresponding to the eigenvalues. 

When the eigenvalues are found, the decomposition 

stage is completed and proceeds to the reconstruction 

stage. The grouping step is first applied in this stage. The 

X matrix is split into several groups, and the matrices in 

each group are summed. Let, 

 

𝐗𝐢 = √𝛌𝐢𝐔𝐢𝐕𝐢
𝐓                                                              (5) 

 

𝐗𝐈 = 𝐗𝐢𝟏 + 𝐗𝐢𝟐 +⋯+ 𝐗𝐢𝐦 ,    𝐈 = {𝐢𝟏, … , 𝐢𝐦}               (6) 

 
Here, 𝐈 = {𝐢𝟏, … , 𝐢𝐦} represents eigentriple grouping. 

Then, each matrix 𝐗𝐈𝐣 (𝐣 = 𝟏,… , 𝐝) is transformed into a 

new series with length N, where d is the rank of a matrix. 

This step is referred to as diagonal averaging.  

Data

Decomposition

Embedding

Singular Value 
Decomposition

Reconstruction

Grouping

Diagonal 
Average
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Let the Y matrix be computed. Y is the lengt𝐡 𝐋 × 𝐊 

matrix, and 𝐲𝐢𝐣  is an element of 𝐘(𝐲𝟏, 𝐲𝟐, … , 𝐲𝐍). As a 

result, Y is converted to series (𝐲𝟏, 𝐲𝟐, … , 𝐲𝐍), and the 

reconstruction elements are written as: 

 

𝐲𝐤 =

{
 
 

 
 

𝟏

𝐤
∑ 𝐲𝐦,𝐤−𝐦+𝟏

∗𝐤
𝐦=𝟏                      𝟎 ≤ 𝐤 < 𝐋∗,

𝟏

𝐋∗
∑ 𝐲𝐦,𝐤−𝐦+𝟏 

∗                       𝐋∗ ≤ 𝐤 < 𝐊∗,𝐋∗

𝐦=𝟏

𝟏

𝐍−𝐤+𝟏
∑ 𝐲𝐦,𝐤−𝐦+𝟏

∗𝐍−𝐊∗+𝟏
𝐦=𝐤−𝐊∗+𝟏    𝐊∗ ≤ 𝐤 < 𝐍

    (7) 

 

where 𝟏 ≤ 𝐢 < 𝐋 ,  𝟏 ≤ 𝐣 ≤ 𝐊, 𝐢 + 𝐣 = 𝐤 + 𝟏, 𝐋∗ =
𝐦𝐢𝐧(𝐋, 𝐊) and 𝐊∗ = 𝐦𝐚𝐱 (𝐋,𝐊). If 𝐋 < 𝐊, 𝐲𝐢𝐣

∗ = 𝐲𝐢𝐣 and 

𝐲𝐢𝐣
∗ = 𝐲𝐣𝐢 ; otherwise, the choice 𝐤 = 𝟏  gives 𝐲𝟏 = 𝐲𝟏,𝟏 , 

and for 𝐤 = 𝟐 , 𝐲𝟐 = (𝐲𝟏,𝟐 + 𝐲𝟐,𝟏)/𝟐  (Moreno and 

Coelho 2018; Osmanzade 2017; Hassani and Thomakos 

2010; Golyandina et al., 2001). 

 
3. APPLICATION 

 

In this paper, we aim to determine sea level change 

along the coasts of the Black Sea using SSA. With the 

SSA, the trend and seasonal effect on the mean sea level 

can be determined. The mean sea level time series 

recorded at the tide gauge stations used in this study are 

presented in Figure 3. At the 10 tide gauge locations along 

the coasts of the Black Sea, mean sea level data in the 

period 1930-2017 showed similar changes. 

 

 
 

Figure. 3 Tide gauge station time series graphics 

 

The window length (L) is determined for the 

decomposition stage of the SSA. Determining the 

window or embedding dimension (L) is one of the most 

critical steps of this method. The main components 

decompose better when the L value is large (Hassani et 

al., 2009). However, there is no strict rule for determining 

window length. Hassani et al. (2009) suggested that L is 

selected as the median of the 1,2,…,N values. Golyandina 

(2010) proposed that L≤N / 2 be selected. In this study, 

the window length L for each station was selected as N / 

2. Thus, we computed the L×L Hankel matrix and L 

eigentriples. 

According to the eigenvalues, we observed that there 

are close eigenvalue groups. The close eigenvalues of the 

stations are identified as harmonic components. At the 

same time, the eigenvalues are close to each other, 

showing the presence of a seasonal component in the time 

series. There are close eigenvalues at the Batumi, 

Constantza, Poti, Sevastapol, Trabzon II, Tuapse and 

Varna stations, as presented in Figure 4. The first 

harmonic eigenvectors are shown in Table 2. 

 

Table 2  Harmonic eigenvectors 

Station Name Harmonic eigenvectors 

Batumi 6-7 

Constantza 5-6, 15-16,17-18,21-22 

Poti 3-4 

Sevastapol 1-2, 7-8,9-10 

Trabzon II 7-8, 10-11 

Tuapse 5-6 

Varna 21-22, 24-25, 28-29 

 

 

 

 

 

 

 

Figure. 4 Eigenvalues of Batumi, Constantza, Poti, 

Sevastapol, Trabzon II, Tuapse and Varna stations. 

 

Then, the reconstruction stage is achieved using Eq. 

(5), Eq. (6) and Eq. (7). The difference trend solutions are 

computed as a result of different combinations of 

eigentriples. For this, the eigentriples must be selected, as 

they are the best representation of the data. In this study, 

the first five reconstruction components (RCs) were 

selected for each station. Because, according to the RCs 

graphics, the first five RCs contain practically all trend 

and seasonal components of time series. RCs are shown 

in the time series graphics (Figure 5). The RCs that best 

represented the trend were found in the time series for 

each station.
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Figure. 5 Reconstruction components of the tide gauges 

 

 
The slowly varying eigenvalues present the trend 

(Hassani, 2007).  

It is realized that the sum of the reconstructed 

components present initial time series. The sum of the 

reconstruction components that best represent the trend 

for each station is shown on the time series graphics 

(Figure 6, Figure 7 and Figure 9). 

 

 

 

At the Batumi, Poti and Tuapse stations, most data 

records have increasing trends in the mean sea level. The 

trends show that the mean sea level at Batumi station 

increased from -0.11 mm to 0.85 mm during the period of 

1882-2015, that at the Poti station increased from -1.62 

mm to 1.82 mm during the period of 1874-2015, and that 

at the Tuapse station increased from -1.09 mm to 1.39 mm 

during the period of 1917-2017. The results are presented 

in Figure 6. 
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  Figure. 6 Batumi, Poti and Tuapse station time series and reconstruction components 

 

The mean sea level at the Bourgas station has no 

significant change from -0.13 mm to -0.21 mm during 

the period of 1929-1996. That at the Constantza station 

increased from -0.06 mm to 0.14 mm during the period 

of 1933-1997, and that at the Sevastopol station 

increased from 0.002 mm to 0.17 mm during the period 

of 1910-1994. The mean sea level at the Varna station 

changed from -1.10 mm to -0.16 mm during the period 

of 1929-1996. The results are presented in Figure 7. The 

increasing trend stations are shown in Figure 8. 

 

 

Figure. 7 Bourgas, Constantza, Sevastopol and Varna station time series and reconstruction components 
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Figure. 8 Increasing trend stations in the Black Sea coasts (  denotes increasing trends) 

 

The Amasra, Igneada and Trabzon II tide gauge stations 

have inadequate data records. These stations have short 

time series. Thus, the mean sea level change could not be 

clearly determined. The mean sea level at the Amasra 

station changed from 0.44 mm to 0.02 mm during the 

period of 2001-2009, that at the Igneada station changed 

from 0.11 mm to 0.54 mm during the period of 2002-

2009, and that at the Trabzon-II station changed from -

0.10 mm to 0.37 mm during the period of 2002-2009 

(Figure 9). 

 

 

 

 

Figure. 9 Amasra, Igneada and Trabzon II station time series and reconstruction components
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4. CONCLUSION 

 

In this study, we used the SSA method to detect mean 

sea level change at 10 tide gauge stations along the coasts 

of the Black Sea. In addition, we detected the seasonal 

influence in the time series. To this end, we discuss the 

results of the analysis. 

In the analysis results, there are increasing trends at 

the Batumi (Georgia), Poti (Georgia), Tuapse (Russia), 

Constantza (Romania), Sevastapol (Ukraine) and Varna 

(Bulgaria) stations. 

   The Amasra, Igneada and Trabzon II tide gauge 

stations in Turkey were inadequate in interpreting this 

change. The analysis results are shown in Table 3. 

 

Table 3 Trends at the tide gauge stations 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The results showed that for the Batumi (Georgia) 

station, the station values of the trend in the 133-year 

period are from -0.11 mm to 0.85 mm, and for the Poti 

(Georgia) station, the station values of the trend in the 

141-year period are from -1.62 mm to 1.82 mm. For the 

Bourgas (Bulgaria) and Varna (Bulgaria) stations, the 

trend values for the same period are from -0.13 mm to -

0.21 and from -1.10 mm to -0.26 mm, respectively. 

If the eigenvalues are close to each other, this 

situation showing the presence of a seasonal component 

in the time series. According to the eigenvalue results, the 

Batumi, Constantza, Sevastopol, Poti, Tuapse, Trabzon II 

and Varna stations have close eigenvalues. This situation 

indicates the presence of a seasonal component in the 

time series of related stations. No seasonal components 

found at the other stations (Amasra, Igneada and 

Bourgas).  
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ABSTRACT: The geodetic networks should be able to detect the possible earth crust movements caused by active tectonic 

movements in Turkey. Geodetic networks should also be able to determine the crust movements accurately as well as 

provide precision and reliability requests. The capacity of geodetic networks to determine the crustal movements can be 

determined by sensitivity analysis. Robustness analysis consists of strengthening internal reliability analysis with strain 

techniques. Robustness is defined as the deformation strength induced by the maximum undetectable errors with the 

internal reliability analysis. The robustness of a geodetic network is determined by the global initial condition, which aims 

at minimizing the total displacement value in the network. In this study, the local initial condition that aims to minimize the 

total displacement value at the uniform polyhedron, which consists of observations from each station points. The 

displacement values obtained according to the local and the global initial conditions are compared with threshold values. 

The results have also been interpreted. 
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1. INTRODUCTION 

 

Geodetic networks established for scientific or 

engineering purposes are expected to be robust enough to 

detect local deformations or tectonic movements of the 

region. For this reason, it is highly important that the 

sensitivity levels and the robustness are integrally queried 

when the quality of the geodetic networks is investigated. 

In geodetic networks, robustness is obtained from a 

function of reliability criteria. Even if the reliability 

criteria is sufficiently within the required limit values, in 

the geodetic networks, an outlier at an observation affects 

coordinate unknowns of each station point and leads to a 

different magnitude of deformation. Also, the station 

points are stretched in a different direction and ratio with 

the effect of an outlier at any observations. Therefore, 

investigation of the reliability of the geodetic networks 

can be considered as research of the external reliability 

vector which corresponds to the observation leading to 

the greatest strain at a station point (Vanicek et al., 1990; 

Berber, 2006; Konak, 2018). The external reliability 

vector depends on the number of datum points in free 

network solutions and distribution in the network. For this 

reason, the external reliability vector which causes the 

greatest strain can be defined as the vector having a 

maximum vector norm. In this case, the magnitude of the 

largest strain components is obtained independently of 

the datum using the strain models representing the surface 

formed by observation links of each station point. The 

estimated strain components for each station point are 

independent of the translation components of the strain 

area. However, while determining the displacement value 

of station points in the network, the effects of the 

translation components must also be eliminated. This 

process is accomplished with a global initial condition 

that aims to have a minimum total displacement 

magnitude. The corrected global displacement 

magnitudes are compared with the threshold value 

estimated from the confidence ellipsoids. 

The robustness analysis has been first defined by 

Vanicek et al. (1990). In the study, an alternative geodetic 

network analysis to standard statistical analysis 

techniques has been developed to investigate the 

sensitivity of geodetic networks against outliers. The 

fundamental part of this alternative analysis, called 

Reliability Analysis, was introduced by Baarda (1976). 

This investigation process which was developed by a 

group of researchers at the University of New Brunswick 

was published as The Geometrical Strength Analysis. The 

differences between the reliability analysis and the 

benefits of the geometrical strength analysis are the 

subject of the study. Then, it was discovered that both of 

the analysis techniques are complementary to each other. 

The combined analysis method which consists of the 

reliability analysis and the geometrical strength analysis 

is called Robustness Analysis.  

Basic deformation parameters are defined as relative 

translation, relative rotation, strain tensor and differential 

rotation components by Kuang (1991). Different strain 

models are explained according to the deformation model 

defined on the surface represented by any geodetic 

network with this study. The different mathematical 

models are proposed according to the homogeneous 

deformation of a whole surface and to the heterogeneous 

deformation explained with the movement of a surface 

relative to different centers of gravity by Kuang. 

The displacement magnitude derived from the effects 

of the outliers on the coordinate unknowns is obtained 

independently according to the translation by Berber 

(2006). Therefore, it is aimed to determine a global initial 

condition for all station points of the network. These 

initial conditions are computed separately for 3D, 2D, and 

1D geodetic networks. Displacement magnitudes are also 

obtained as 3D, 2D, and 1D. 

In this study, local initial conditions aimed at 

minimizing the total displacement and developed for the 

polyhedron represented by each network point are 

proposed.  

Global displacement magnitudes represent all station 

points of the network; however, local displacement 

magnitudes represent a surface formed by observation 

links of each neighbouring station point. The 

displacement vectors are comparable to the minimum 

undetectable displacement value (the sensitivity level) 

due to representing the effects of the undetectable outliers 

on the coordinate unknowns. For this reason, it is 

recommended that the local and the global displacement 

magnitudes computed for each station point should be 

compared with both the threshold values estimated from 

the confidence ellipsoid and the sensitivity levels 

suggested as a different threshold value (Küreç Nehbit, 

2018). 

 

2. STRAIN IN GEODETIC NETWORKS  

 

Any tectonic plate or surface area can be identified as 

a kind of material or as a homogeneous object, despite its 

natural structures. When a force is applied to the surface, 

the resistance of the surface to this force can be 

determined mathematically and defined according to a 

coordinate system. The determination of the deformations 

on a surface in a coordinate system, independent from the 

datum and the geometric interpretation are explained by 

the concept of strain (Chou and Pagano, 1992; Konak, 

2018; Küreç Nehbit, 2018). 

Strain in the geodetic networks is defined as the ratio 

of the change in coordinate axies to the initial coordinate 

system. In other words, the strain is a geodetic/geometric 

interpretation of the deformation on a surface. Strains in 

the geodetic networks can be caused by the internal 

structure of the networks or by external factors. The 

strains arising from the internal structure of the network 

are affected by observation weights and observation plan. 
The strains due to external factors occur because of 

tectonic movements and local deformations (Küreç 

Nehbit, 2018). 

Different mathematical methods are used to compute 

the strain components depending on the homogenous or 

heterogeneous deformation models defined on the surface. 

In the homogeneous deformation models, the 

deformation on a surface is equal in each region of the 

surface. On the other hand, in the heterogeneous 

deformation models, the deformations on a surface are 

different in every region of the surface. In this case, if the 

surface has a homogeneous deformation, the strain is 

described as a homogeneous strain. Also, if the surface 

has a heterogeneous deformation, the strain is identified 

as a heterogeneous strain (Vanicek et al., 1990; Kuang, 

1991; Poyraz, 2009; Küreç Nehbit, 2018). 

In geodetic networks measured at different times, the 
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deformation vectors can be established according to the 

predicted deformation model for the displacement vector 

between two periods. The deformation model is selected 

according to a priori knowledge (Kuang, 1991; Küreç 

Nehbit, 2018). 

At any station points, the displacement vector as a 

strain relationship can be written with the following 

equation;  

 

∆𝑥𝑖 = 𝐸𝑖𝑥𝑖 + 𝑐0 (1) 

 

If the displacement vector is obtained in three 

dimensions, the strain matrix (Ei) is identified as; 

 

𝐸𝑖 =

[
 
 
 
 
𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦

𝜕𝑢

𝜕𝑧

𝜕𝑣

𝜕𝑥

𝜕𝑣

𝜕𝑦

𝜕𝑣

𝜕𝑧

𝜕𝑤

𝜕𝑥

𝜕𝑤

𝜕𝑦

𝜕𝑤

𝜕𝑧 ]
 
 
 
 

= [

𝑒𝑥𝑥 𝑒𝑥𝑦 𝑒𝑥𝑧

𝑒𝑦𝑥 𝑒𝑦𝑦 𝑒𝑦𝑧

𝑒𝑧𝑥 𝑒𝑧𝑦 𝑒𝑧𝑧

] (2) 

 

(Vanicek et al., 1990; Vanicek et al., 2001; Konak, 2010; 

Küreç 2010; Küreç Nehbit, 2018). 

 

2.1 Surface Model Approach 

 

Strain components could be obtained from a function 

of coordinate differences or from velocity information. 

The mathematical models representing triangular or 

polygonal surfaces could be defined with Affine or the 

extended Helmert transformation (Konak et al., 2017; 

Küreç Nehbit, 2018; Öcalan, 2018). 

The transformed coordinates according to the 

reference point are obtained as; 

 

∆𝑥𝑖 = 𝑋𝑖 − 𝑋0   (3a) 

∆𝑦𝑖 = 𝑌𝑖 − 𝑌0   (3b) 

∆𝑧𝑖 = 𝑍𝑖 − 𝑍0   (3c) 

 

and using this transformed coordinates’ differences, 

translation equations are written for each network point 

on a surface, where the strain components to be 

computed,  

 

𝑣𝑥𝑘+1
= 𝑥𝑘+1 − 𝑥𝑘 = 𝑡𝑥 +

𝜕𝑢

𝜕𝑥
∆𝑥𝑖 + 

𝜕𝑢

𝜕𝑦
∆𝑦𝑖 +

𝜕𝑢

𝜕𝑧
∆𝑧𝑖   (4a) 

𝑣𝑦𝑘+1
= 𝑦𝑘+1 − 𝑦𝑘 = 𝑡𝑦 +

𝜕𝑣

𝜕𝑥
∆𝑥𝑖 + 

𝜕𝑣

𝜕𝑦
∆𝑦𝑖 +

𝜕𝑣

𝜕𝑧
∆𝑧𝑖   (4b) 

𝑣𝑧𝑘+1
= 𝑧𝑘+1 − 𝑧𝑘 = 𝑡𝑧 +

𝜕𝑤

𝜕𝑥
∆𝑥𝑖 + 

𝜕𝑤

𝜕𝑦
∆𝑦𝑖 +

𝜕𝑤

𝜕𝑧
∆𝑧𝑖   (4b) 

𝑑𝑖 = 𝐻𝑖 . 𝑔 (5) 

 

where (k) is epoch number, (P0) is reference points, (di) is 

displacement vector, (Hi) is the design matrix, (g) is the 

vector of the strain components. 3D affine transformation 

matrix representing homogeneous strain properties is 

defined as; 

 

𝐻𝑖 = [
1 0 0
0 1 0
0 0 1

   
∆𝑥𝑖 ∆𝑦𝑖 ∆𝑧𝑖

0 0 0
0 0 0

   
0 0 0

∆𝑥𝑖 ∆𝑦𝑖 ∆𝑧𝑖

0 0 0
   

0 0 0
0 0 0

∆𝑥𝑖 ∆𝑦𝑖 ∆𝑧𝑖

](6) 

 

and the displacement vector is obtained as; 

 

𝑑𝑖
𝑇 = [𝑣𝑥 𝑣𝑦 𝑣𝑧] (7) 

 

In this way, Affine Model is formulated (Kuang, 1991). 

In this case, strain components with 3D are determined 

with the following equations; 

 

𝑔 = (𝐻𝑇𝐻)−1𝐻𝑇𝑑 (8) 

 

𝑔𝑇 = [𝑡𝑥 𝑡𝑦 𝑡𝑧  𝑒𝑥𝑥 𝑒𝑦𝑥 𝑒𝑧𝑥  𝑒𝑥𝑦 𝑒𝑦𝑦 𝑒𝑧𝑦  𝑒𝑥𝑧 𝑒𝑦𝑧 𝑒𝑧𝑧] (9) 

 

3. ROBUSTNESS ANALYSES FOR THE 

GEODETIC NETWORKS 

 

Robustness is defined as the deformation strength 

caused by the undetectable possible model error with the 

internal reliability analyses. Robustness analyses consist 

of strengthening internal reliability analyses with strain 

techniques. In any observation, the effect of outliers on 

the coordinate unknowns is obtained as; 

 

∆𝑋 = 𝑄𝐴𝑇𝑃∆0𝑖   (10) 

 

𝛿 0𝑖
2 = ∆𝑋𝑇𝐾𝑥𝑥

−1∆𝑋   (11) 

 

and is determined for experimental observation as;  

 

𝛿 0𝑖
2 = 𝑚0

2 𝛿0

𝑒𝑖
𝑇𝑃𝑄𝑣𝑣𝑃𝑒𝑖

   (12) 

 

This squared magnitude called external reliability is a 

criterion independent from the selection of datum points 

in free networks. On the other hand, the effect of the 

outliers, which are interpreted as the displacement vector, 

on the coordinate unknowns are identified with the 

following equations; 

 

∆𝑋𝑇
 = [∆𝑋1; ∆𝑋2; …    … … ; ∆𝑋𝑢]   (13) 

 

∆𝑋 𝑖
= [

∆𝑥𝑖

∆𝑦𝑖

∆𝑧𝑖

] = [

𝑢𝑖

𝑣𝑖

𝑤𝑖

]   (14) 

 

The vector magnitude, which can be computed as much 

as the number of observations for any coordinate 

unknown, is stretched in different magnitude and 

directions depending on the observation weights. In this 

case, this vector magnitude (∆𝐗𝟎𝐢); 

 

∆𝑿𝟎𝒊 = 𝒎𝒂𝒙{|∆𝑿𝒊|}   (15) 

 

causing the greatest strain must be queried. The 

observation that causes the greatest strain is assumed to 

be the observation with the largest vector norm. To 

determine the largest vector norm, either L1 norm, 

Euclidean (L2) norm or Weighted Euclidean norms could 

be used. The most appropriate vector norm that could be 

compared with the external reliability criterion is the 

Euclidean (L2) norm. 

 

‖∆𝑥‖ = √(∆𝑋1)
2 + (∆𝑋2)

2 + ⋯…… .+(∆𝑋𝑢)2   (16) 

 

When determining the largest vector norms; if there 

is any equality between the Euclidean norms of the 

observations, the observation which has the largest 

external reliability value should be chosen (δ0i; Weighted 

Euclidean norms).  

The strain resulting from the effect of undetectable 

errors on the coordinate unknowns is obtained using the 

Affine or the extended Helmert transformation model for 

the surface representing each station point.  
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The strains are independent of the location of the 

surface (initial conditions, X0, Y0, Z0) in a coordinate 

system. In this case, the strain tensor matrix Ei with 

respect to a selected reference point P0 on the surface is 

obtained by the following equation; 

 

[

∆𝑥𝑖

∆𝑦𝑖

∆𝑧𝑖

] = [

𝑒𝑥𝑥 𝑒𝑥𝑦 𝑒𝑥𝑧

𝑒𝑦𝑥 𝑒𝑦𝑦 𝑒𝑦𝑧

𝑒𝑧𝑥 𝑒𝑧𝑦 𝑒𝑧𝑧

] [

𝑋𝑖 − 𝑋0

𝑌𝑖 − 𝑌0

𝑍𝑖 − 𝑍0

]   (17) 

 

3.1 Determination of Deformation Vectors 

 

Robustness analysis procedures are based on 

determining the magnitude of the deformation vector 

leading to strain at any station point and investigating the 

significance level. In this case, an initial condition (P0) 

representing the network is required in order to calculate 

a deformation vector at each point according to equation 

(17). This value is the estimation value that "makes 

minimum squares of corrections brought to the center of 

gravity coordinates of the polyhedron representing each 

point” (Berber, 2006; Küreç Nehbit, 2018). 

To determine the initial conditions/translation 

parameters, the norm of the displacement vector elements 

at all network points is intended to be minimum. The 

objective function is arranged as following;  

 

𝑚𝑖𝑛{∑ ‖∆𝑟‖𝑖  
𝑛
𝑖=1 } = 𝑚𝑖𝑛{∑ (𝑢𝑖

2 + 𝑣𝑖
2 + 𝑤𝑖

2)𝑛
𝑖=1 }   (18) 

 

where (n) is the number of station points in the network. 

The objective function is linearized separately according 

to the initial conditions (X0, Y0, Z0). Linearization of the 

objective function according to (X0);  

 

∑

[
 
 
 
 (−

𝜕𝑢𝑖

𝜕𝑥

𝜕𝑢𝑖

𝜕𝑥
−

𝜕𝑣𝑖

𝜕𝑥

𝜕𝑣𝑖

𝜕𝑥
−

𝜕𝑤𝑖

𝜕𝑥

𝜕𝑤𝑖

𝜕𝑥
)𝑋0 + (−

𝜕𝑢𝑖

𝜕𝑦

𝜕𝑢𝑖

𝜕𝑥
−

𝜕𝑣𝑖

𝜕𝑦

𝜕𝑣𝑖

𝜕𝑥
−

𝜕𝑤𝑖

𝜕𝑦

𝜕𝑤𝑖

𝜕𝑥
) 𝑌0 +

(−
𝜕𝑢𝑖

𝜕𝑧

𝜕𝑢𝑖

𝜕𝑥
−

𝜕𝑣𝑖

𝜕𝑧

𝜕𝑣𝑖

𝜕𝑥
−

𝜕𝑤𝑖

𝜕𝑧

𝜕𝑤𝑖

𝜕𝑥
) 𝑍0 + (

𝜕𝑢𝑖

𝜕𝑥

𝜕𝑢𝑖

𝜕𝑥
+

𝜕𝑣𝑖

𝜕𝑥

𝜕𝑣𝑖

𝜕𝑥
+

𝜕𝑤𝑖

𝜕𝑥

𝜕𝑤𝑖

𝜕𝑥
)𝑋𝑖 +

(
𝜕𝑢𝑖

𝜕𝑦

𝜕𝑢𝑖

𝜕𝑥
+

𝜕𝑣𝑖

𝜕𝑦

𝜕𝑣𝑖

𝜕𝑥
+

𝜕𝑤𝑖

𝜕𝑦

𝜕𝑤𝑖

𝜕𝑥
) 𝑌𝑖 + (

𝜕𝑢𝑖

𝜕𝑧

𝜕𝑢𝑖

𝜕𝑥
+

𝜕𝑣𝑖

𝜕𝑧

𝜕𝑣𝑖

𝜕𝑥
+

𝜕𝑤𝑖

𝜕𝑧

𝜕𝑤𝑖

𝜕𝑥
) 𝑍𝑖 ]

 
 
 
 

 

𝑛
𝑖=1   (19a) 

 
𝜕 ∑ ‖∆𝑟‖𝑖 

𝑛
𝑖=1

𝜕𝑋0
= ∑ [𝑎1𝑋0 + 𝑏1𝑌0 + 𝑐1𝑍0 + 𝑑1] = 0𝑛

𝑖=1  (19b) 

 

linearization of the objective function according to (Y0);  

 

∑

[
 
 
 
 (−

𝜕𝑢𝑖

𝜕𝑦

𝜕𝑢𝑖

𝜕𝑥
−

𝜕𝑣𝑖

𝜕𝑦

𝜕𝑣𝑖

𝜕𝑥
−

𝜕𝑤𝑖

𝜕𝑦

𝜕𝑤𝑖

𝜕𝑥
)𝑋0 + (−

𝜕𝑢𝑖

𝜕𝑦

𝜕𝑢𝑖

𝜕𝑦
−

𝜕𝑣𝑖

𝜕𝑦

𝜕𝑣𝑖

𝜕𝑦
−

𝜕𝑤𝑖

𝜕𝑦

𝜕𝑤𝑖

𝜕𝑦
) 𝑌0 +

(−
𝜕𝑢𝑖

𝜕𝑧

𝜕𝑢𝑖

𝜕𝑦
−

𝜕𝑣𝑖

𝜕𝑧

𝜕𝑣𝑖

𝜕𝑦
−

𝜕𝑤𝑖

𝜕𝑧

𝜕𝑤𝑖

𝜕𝑦
) 𝑍0 + (

𝜕𝑢𝑖

𝜕𝑥

𝜕𝑢𝑖

𝜕𝑦
+

𝜕𝑣𝑖

𝜕𝑥

𝜕𝑣𝑖

𝜕𝑦
+

𝜕𝑤𝑖

𝜕𝑥

𝜕𝑤𝑖

𝜕𝑦
)𝑋𝑖 +

(
𝜕𝑢𝑖

𝜕𝑦

𝜕𝑢𝑖

𝜕𝑦
+

𝜕𝑣𝑖

𝜕𝑦

𝜕𝑣𝑖

𝜕𝑦
+

𝜕𝑤𝑖

𝜕𝑦

𝜕𝑤𝑖

𝜕𝑦
) 𝑌𝑖 + (

𝜕𝑢𝑖

𝜕𝑧

𝜕𝑢𝑖

𝜕𝑦
+

𝜕𝑣𝑖

𝜕𝑧

𝜕𝑣𝑖

𝜕𝑦
+

𝜕𝑤𝑖

𝜕𝑧

𝜕𝑤𝑖

𝜕𝑦
) 𝑍𝑖 ]

 
 
 
 

 

𝑛
𝑖=1   (20a) 

 
𝜕 ∑ ‖∆𝑟‖𝑖 

𝑛
𝑖=1

𝜕𝑌0
= ∑ [𝑎2𝑋0 + 𝑏2𝑌0 + 𝑐2𝑍0 + 𝑑2] = 0𝑛

𝑖=1  (20b) 

 

and linearization of the objective function according to 

(Z0);  

 

∑

[
 
 
 
 (−

𝜕𝑢𝑖

𝜕𝑧

𝜕𝑢𝑖

𝜕𝑥
−

𝜕𝑣𝑖

𝜕𝑧

𝜕𝑣𝑖

𝜕𝑥
−

𝜕𝑤𝑖

𝜕𝑧

𝜕𝑤𝑖

𝜕𝑥
)𝑋0 + (−

𝜕𝑢𝑖

𝜕𝑧

𝜕𝑢𝑖

𝜕𝑦
−

𝜕𝑣𝑖

𝜕𝑧

𝜕𝑣𝑖

𝜕𝑦
−

𝜕𝑤𝑖

𝜕𝑧

𝜕𝑤𝑖

𝜕𝑦
) 𝑌0 +

(−
𝜕𝑢𝑖

𝜕𝑧

𝜕𝑢𝑖

𝜕𝑧
−

𝜕𝑣𝑖

𝜕𝑧

𝜕𝑣𝑖

𝜕𝑧
−

𝜕𝑤𝑖

𝜕𝑧

𝜕𝑤𝑖

𝜕𝑧
) 𝑍0 + (

𝜕𝑢𝑖

𝜕𝑥

𝜕𝑢𝑖

𝜕𝑧
+

𝜕𝑣𝑖

𝜕𝑥

𝜕𝑣𝑖

𝜕𝑧
+

𝜕𝑤𝑖

𝜕𝑥

𝜕𝑤𝑖

𝜕𝑧
)𝑋𝑖 +

(
𝜕𝑢𝑖

𝜕𝑦

𝜕𝑢𝑖

𝜕𝑧
+

𝜕𝑣𝑖

𝜕𝑦

𝜕𝑣𝑖

𝜕𝑧
+

𝜕𝑤𝑖

𝜕𝑦

𝜕𝑤𝑖

𝜕𝑧
) 𝑌𝑖 + (

𝜕𝑢𝑖

𝜕𝑧

𝜕𝑢𝑖

𝜕𝑧
+

𝜕𝑣𝑖

𝜕𝑧

𝜕𝑣𝑖

𝜕𝑧
+

𝜕𝑤𝑖

𝜕𝑧

𝜕𝑤𝑖

𝜕𝑧
) 𝑍𝑖 ]

 
 
 
 

 

𝑛
𝑖=1   (21a) 

 
𝜕 ∑ ‖∆𝑟‖𝑖 

𝑛
𝑖=1

𝜕𝑍0
= ∑ [𝑎3𝑋0 + 𝑏3𝑌0 + 𝑐3𝑍0 + 𝑑3] = 0𝑛

𝑖=1  (21b) 

 

The objective function given by equation (18) is 

arranged with the following equation; 

 
∑ (∆𝒓𝑻∆𝒓)𝒊 =𝒏

𝒊=𝟏 ∑ (𝑿𝒊 − 𝑿𝟎)
𝑻𝑬𝒊

𝑻𝒏
𝒊=𝟏 𝑬𝒊(𝑿𝒊 − 𝑿𝟎) ⇒ 𝒎𝒊𝒏   

(22) 

The objective function is rewritten as;  

 

∑ (∆𝑟𝑇∆𝑟)𝑖
𝑛
𝑖=1 = ∑ (∆𝑥)𝑇𝐸𝑖

𝑇𝐸𝑖(∆𝑥) ⇒ 𝑚𝑖𝑛𝑛
𝑖=1    (23) 

 

Also, it is linearized according to the initial conditions. In 

this case, normal equations are obtained by linearizing;  

 

𝒅{∑ (∆𝒓𝑻∆𝒓)𝒊
𝒏
𝒊=𝟏 } = 𝟎   (24) 

 

−∑ 𝑬𝒊
𝑻𝑬𝒊𝑿𝟎 +𝒏

𝒊=𝟏 ∑ 𝑬𝒊
𝑻𝑬𝒊𝑿𝒊

𝒏
𝒊=𝟏 = 𝟎      (25) 

 

The initial conditions 𝑿𝟎
𝑻 = [𝑿𝟎, 𝒀𝟎, 𝒁𝟎 ]  are computed 

with the following equation;  

 

𝑿𝟎 = [∑ 𝑬𝒊
𝑻𝑬𝒊

𝒏
𝒊=𝟏 ]

−𝟏
∑ 𝑬𝒊

𝑻𝑬𝒊𝑿𝒊
𝒏
𝒊=𝟏       (26) 

 

(Berber, 2006; Konak, 2018; Küreç Nehbit, 2018). The 

solution vector in Eq. (26) could be shown as follows; 

 

[

𝑋0

𝑌0

𝑍0

] = [

[𝑎1] [𝑏1] [𝑐1]

[𝑎2] [𝑏2] [𝑐2]

[𝑎3] [𝑏3] [𝑐3]
]

−1

[

[𝑑1]

[𝑑2]

[𝑑3]
]   (27) 

 
If the obtained initial conditions are written in the 

equation (17), the corrected global displacement vector is 

obtained. 

 

Translation value of the global displacement vector 

(corrected global displacement vector) relative to the 

gravity center is obtained as;  

 

𝒅𝑮𝒊 = √𝒖𝑮𝒊
𝟐 + 𝒗𝑮𝒊

𝟐 + 𝒘𝑮𝒊
𝟐        (28) 

 

 The corrected global displacement vector could also 

be estimated from the surface represented by each station 

point instead of the whole network. In this context, local 

initial conditions can be estimated which aim at 

minimizing the total displacement for the polyhedron 

represented by each network station point, with a new 

approach developed. The strains computed for each 

station point represent the surface which consists of 

observations of each station point. In this case, corrected 

local initial conditions are determined for each surface 

area with the following equations;  

 

−𝒎(𝑬𝑻𝑬)𝒊𝑿𝑳𝟎 + 𝒎(𝑬𝑻𝑬)𝒊𝑿𝒊 = 𝟎  (29) 
 

𝑿𝑳𝟎 = (𝑬𝑻𝑬) 𝒊
−𝟏𝑬 𝒊

𝑻𝑬𝒊 ∑ 𝑿𝒊
𝒎
𝒊=𝟏   (30) 

 

where (m) is station points number on surface. Using the 

computed local initial conditions; 

 

[
𝒖
𝒗
𝒘

]

𝑳𝒊

= 𝑬𝒊 [

𝑿 − 𝑿𝑳𝟎

𝒀 − 𝒀𝑳𝟎

𝒁 − 𝒁𝑳𝟎

]

𝒊

  (31) 

 

the local displacement vector magnitude ( 𝑑𝐿𝑖 ) is 

computed as; 

 

𝑑𝐿𝑖 = √𝑢𝐿𝑖
2 + 𝑣𝐿𝑖

2 + 𝑤𝐿𝑖
2   (32) 

 
The displacement magnitudes obtained as the local and 
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the global are compared with the threshold value (𝛿𝑖 ) 

estimated from the confidence ellipsoid; 

 

𝜹𝒊 = 𝒎𝟎√𝟑. 𝑭𝒉,𝒇,𝟏−𝜶. 𝒊𝒛(𝑸𝒙𝒙)  (33) 

 

In the case of 𝑑𝐺𝑖 > 𝛿𝑖  and of 𝑑𝐿𝑖 > 𝛿𝑖, it can be said that 

the network station point discussed is not robust (not 

sufficiently reliable) in respect of the global and the local 

(Berber, 2006; Küreç Nehbit, 2018). 

 It is expected that a network is insensitive to possible 

outliers and the disruptive effect of the outliers (strains, 

deformation vectors) on the coordinate unknowns are as 

low as possible. On the other hand, the networks should 

be able to detect the negative influence of these effects on 

the displacement vector sufficiently. In other words, the 

more robust a network is, the more sensitive it is to 

outliers in observations or changes over time. 

 Therefore, the sensitivity and robustness distributions 

should be evaluated and interpreted together. Because of 

the displacement vectors obtained at any station point in 

the network represent the external reliability values, these 

are also comparable with the sensitivity values. 

 In this case, the inequation of non-centrality 

distribution is recommended as a threshold value instead 

of the equation (34) for the displacement vectors at each 

network point;  

 
𝑑𝑇𝑄𝑑𝑑

−1𝑑

𝜎2
 
≤ 𝛿0

2  (34) 

 

where d is the displacement vector, 𝑄𝑑𝑑  is cofactor 

matrix of the displacement vector, 𝛿0  is the threshold 

value of the non-centrality parameter, 𝜎2  is a priori 

variance of the average error of the unit observation. In 

equation (34), the quadratic value of the displacement 

vector (𝑑𝑇𝑄𝑑𝑑
−1𝑑)  is rearranged according to the 

eigenvalue and eigenvector separation and orthogonality 

conditions, and the sensitivity value of each station point 

is obtained;  

 

‖𝑑‖𝑚𝑖𝑛 =
𝛿0𝜎

√𝜆𝑚𝑎𝑥 

  (35) 

 

(Hsu and Hsiao, 2002; Küreç, 2010; Küreç and Konak, 

2011 and 2014; Küreç Nehbit, 2018; Kirici Yildirim and 

Sisman, 2019). 

 

4. NUMERICAL APPLICATION 

 

 In this study, the data of IZDOGAP Densification 

Global Positioning System (GPS) Network established 

for the Monitoring of IZGAZ Natural Gas Infrastructure 

with Geodetic Networks and Information System Project 

(IZDOGAP) is used. Observation plan of the densificated 

IZDOGAP GPS network has been obtained using the 

second order weight optimization (Figure 1). The 

network measured in 2009 and 2010 has been evaluated 

with obtained GPS observations respectively. Also, the 

robustness level of the IZDOGAP network has been 

queried. 

Robustness investigations are performed using 

displacement vectors resulting from the effect of the 

outliers on the coordinate unknowns. In this investigation 

process, the displacement magnitude can be obtained as 

much as the number of observations at each station point. 

Determining the deformation resistance or strain caused 

by the observation having the greatest effect on the 

coordinate unknowns is very important in terms of 

robustness analysis. Therefore, the observation with the 

greatest effect on coordinate unknowns should be 

estimated independently from the datum. Various vector 

norms have been tested for the estimation processes and 

it has been decided to use Euclidean norm (L2 norm) 

which gives an unbiased result. Strain components are 

computed for Densificated IZDOGAP GPS Network by 

using displacement vector having the greatest effect on 

coordinate unknowns determined according to Euclidean 

norm. 

Strain components are obtained in 3D using the 

adjusted Affine transformation process for the surface 

representing each station points. The deformation vectors 

resulting from the strain are estimated for each station 

point with the obtained strain information. Initial 

conditions are required for deformation vectors to be 

estimated as independent of translation and consistent. In 

this study, initial conditions are obtained by two different 

approaches: local and global. The corrected displacement 

vectors for each station point are estimated separately 

using the local and global initial conditions. In other 

words, the robustness level of each station point is 

determined both locally and globally. The deformation 

values obtained have been compared with the threshold 

value computed using equation (33) and the significance 

of the deformation vector is tested. 

The displacement vectors obtained for any station 

point represent the effect of undetectable errors on 

coordinate unknowns. Therefore, the displacement vector 

can be interpreted as a value comparable to the sensitivity 

level (dmin). For this reason, computed local and global 

deformation vectors are compared with the sensitivity 

levels of each station point (dmin) obtained with equation 

(35) (Table 1). 

 

5. CONCLUSION 

 

 When the corrected displacement magnitudes 

computed using the 2009 and 2010 epoch observations of 

densified IZDOGAP GPS Network for all network points 

are examined, it is seen that; 

 The magnitude of the displacement vector estimated 

according to the local approach is generally smaller 

than estimated values according to the global 

approach. 

 On the other hand, in epoch 2009.370, local 

displacement vectors at station points 103 and 38 are 

higher than global displacement vectors. If the 

locations of these station points are examined in 

Figure 1, it is observed that they are located in 

external zone points. In the 2010.496 epoch, the 

magnitudes of local deformation vectors at station 

points 73 and 42 are higher than global deformation 

vectors. 

 In the epochs, 2009.370 and 2010.496, the local and 

global displacement vectors obtained for each 

station point do not exceed threshold value obtained 

from the confidence ellipse components. 

 As a result, the IZDOGAP GPS Network is robust at 

all points and the sensitivity values are reliable. 
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Figure 1. The densified Kocaeli IZDOGAP GPS network 

 

 

Table 1. A Priori Robustness Synthesis (cm) 

 

 Epoch 2009.370  Epoch 2010.496 

P. 

Num. 

Deformation Vec. Thresholds Deformation Vec. Thresholds 

Local Global 𝜹𝒊 
dmin 

(m0) 

Local Global 𝜹𝒊 dmin 

(m0) 

3 0.0006 0.0133 3.12 1.15 0.0028 0.0216 5.55 1.97 

10 0.0005 0.0187 2.98 1.07 0.0018 0.0380 5.69 2.06 

14 0.0015 0.1059 4.17 1.57 0.0052 0.2707 8.34 2.61 

15 0.0001 0.0070 4.12 1.54 0.0014 0.0355 7.66 2.61 

16 0.0002 0.0122 4.04 1.47 0.0003 0.0238 7.22 2.47 

19 0.0001 0.0103 3.69 1.37 0.0003 0.0185 7.03 2.42 

20 0.0001 0.0255 3.49 1.29 0.0001 0.0386 6.58 2.26 

21 0.0004 0.0131 3.32 1.20 0.0015 0.0134 6.48 2.24 

30 1.0206 0.0530 3.61 1.18 0.0122 0.0485 7.67 2.73 

33 0.0192 0.2043 3.23 1.18 0.0041 0.1323 7.96 2.71 

38 1.5879 0.0939 3.63 1.36 0.0097 0.0592 13.94 4.16 

56 0.0362 0.3403 4.16 1.05 0.0089 0.1552 8.48 2.90 

64 0.0013 0.0818 2.69 0.95 0.0330 0.2971 4.96 1.67 

73 0.0021 0.0838 2.34 0.80 7.6174 0.8845 13.09 3.55 

74 0.0025 0.0343 2.36 0.79 2.0290 2.4175 6.66 2.24 

79 0.0023 0.0411 3.95 1.39 0.0081 0.0454 8.51 3.29 

98 0.0048 0.0130 3.37 1.19 0.0020 0.0354 6.30 2.33 

99 0.0002 0.0238 2.97 1.04 0.0011 0.0577 6.12 2.21 

101 0.0010 0.0100 3.18 1.10 0.0034 0.0174 6.30 2.34 

103 5.4968 0.2282 6.49 2.31 0.0143 0.0452 14.46 4.44 
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External reliability vectors consist of a plurality of 

sub-vector components close to and equal to zero 

according to the observation plan of the network. On the 

other hand, a global displacement vector is estimated for 

the robustness analysis. As a result, the magnitude of the 

local and global displacement vector changes according 

to the selection of initial conditions. In other words, the 

local displacement vector at a point represents a common 

surface consisting of neighboring station points. 

Therefore, it is very sensitive to the weights of the 

observations and the location in the observation plan. In 

this case, the local displacement vector recommended as 

a local comparison criterion can be used as a local query 

detector. 

 When the local displacement vectors have been 

examined in the 2009.370 epoch, it is observed that 

displacement vector values (dmin) at station points 103 

and 38 exceed the limit value. In the 2009.370 epoch, 

the external reliability value of the 103-38 base 

observation disrupts the reliability distribution. 

However, in both 2009.370 and 2010.496 epochs, 

sensitivity values of stations 103 and 38 are obtained 

at a high level (Figure 1, Table 1). 

 In the 2010.496 epoch, at station points of 74 and 201 

(23), global displacement vectors have exceeded the 

(dmin) threshold value. At station points 73 and 42, 

only local displacement vectors have exceeded the 

(dmin) threshold value. At these points, the sensitivity 

values are also relatively weak (Table 1). 

 When the findings have been analyzed, it is observed 

that the global displacement magnitudes have more 

optimistic results. On the other hand, the local 

displacement vector at a point represents the common 

surface formed by neighboring points. Therefore, it is 

very sensitive to the observation weights and its locations 

in the network. As a result of this feature, the local 

displacement vectors can detect the possible outliers on 

the surface. 

As a result; in this study, the displacement vector used 

as a local comparison criterion is suggested to be used as 

a local query detector. 
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ABSTRACT: Geodetic Networks designed as Deformation Networks or Continuous Networks are observed in different 

epochs/ sessions and evaluated as a function of time. Those can be design as global GNSS networks for aim monitoring 

active tectonic movements or as regional densification geodetic and deformation networks for monitoring local earthquakes 

and surface movements. The areas covered geodetic networks are assumed as any surface on ellipsoid or sphere. 

Characteristics of surfaces are analyzed with Geometric Strain Models using deformation data on surface points. In this 

case, effect rates on geodetic network area are determined from local surface movements or regional active earthquakes 

and interpreted as experimental. On the other hand, undetermined outliers by model hypothesis test affect coordinate-

unknowns separately. Outliers cause deformations in certain magnitude on networks points. Therefore, network points 

strain in different rates and directions. Query of maximum affects caused by these strain rates is a referenced reliability 

method called "Robustness Analysis in Geodetic Networks”. Mentioned strain rates are modelled by various estimation 

methods. Thus, deformation results could be interpreted together by the obtained strain components and deformation vector.  

 In this paper, possible strain components belonging to network points are determined with methods of L1 Norm, Least 

Median Squares (LMS) and Least Squares Estimation (LSE). These estimation methods are tested on KOUSAGA (Kocaeli 

University Permanent GPS Network). Strain components are estimated by use polyhedrons covered by network points. 

Obtained results are compared and analyzed according to weakness and strengths of proposed estimation methods. 
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1. INTRODUCTION 

 

Geodetic networks can be designed in different shape 

and sizes according to their functions and purpose as 

global, regional or local. Point-position coordinates of 

these networks can be defined using geocentric or local 

coordinate systems and then evaluated together with 

classical and satellite-based observations. Geodetic 

networks can be continuously measured by advanced 

satellite measurement techniques in different epochs and 

sessions, and evaluated with appropriate mathematical 

statistics methods; their geometric structures and point-

positions can be monitored periodically. Accordingly, in 

areas covered by geodetic networks, possible tectonic 

plate deformations, crustal movements, large and 

important engineering infrastructures and time-dependent 

regular periodic changes in their environment can be 

modeled and possible local-block movements can be 

detected. The areas covered by geodetic networks are 

assumed as any surface on ellipsoid or sphere. The 

displacement ratios of the network points on this surface 

have deformation and strain information representing the 

surface. Surfaces characteristics are analyzed with 

geometric strain models using deformation data on 

surface points, in any coordinate system and datum free. 

As a result of this situation, affect rates of the areas 

covered by geodetic networks from local surface 

movements or regional active earthquakes are determined 

and interpreted as experimental.  

On the other hand, undetermined outliers by model 

hypothesis test affect coordinate-unknowns separately. 

Outliers cause deformations in certain magnitude on 

network points and these points strain in different rates 

and directions. Query of maximum affects caused by 

these strain rates is a referenced reliability method called 

"Robustness Analysis in Geodetic Networks”. A priori or 

a posteriori strain rates are modelled by various 

estimation methods. Thus, deformation results could be 

interpreted together by the obtained strain components 

and deformation vectors.  

Possible strain components belonging to network 

points on the any surface are determined with different 

estimation methods. Depending on the nature of the 

surface movements, the strain components related to any 

surface can be modeled and interpreted by geometric, 

geodetic and/or geophysical data. The estimates that 

having minimum variance, consistently, efficiently, 

sufficiently and at least asymptotically unbiased should 

be used for the strain models. In this study, the possible 

strain in the network points is determined by Least 

Absolute Value (LAVM, L1-Norm), Least Median 

Squares (LMS) and Least Squares (LS, L2-Norm) 

estimation methods. 

In an estimation process; it is aimed to obtain the most 

consistent unknown parameters and the measurement 

corrections having the greatest probability without 

removing any measurements (Öztürk and Şerbetçi, 1992). 

The LAV estimation method is a Maximum Likelihood 

Estimation (MLE) method, which minimizes the sum of 

absolute values of corrections by using any combinations 

of measurements as many as the unknown parameters 

number. With LAV method, it is aimed to minimize the 

effect of the data in contradiction with normal 

distribution. This objective function cannot always be 

guaranteed by the LAV methods. In this case, LMS 

method is recommended as another MLE method which 

controls the LAV method (Niemeier, 2002). 

The MLE method gives successful results when the 

distribution of measurements is well known. On the other 

hand, LS estimation method provides minimum variance 

and unbiased results for the sets of measures which are 

known to have normal distribution at the beginning or not. 

However, the LS method can spread the effects of 

possible outliers with higher weights to the other 

observations (Konak et al, 2005). At the same time, these 

outliers, which occur differently according to the 

measurement plan, observation types and weights, are 

called leverage point effect in the robust statistic 

(Hekimoğlu, 2005). This situation is the most criticized 

and query aspect of the LS method. Both the LS and the 

LAV estimation are adversely affected by the leverage 

point effect. 

On the other hand, normal distribution laws can be 

applied easily and successfully to LS results (Öztürk and 

Şerbetçi 1992). As a result of this feature; LSM methods 

are strengthened by the LS estimation method and 

integrated estimation methods called robust estimation 

methods are developed and implemented. If the 

measurements with sufficient degree of freedom are in 

normal distribution, the LAV, LMS and LS estimation 

magnitudes (sample means) are the same and their 

variances also exhibit asymptotically unbiased behavior 

(Dilaver et al., 1998; Konak and Dilaver, 1998).   

The purpose of this paper is to perform experimental 

strain or robustness analysis using polyhedrons defined 

for any network point, by an appropriate estimation 

method. For this purpose, Affine Transformation is used 

as a mathematical model, and the strain 

tensors/components of symmetric and anti-symmetric 

characteristics are estimated by LAV, LMS and LS 

estimation methods separately. In the last step, an 

integrated solution algorithm is proposed by utilizing the 

useful properties of these methods. 

 

 

2. MATHEMATICAL METHOD  

 

Any surface strain model is written in the form of the 

Affine Transformation Model using deformation/velocity 

vectors at the neighbor network points where any station 

point is connected (Table 1a). Strain elements 

representing the surface are obtained accordingly to the 

objective functions of LAV, LMS or LS estimation 

(Niemeier, 2002). 

If the strain elements tensor matrix (E) are arranged 

in the form of symmetric (S) and anti-symmetric (A) 

matrices, random strain rates can be obtained. If the 

symmetric (S) matrix is separated into eigenvalues and 

eigenvectors; the principal strain axes representing any 

polyhedron and the strain invariants (dilation, differential 

rotation, maximum shear strain) in any coordinate system 

are obtained (Table 1b). The non-diagonal element of the 

anti-symmetric matrix (A) is called the differential 

rotation strain (Vanicek et al., 1990; Berber, 2006; Yetkin, 

2012; Küreç Nehbit, 2018). 
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Table 1. Strain components and Mathematical Model 

 

3. ESTIMATION METHODS 

 

The LAV estimation method corresponds to the 

solution of the Affine Transformation problem in 

equation (4) with the inequality system described in Table 

1a. This inequality system, called linear programming, 

can be solved by using Simplex Algorithms. In this 

solution method, for model parameters, there shouldn't be 

any sign constraint. In this case, the measurement 

corrections, having equal number to the number of 

unknown parameters, are equal to “zero”. As a Maximum 

Likelihood Estimation (MLE), in this method the sum of 

absolute values of corrections is going to be minimal 

(Bektaş and Şişman, 2010). Thus, a special equation 

solution is obtained where the number of measurements 

is equal to the number of unknown (Table 2a).  

In LAV method, it is aimed to localize the effect of 

the data which has abnormal distribution in the 

measurement sets and to minimize the sum of the absolute 

values of the corrections as much as possible. However, 

such a purpose function cannot always be guaranteed. In 

other words, in case there are error-free data in some 

subsets of measurements, LAV estimation is not an 

efficient solution. On the other hand, this estimation 

process can be used as an a priori approach/step to be able 

to determine random gross errors in the transformation 

problems. As a result of this situation; the LMS method 

is suggested as another MLE method to control the LAV 

method (Hekimoğlu, 2005; Niemeier, 2002). 

In Regression and Transformation problems, 

measurements separated from the barycenter of network 

points or from geometric distribution of the observations 

called "Leverage Point Effect" are highly effective on the 

parameters. In this case, the leverage point effect can be 

explained as the spreading effect of the random errors in 

poor controllable observations onto the other 

observations. The LMS estimator can determine initially 

the most appropriate observation set purged of outliers. 

Therefore, it is recommended as an estimator to control 

the LAV estimation (Niemeier, 2002). 

The LMS method is solved by an algorithm similar to 

the LAV method. For example; in affine transformation 

problem, the design matrices are composed form the (u + 

2) transformation equation row, where u is the number of 

unknowns and q is the number of coordinate pairs. In this 

case, the different solution combinations 









4

p  arise. The 

optimal solution is the least value of Median Squares in 

all of these combinations, as  .min2  ivedianm

(Table 2b). 

LAV and LMS methods, which are called MLE 

methods, provide successful results when the distribution 

of measurements is well known. On the other hand, LS 

estimation method is an estimation type that gives 

minimum variance and unbiased results for the sets of 

measurement which are known to normal distribution at 

the beginning or not. In this case, LS method can be used 

as an estimation method to control the MLE (Table 2c). 

 

As a result of LS aim-function, outliers in the 

observation set are able to disrupt the estimation values 

and also have a negative effect on other observations 

which have a normal distribution. This is the most 

criticized and questioned aspect of the LS method. 

However, in the LS method, the higher the numbers of 

abnormal observations are the more extend is the unit 

variance of model. This property of LS method allows for 

the localization and elimination of outliers in 

observations having gross-error using mathematical-

statistical methods (Öcalan 2019; Yıldırım and Şişman, 

2019). 

However, in strain analysis; the number of common 

control points is quite limited and, in this case, it is 

a. Mathematical Model as Affine Transformation b. Strain components 
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difficult to determine the abnormal observations 

(outliers). On the other hand, normal distribution laws can 

be applied easily and successfully to the LS results. As a 

result of this situation, taking advantage of the features of 

the LS squares estimation, integrated 

approaches/algorithms that can be controlled by LSM 

estimations can be developed (Table 2d). 
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3.1 Solution Algorithm 

 

The main purpose of this paper is to develop a 

feasible and usable solution algorithm for experimental 

strain or theoretical robustness analysis-processes using 

polyhedrons defined according to any network point. In 

this solution algorithm, LS estimation method is 

controlled by LSM methods and strengthened by a robust 

estimation method which we recommend in necessary 

and obligate situations. This solution algorithm can be 

summarized in five steps. 

In the first step, by using the LAV estimation 

method which is to minimize the sum of absolute values 

of the corrections, a priori values of the strain 

components are estimated, for the polyhedron in any 

station point (Niemeier, 2002). With the help of LS 

estimation, the pair of common control points that 

provide the objective function and equal to the number of 

unknowns are classified as first group observations 

(Table 2a). 

In the second step, by the LSM estimation method 

where the median square is minimum, the results of 

LAV estimation are controlled. In this step, the design 

matrices are composed to form the transformation 

equation row (u + 2), where u is the number of unknowns 

and q is the number of coordinate pairs. The 

transformation unknowns are obtained. These results are 

compared with LAV solutions. In this comparison, the 

pair of common control points that provide the objective 

function and also aren't there in the first group are 

classified as second group observations (Table 2b). 

In the third step, the LS estimation is used which 

minimizes the sum of squares of the corrections by using 

all the common control points for the polyhedron 

determined in each station point. In this step, the set of 

network points not included in the LAV and LMS 

estimation are classified as third control network points 

(Table 2c). 

In the fourth step, the experimental strain invariants 

and their distribution on the network are compared. For 

example, if the comparison operations are based on a 

priori-robustness analysis, the location, direction and 

magnitude of the dilatations, maximum shear and rotation 

invariants can be questioned. 

As a result of the LS estimation, observations not 

conforming to the distribution of corrections may 

occur. As this case, a fifth step, separately robust 

weighting functions are defined for observations 

disrupting the distribution in three different groups. In 

this regard, corrections and their cofactors obtained from 

LS estimation are used. However, the weights of the 

common control point’s pairs determined by using the 

LAV estimation are not altered and these weights are 

saved as original weights. The robust weighting 

procedure occurs according to the threshold of the normal 

distribution for the second group's control points and 

according to the threshold of the Tau-distribution for the 

third group's control points (Table 2d). Under these 

conditions, LS-R estimation is performed by using all of 

the control points and the optimal strain invariants are 

obtained. 

In the developed solution algorithm, the selected 

number of common control points for any polyhedron 

may be limited or insufficient in the outer zone points of 

the network. This leads to some rang or ill-conditioned 

defects in design matrix H. Therefore, such a polyhedron 

can’t be included in the stress/robustness analysis 

(Vanicek et al., 1996; Berber, 2006; Yetkin, 2012). On 

the other hand, Damped LS method (D-LS) is a useful 

common method for problems which lead to uncertainties 

in the solution set and their eigenvalues are equal to zero 

or too close (Canıtez, 1996). 

In the D-LS estimation, the constant    added to the 

diagonal element of the normal equations is a damping 

constant which can be selected in the calculation accuracy 

and does not affect the solution results. These constants 

can be added to the eigenvalues of normal equations and 

consistent generalized inverses called "Lancsoz Inverse" 

are obtained (Table 2e). 

Therefore, the D-LS method has a feature that can be 

successfully adapted to the LAV, LMS and LS methods 

especially at the outer zone points of the network 

especially. 

LAV, LMS and LS solutions give identical results if 

the number of common control point pairs for any 

polyhedron is equal to the unknown number. In cases 

where the number of common controls point is equal to 

the number of points (u+2), LMS and LS solutions are 

identical. 

 

4. NUMERICAL APPLICATION 

 

In this study, the annual velocities for Kocaeli 

University Permanent GPS Test Network (KOUSAGA) 

points are used for the numerical application data. The 

KOUSAGA network is established in the process of the 

Project of Monitoring of İzmit-Kocaeli Natural Gas 

Infrastructure (IZDOGAP) with the Geodetic Networks 

and Geographical Information Systems. This project is a 

scientific research project (Figure 1). 

By evaluating the 30 sec rinex data of this network 

points with GAMIT/GLOBK software, 3 years of regular 

coordinate and velocity area information of KOUSAGA 

network are obtained (Herring et al., 2015a and 2015b). 

The first group of these is selected from point of 10 IGS 

(NOT1, MATE, ORID, BUCU, ISTA, ANKR, TUBI, 

NICO, CRAO and ZECK). The second group is selected 

from point of 11 IGS (TEKR, BAND, BURS, ISTN, 

SLEE, IZMT, BILE, HEND, NAHA, BOLU and ZONG). 

KOUSAGA network covers İZDOGAP project network 

and is established to represent the velocity area of this 

network. KOUSAGA consist of 2 IGS (TUBI and ISTA) 

and 11 TUSAGA-Active (HEND, IZMT, ISTN, ZONG, 

BOLU, NAHA, BILE, BURS, BAND, TEKR and SLEE) 

stations. 

The observation plan of the KOUSAGA network is 

designed with the aid of delaunay triangulation (Küreç 

Nehbit, 2018). For the strain calculations, the coordinate 

and velocity information defined in the ITRF 2008 

reference system is used. Strain surfaces are determined 

as regular polyhedrons formed according to the 

observation plan designed for every station point. Strain 

components and symmetrical strain ratio tensors are 

obtained by LAV, LMS and LS estimation methods. 
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Figure 1. Kocaeli University Permanent GPS Test Network (KOUSAGA) and ranking direction of selected common points for the Strain 
model (Red: Red: according to LAV solution, Blue: according to LMS solution, Dashed line: barycenter point of network which is 

eliminated in both methods, 1, 2, …. 14, 15: number of triangles) 

 
Experimental results are compared in terms of 

optimal deformation surfaces represented by any of 

the polyhedrons. According to these results; 

 According to the results of LAV and LMS, the common 

points entering the set of strain model are scattered as 

to cover the widest possible area over the surface of any 

polyhedron, and these points are located around the 

barycenter of the polyhedron in both methods. 

 As can be seen in equation (3), the design matrix H 

related to the surface of any polyhedron strain is 

constructed using the shifted coordinate differences 

according to this surface's barycenter point. As a result 

of this situation, according to the results of the LAV 

estimation method, barycenter points of polyhedrons 

could often not be included in the optimal common 

point combinations (Table 3). 

 In the LMS estimator, common points that do not 

contribute positively to the geometric shape have been 

excluded. In LMS estimation, the barycenter point of 

any polyhedron is included in all combinations, except 

for the BURS point, which is located at the same line 

approximately with the BAND and BILE points (Figure 

1, Table 3). 

 

When the results are compared in terms of object 

functions and estimation types, in polyhedrons 

consisting of four (4) common network points, the results 

of LAV and LMS estimation remain the same. 

Theoretically, in the case of normal distribution of 

observations, the median value is expected to be the 

smallest and the standard deviation is to be the largest. 

 According to both biased median and absolute error 

and unbiased standard deviation, this ranking is 

provided except the points of ZONG, BOLU, 

NAHA, BAND and TEKR. Mentioned points are the 

outer zone points at both ends of the KOUSAGA 

network (Tables 4, 5 and 6). 

 

Table 3. A Comparison of Polyhedron Gravity Centers 

 

 

Inner zone network points 

Barycenter p 
LAV 

First group observation 

LMS 
Second group observation 

Third group 

observation 
Polyhedron 

Excluded 
triangles 

HEND: 2009 7 SLEE, ZONG, NAHA HEND, IZMT, SLEE, ZONG  BOLU, BILE (S) Area with Widest Angle 12 -13 

IZMT: 2007 6 SLEE, HEND, BILE IZMT, HEND, BURS, TUBI  ---- Entire area -- 

TUBI: 1006 6 ISTA, IZMT, BURS TUBI, ISTA, SLEE, IZMT ISTN (K) Area with Widest Angle 4 

ISTN: 2004 6 ISTN, BURS, BAND ISTN, BURS, BAND, TEKR ISTA, TUBI (N) Area with Widest Angle 1 - 5 

Outer zone network points 

Barycenter p 
LAV 

First group observation 

LMS 

Second group observation 

Third group 

observation 
Polyhedron 

Excluded 

triangles 

ZONG: 2012 4 ZONG, BOLU, SLEE ZONG, BOLU, HEND, SLEE ---  Entire area -- 

BOLU: 2011 4 NAHA, HEND, ZONG BOLU, NAHA, HEND, ZONG ---- Entire area --- 

NAHA: 2010 4 NAHA, BILE, HEND NAHA, BILE, HEND, BOLU ---- Entire area --- 

BILE: 2008 5 BURS, HEND, NAHA BILE, BURS, HEND, NAHA IZMT (N) Entire area --- 

BURS: 2003 6 BAND, TUBI, BILE BAND, ISTN, TUBI, BILE BURS Entire area --- 

BAND: 2002 4 TEKR, ISTN, BURS BAND, TEKR, ISTN, BURS ---- Entire area --- 

TEKR: 2001 4 TEKR, ISTN, BAND TEKR, ISTA, ISTN, BAND ---- Entire area --- 

ISTA: 1005 5 SLEE, TUBI, TEKR ISTA, SLEE, TUBI, TEKR ISTN (S) Entire area --- 

SLEE: 2006 6 ZONG, HEND, TUBI SLEE, ZONG, HEND, TUBI IZMT, ISTA (S) Area with Widest Angle 6 

 (N): in North of Barycenter  (S): in South of Barycenter 
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Table 4. Strain Elements and Results for LS and LS-R Solutions 

 

Table 5. Strain Elements and Results for LAV  

 

Table 6. Strain Elements and Results for LMS Solutions 

 

 

 

KOUSAGA 

Net Points 

  
Biased  

Standard  

deviation 

p

PvTv
s

2
0   

Unbiased  

Standard  

deviation 

62
0




p

PvTv
m  

LS 

min PvTv  

Strain Components Principal Strain Invariants 

p 

λ1                                                                   

(the first 

principal 

axis: 

maximum 

eigenvalue) 

λ2                                                                

(the second 

principal axis: 

maximum 

eigenvalue) 

θ                                              

(the 

direction of 

principal 

axis) 

σ 

(Dilation) 

μ                                   

(Maximum 

shear 

strain) 

Ω                                  

(Differential 

rotation ) 

HEND 7 0,00146 0,00193 2,99.10-5 8,19.10-8 -1,02.10-7 6,62.10-1 -9,82.10-9 1,83.10-7 8,25.10-8 

IZMT 6 0,00110 0,00156 1,47.10-5 1,32.10-7 -9,70.10-8 7,37.10-1 1,75.10-8 2,29.10-7 1,10.10-7 

TUBI 6 0,00127 0,00180 1,95.10-5 1,38.10-7 -8,78.10-8 7,46.10-1 2,51.10-8 2,26.10-7 1,11.10-7 

ISTN 6 0,00109 0,00154 1,42.10-5 1,53.10-7 -1,07.10-7 6,94.10-1 2,27.10-8 2,60.10-7 1,13.10-7 

ZONG 4 0,00111 0,00222 9,83.10-6 4,98.10-8 -1,00.10-7 7,27.10-1 -2,52.10-8 1,50.10-7 6,87.10-8 

BOLU 4 0,00097 0,00193 7,48.10-6 6,52.10-8 -1,27.10-7 5,86.10-1 -3,10.10-8 1,92.10-7 6,51.10-8 

NAHA 4 0,00118 0,00235 1,11.10-5 1,15.10-7 -1,10.10-7 6,69.10-1 2,73.10-9 2,25.10-7 8,82.10-8 

BILE 5 0,00069 0,00109 4,77.10-6 1,39.10-7 -1,15.10-7 7,41.10-1 1,17.10-8 2,54.10-7 1,17.10-7 

BURS 6 0,00051 0,00072 3,12.10-6 1,68.10-7 -1,07.10-7 7,17.10-1 3,07.10-8 2,75.10-7 1,21.10-7 

BAND 4 0,00008 0,00016 4,99.10-8 1,76.10-7 -1,12.10-7 6,73.10-1 3,19.10-8 2,89.10-7 1,16.10-7 

TEKR 4 0,00099 0,00199 7,90.10-6 1,48.10-7 -1,15.10-7 6,58.10-1 1,68.10-8 2,63.10-7 1,15.10-7 

ISTA 5 0,00064 0,00102 4,13.10-6 6,74.10-8 -6,52.10-8 7,19.10-1 1,11.10-9 1,33.10-7 5,55.10-8 

SLEE 6 0,00042 0,00059 2,11.10-6 4,88.10-8 -6,01.10-8 6,71.10-1 -5,65.10-9 1,09.10-7 5,47.10-8 

KOUSAGA 

Net Points 

  
Biased  

Standard  

deviation 

p

v
s

2
0


  

Unbiased  

Standard  

deviation 

62
0






p

v
m  

LMS 

min v  

Strain Components Principal Strain Invariants 

p 

λ1                                                                   

(the first 

principal 

axis: 

maximum 

eigenvalue) 

λ2                                                                

(the second 

principal axis: 

maximum 

eigenvalue) 

θ                                              

(the direction 

of principal 

axis) 

σ 

(Dilation) 

μ                                   

(Maximum 

shear 

strain) 

Ω                                  

(Differential 

rotation ) 

HEND 7 0,00102 0,00179 0,0143 6,58.10-8 -9,15.10-8 6,68.10-1 -1,28.10-8 1,57.10-7 8,08.10-8 

IZMT 6 0,00076 0,00152 0,0091 1,19.10-7 -8,89.10-8 7,70.10-1 1,50.10-8 2,08.10-7 1,08.10-7 

TUBI 6 0,00093 0,00185 0,0111 1,64.10-7 -8,76.10-8 -7,62.10-1 3,84.10-8 2,52.10-7 1,10.10-7 

ISTN 6 0,00078 0,00157 0,0094 1,77.10-7 -1,10.10-7 6,77.10-1 3,33.10-8 2,87.10-7 1,16.10-7 

ZONG 4 0,00074 0,00295 0,0059 4,78.10-8 -1,17.10-7 -7,69.10-1 -3,47.10-8 1,65.10-7 7,90.10-8 

BOLU 4 0,00045 0,00180 0,0036 5,59.10-8 -1,17.10-7 5,65.10-1 -3,07.10-8 1,73.10-7 7,54.10-8 

NAHA 4 0,00094 0,00375 0,0075 1,18.10-7 -1,12.10-7 7,49.10-1 3,22.10-9 2,30.10-7 1,07.10-7 

BILE 5 0,00055 0,00138 0,0055 1,32.10-7 -1,12.10-7 7,63.10-1 1,00.10-8 2,44.10-7 1,10.10-7 

BURS 6 0,00040 0,00080 0,0048 1,69.10-7 -1,14.10-7 7,29.10-1 2,77.10-8 2,83.10-7 1,20.10-7 

BAND 4 0,00005 0,00020 0,0004 1,74.10-7 -1,12.10-7 6,69.10-1 3,13.10-8 2,86.10-7 1,15.10-7 

TEKR 4 0,00065 0,00260 0,0052 1,34.10-7 -1,16.10-7 6,42.10-1 9,09.10-9 2,50.10-7 1,16.10-7 

ISTA 5 0,00038 0,00095 0,0038 7,47.10-8 -6,64.10-8 7,04.10-1 4,12.10-9 1,41.10-7 5,90.10-8 

SLEE 6 0,00030 0,00060 0,0036 5,33.10-8 -5,97.10-8 6,38.10-1 -3,19.10-9 1,13.10-7 5,94.10-8 

KOUSAGA 

Net Points 

 

n 
Median 

LMS 

min2  vmed  

Strain Components Principal Strain Invariants 

λ1                                                                   

(the first 

principal axis: 

maximum 

eigenvalue) 

λ2                                                                

(the second 

principal axis: 

maximum 

eigenvalue) 

θ                                              

((the direction of 

principal axis) 

σ (Dilation) 

μ                                   

(Maximum 

shear 

strain) 

Ω                                  

(Differential 

rotation ) 

HEND 7  0,0004 1,50.10-7 5,01.10-8 -6,24.10-8 6,19.10-1 -6,18.10-9 1,12.10-7 5,92.10-8 

IZMT 6  0,0004 1,84.10-7 1,59.10-7 -1,31.10-7 6,59.10-1 1,39.10-8 2,90.10-7 1,46.10-7 

TUBI 6  0,0002 4,73.10-8 4,35.10-8 -2,88.10-8 7,62.10-1 1,40.10-8 7,23.10-8 1,23.10-7 

ISTN 6  0,0001 1,64.10-8 1,76.10-7 -1,12.10-7 6,73.10-1 3,19.10-8 2,89.10-7 1,16.10-7 

ZONG 4  0,0014 2,05.10-6 4,98.10-8 -1,00.10-7 7,27.10-1 -2,52.10-8 1,50.10-7 6,87.10-8 

BOLU 4  0,0012 1,41.10-6 6,52.10-8 -1,27.10-7 5,86.10-1 -3,10.10-8 1,92.10-7 6,51.10-8 

NAHA 4  0,0016 2,69.10-6 1,15.10-7 -1,10.10-7 6,69.10-1 2,73.10-9 2,25.10-7 8,82.10-8 

BILE 5  0,0005 2,16.10-7 1,27.10-7 -1,10.10-7 7,66.10-1 8,55.10-9 2,37.10-7 1,07.10-7 

BURS 6  0,0003 1,04.10-7 1,76.10-7 -8,47.10-8 6,60.10-1 4,56.10-8 2,61.10-7 1,23.10-7 

BAND 4  0,0001 1,20.10-8 1,76.10-7 -1,12.10-7 6,73.10-1 3,19.10-8 2,89.10-7 1,16.10-7 

TEKR 4  0,0013 1,64.10-6 1,48.10-7 -1,15.10-7 6,58.10-1 1,68.10-8 2,63.10-7 1,15.10-7 

ISTA 5  0,0003 9,56.10-8 6,94.10-8 -6,50.10-8 7,14.10-1 2,20.10-9 1,34.10-7 5,60.10-8 

SLEE 6  0,0002 3,35.10-8 5,53.10-8 -6,43.10-8 6,29.10-1 -4,49.10-9 1,20.10-7 6,26.10-8 
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 According to the values computed by using degrees 

of freedom as a mixed unbiased comparison, 
estimation values of LAV unbiased absolute error 

are obtained as smaller than LS unbiased error 

estimation values except for HEND, IZMT, BOLU 

and ISTA points (Tables 4 and 5). 

Principal strain invariants obtained by LAV, LMS 

and LS methods are compared by drawing surface 

maps (Figures 3, 4 and 5) and the values obtained are 

summarized as tables (Tables 4, 5 and 6). In this study, 

differential rotation maps are emphasized as an 

interesting sample. These maps and table data are 

examined; the surface maps of LAV and LS estimations 

are generally similar. Significant changes according to 

LMS estimation are observed at the inner zone points of 

the network. This is due to the fact that the number of 

common pairs in the outer zone of the network is equal to 

or very close to the number of strain parameters. 

Therefore, all three estimators are produced similar 

results in the outer zone. 

On the other hand, the behavior of the LMS 

estimation is clearly recognizable at the inner zone 

points of the network (TUBI and IZMT). In the LMS 

estimation, the points representing the polyhedron 

according to the TUBI point are selected from the 

northern part of the polyhedron. The points representing 

the polyhedron according to the IZMT point are selected 

from the southern part of the polyhedron (Figure 1). The 

northern part of the TUBI polyhedron belongs to the 

EURASIA Plate and the southern part of the IZMT 

polyhedron belongs to the ANADOLU Plate. We would 

like to emphasize here as authors, the main purpose of this 

paper is not to question plate movements, but to examine 

the behavior of LAV, LMS and LS estimators. However, 

these estimation results are quite interesting. In other 

words; the distribution and number of these points on the 

polyhedrons are the most optimal solutions which provide 

the objective function of the LMS estimation. The results 

mentioned here should be considered as the leverage 

point and at the same time the common effects of 

observations which do not conform to the annual velocity 

distribution of the common points. Similar results are 

observed in the behaviors of the principal strain 

components (Figure 2 and 3). 

Strain surfaces according to the dilatation maps are 

generally similar. However, due to the lever point effect, 

the Maximum Shear Strain Map of the LMS estimator is 

exhibited a different distribution according to the maps of 

other estimators (Figure 4 and 5). 

In this study; according to the LS estimation results, 

there has not arisen any observation group that passed the 

threshold value of the normal distribution or Tau-

distribution and excluded from the common point sets of 

LAV or LMS. Therefore, these have not conformed to the 

normal distribution. For this reason, the results of LS and 

LS-R estimation are identical (Tables 3,4 and 5 and 

Figures 2, 3 and 4). 

 

5. CONCLUSION 

 

When numerical results and graphs are analyzed 

together; LMS estimation shows that besides the 

velocities to related the network points, the barycenter 

point is also very effective in eliminating the leverage 

point effect. 

During the computing of the strain components for 

any network point, the reference point selected for a 

polyhedron is determined as the barycenter of 

polyhedron. In this case, due to the objective function, 

LAV estimation method uses the common network points 

representing velocity information consistent with the 

barycenter. Therefore, the estimated values are the best 

approximate values representing the strain components. 

According to our experimental results, a polyhedron or 

deformation surface determined by LMS estimation is a 

shape improved and supported by barycenter point of any 

surface determined by use of the LAV estimation. 

As a result, in the geodetic network, during the 

interpreting of the deformations points with experimental 

strain or robustness analyzes, the common network points 

and velocity information determined by the LMS and 

LAV method should be preserved as much as possible. 

For this reason, if the LS estimation method is used, the 

surface properties estimated by LMS and LAV methods 

should be considered and interpreted together. 
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Figure 2. The Maps of Differential Rotation 

 

 

 
Figure 3. The Maps of The First Principal Strain Axe: Maximum Eigenvector (λ max) 
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LMS LMS 
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Figure 4. The Maps of Dilatation 

 

 

 

 
Figure 5. The Maps of Maximum Shear Strain
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