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1. Introduction 

 

In conventional vented brake discs, different types of 

ventilation geometries such as pillar, straight or curved 

are used in order to achieve expected thermal 

performance on the vehicle. To provide homogeneous 

heat dissipation, the pillar type vents are generally 

preferred by original equipment manufacturers. T.J. 

Mackin et.al. studied that brake rotors are subjected to 

high thermal stresses during routine braking conditions 

and can reach temperatures as high as 900 °C during 

hard braking. These thermal stresses reduce fatigue life 
of the brake rotor by developing macroscopic cracks on 

the rotor. These large temperature excursions have two 

possible outcomes: thermal shock that generates surface 

cracks; and/or large amounts of plastic deformation in 

the brake rotor [2, 3]. To create the ventilation 

geometry, sand core is used into the casting molds and 

the final pillar geometry is always negative of the sand 

core geometry [3]. Therefore, if there is a geometric 

deviation on the core surface, its negative form of the 

deviation would be observed on the opposite side after 

casting. It means that, if 1 mm burr is existing on the 

core split line, this defect will appear on the casting part 

as 1 mm missing material. This defect, which has not a 

specific geometry and dimension, is defined in literature 

as “joint burr” or “core trace” when caused excess 

material on split line [4]. Core split line defect can be 

cleaned by grinding when it is formed as excess 

material, but no corrective actions can be made when it 

forms as a missing material. In case of 1 mm defect 
existence on the core split line after casting operation, it 

is possible that total interface area reduction of the pillar 

halves is about 18% in average. It means that, the 

strength of the pillar, where stated into the disc, 

decreases if the defect level increases on the core split 

line of the part [5]. Therefore, this common irregularity 

is considered as an important risk factor, since brake 

disc is a security part. Nowadays, the sand cores are 

designed uniquely according to ventilation geometry of 

the disc and printed generally by cold box method [6, 7, 

8, 9]. After the cores are pressed in core box, some split 

Abstract 

In this study, a measuring method was defined to convert the level of defects on the pillar type vented 

brake disc to numeric data where the defects were formed due to missing material in the structure of the 

disc. Subsequently, the geometric defects which are existing in the core on the droplets were examined 

with the defined method in only pillar type vented brake disc. Finally, some thermal performance tests 

(brake disc thermal fatigue test on bench in accordance with Society of Automotive Engineers Brake 

Rotor Thermal Cracking Procedure for Vehicles (SAE J2928) [1] and brake disc crack test on vehicle; 
special test procedure of an original equipment manufacturer, which is performed for inspecting 

structural strength) and thermal fatigue test with thermal shock (test procedure formed by authors) were 

performed with defected brake discs to evaluate the risk of defected brake disc usage on the vehicle in 

terms of safety. The main open point is to determine whether the defect can transform to crack by 

influencing with notch effect during the worst usage conditions. In the conducted tests; it was 

investigated that the worst core split line defects which are specified by the defined measuring flow may 

cause a crack formation by proceeding notch effect under the worst usage condition. In order to simulate 

the worst usage condition; test laboratories, equipment and test track were used in this period for 

performing brake disc thermal fatigue test, crack test with thermal shock and crack test on vehicle.  

Keywords: Brake disc, casting defect, core, crack analysis, thermal fatigue 
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line burrs remain on the cores and normally these burrs 

must be cleaned by a cleaning equipment to provide the 

designed disc geometry. But some burrs might remain 

on the split line and cause a geometric irregularity onto 

the pillars. In addition to this, it causes missing material 

like a trace through the whole split line. This defect can 

be defined as “core split line irregularity”.  

 

 

 

 

 

 

 

Figure 1. Core split line irregularity illustration on the 

brake disc pillar. 

 

The defect illustration is shown Figure 1. This type of 

geometric defect can cause micro or macro cracking on 

the disc pillars during braking under high temperature 

and pressure [10, 11]. Goo et.al. investigated the 

thermal fatigue characteristics of cast iron brake disc 

under high load pressure. The mechanical and thermal 
properties of the samples were measured. Thermal 

fatigue tests were then carried out using equipment 

developed by the author. It is claimed that the fatigue 

lifetime of cast iron could be increased by regulating its 

composition and metallurgical structures [12, 13]. In 

another study, Gigan et.al. investigated thermo 

mechanical fatigue of grey cast iron brake discs for 

heavy vehicles via finite elements method.  They 

claimed that the analysis of stress-strain hysteresis loops 

showed that the mechanical properties drop 

substantially at high temperature (above 500 °C) [14, 
15]. Maraveas et. al. studied 

mechanical properties of structural cast iron at elevated 

temperatures up to 900 0C and after cooling down by 

quenching and air flowing. Their study claims that cast-

iron structures can be restored after fire damage, 

provided there is no visible damage [16, 17]. Brake is 

the most indispensable safety measure of a vehicle 

which is quite significant in this context where 

unexpected noise and vibration from the brake provide 

information about its status, being faulty or not. Such 

noise and vibration problems are encountered mainly in 

highway, railway, airway and off-road vehicles, large-
scale work machines, oil drilling rigs and mine lifting 

systems [18] Due to related studies in literature and 

feedbacks from manufacturers, noise and accompanying 

vibration mostly occur as a result of the material of the 

intermediate parts in the brake, wear over time, or the 

dimensional errors in the design stage[19]. 

 

2. Defect Detection and Measuring Method 

 

Detection and measurement processes of the defect 

were done according to the flow shown in the Figure 2-
3, considering the mold mismatch. One of the important 

criteria is to consider the saw thickness which was used 

to cut the disc for defect detection. The thickness of the 

saw should not be thicker than 2 mm to provide the 

measurement accuracy. Thicker saws can cause material 

loss on the defect area. 

 

 
 

Figure 2. Measuring method of the core split line 

irregularity under microscope. 

 
 

Figure 3. Measuring systematic of the core split line irregularity
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2. Defect Detection and Measuring Method 

 

Before testing, 4 different types of vented brake disc 

were examined with above specified method in terms of 

defect profile. Each type of brake discs was produced by 

different foundry. Some defect examples are shown in 

Figure 7 and comparison table is presented on Table 1. 

10 samples which were selected from each type of those 

brake discs were measured by contour measuring [20] 

and reported in Figure 4. According to analysis results, 

the defect characterizations were similar in Type 1 and 

Type 3. But standard deviation of the defects was bigger 
in Type 1 (See Figure 5). Also, it is seen that the depth 

of defects in Type 1 were distributed in a larger range 

compared to other types. (see Figure 6).  After 

evaluation of the outputs, it was decided to carry out the 

tests with Type 1. 

 

 

Figure 4. Detected defect amount in inspected 4 type 

vented brake discs. 

 

The defect depth for each defect was measured non-

destructively by contour measuring. The worst discs 

which had the defect deepness over 1 mm were selected 

to perform destructive tests. After the tests, samples 
from these discs were cut and the defects were 

measured destructively under microscope according to 

the defined measuring method. In the meantime, 

occurrence of any crack on the pillars by notch effect 

was analyzed under microscope. 

 

Table 1. Some characteristics of inspected disc types. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Defect distribution and standard deviation for 
4 types. 

 

Figure 6. Distribution of the defect for each brake disc 

type. 

 

Figure 7. Defect sample on the pillars in 4 types vented 

discs. 

 

2.2. Tests 

 

All tests were carried out in a test facility which is 

approved by an engineering department of an OEM. 
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2.2.1. Crack Test (brake disc thermal fatigue test) 

 

The crack test is a structural validation test and 

generally it is performed according to the regarding 

standard during the development, design change or 

material composition change of a part in brake system. 

The purpose of the test is to assess the capacity of the 

disc to resist initiation and propagation of cracks on the 

braking surface and pillars resulting from repeated 
exposure to thermal stress. Test setup is presented in 

Figure 8. 

 

 

Figure 8. Crack test on bench, mounted rotor on dyno.    
 

The brake disc is mounted to the bench together with 

the components (friction material, caliper, knuckle, hub, 

bearings) to which it is connected, except the wheel. 

The rotor speed is increased to 80 km/h then it is 

decreased to 0 km/h gradually. During this cycle, brake 

applications are repeated for 100 times after bedding. 
The same cycle is carried out at least three times and the 

crack occurrence are investigated on the disc. 

 

    

Figure 9. Thermal shocked crack test equipment.         

a. etuv, b. water pool. 

 

2.2.2 Thermal Shocked Crack Test  

 

This test is carried out by heating up the disc to 300 0C, 
holding it at least 30 minutes in the furnace and then 

sinking it suddenly to a water pool in room temperature 

according to regarded standard (see Figure 9 for test 

equipment). After the rotor and water temperatures are 

equal, crack formation is investigated on the disc. 

2.2.3. Thermal Shocked Crack Test on Vehicle 

 

This test is conducted for simulating the customer usage 

in the worst environmental conditions. The test is 

carried out in the performance route by using a pool 

filled with water which has 10 m length and 30 cm 

height. The temperature of the water should be between 
20-25 0C. A thermocouple is mounted into the pads for 

measuring the brake disc temperature during the test. 

The rotors, which are inspected to have defect levels 

above 1 mm, are mounted to the vehicle. After the disc 

surface temperature is increased over 300 0C, the 

vehicle is driven in the pool 3 times with 30 km/h in 

series according to regarded standard. Afterwards, the 

rotors are dismounted from the vehicle and crack 

occurrence is investigated on the pillars. Assembled 

brake disc on vehicle is presented at Figure 10. 

 

 

Figure 10. Assembled brake disc on vehicle after 

thermal shocked crack test on vehicle. 

 

3. Results and Discussions 

3.1. Crack Test on Bench & Results 

 

Four rotors that have visually higher defect depth out of 

30 rotors which have core split line defect were tested to 

analyze their crack occurrence. Maximum defect depth 

and occurrence of cracks on defects’ base upon rotors, 

which cut with fret saw, were analyzed via defined 

methodology after crack test (Figures 11, 12a, 12b, 13a 

and 10b) and the results are shown on Table 2.  

 

Table 2. Depth values of core split line after crack test. 

 

Test 1 
Def.

1 
Def.

2 
Def.

3 
Def.

4 
Def.

5 
Def.

6 

Rotor 1 0,8 1,11 1,16 1,1 1,2 0,9 

Rotor 2 0,75 0,9 1,12 1,59 0,1 0,94 

Rotor 3 1,1 0,8 1,15 0,96 0,9 0,85 

Rotor 4 1,2 0,7 1,25 0,55 0,9 0,88 

a b 



 

Celal Bayar University Journal of Science  

Volume 16, Issue 1, 2020, p 1-7 

Doi: 10.18466/cbayarfbe.633164 R. Akyüz 

 

5 

 

 

Figure 11. Selected brake disc for the test. 

 

 

Figure 12. Rotors after crack tests. a. left, b. right. 

  

     

Figure 13. Defect analysis under microscope after crack 

test. a. measurement, b. crack analysis. 

 

Before crack test on bench, bedding (burnishing) was 

implemented for simulating customer usage more 

realistic results. 

 

3.2. Crack Test with Thermal Shock Results 

 

Defect areas on 4 rotors were analyzed after test (Figure 

14, 15a, b, c, d, e). Depth of defects are shown on Table 

3. Crack occurrence of 4 pillars that has highest depth 
was investigated.  

 

 

Figure 14. Rotors after crack test with thermal shock. 

 

 

  

 
 

Figure 15. Defects after crack test with thermal shock. 
a. and b. defect view, c, d, and e defect analysis. 

 

Table 3. After thermal shocked crack test, measured 

maximum defect depths. 

 

Test 2 
Def.

1 

Def.

2 

Def.

3 

Def.

4 

Def.

5 

Def.

6 

Rotor 1 0,77 1,1 0,95 0,82 1,14 0,65 

Rotor 2 1 0,67 1,12 0,95 0,85 0,88 

Rotor 3 0,55 0,94 0,54 1,16 0,65 0,77 

Rotor 4 0,85 0,55 1,15 1,1 0,95 0,8 

 

3.3. Results of Thermal Shocked Crack Test on 

Vehicle 

 

In this test, 2 rotors which were specified as worst 
according to defined measuring method, were mounted 

and tested on vehicle. After test, the core split line 

defects were measured and analyzed crack occurrence 

under microscope (Figure 16a, b, c). The results are 

shown in Table 4.   

 

 
 

Figure 16. The tested rotors, a. left wheel, b. right 

wheel and c. analyzing under microscope. 
 

Table 4. The Defect Depths After Test. 

 

Test 3 
Def.

1 

Def.

2 

Def.

3 

Def.

4 

Def.

5 

Def.

6 

Rotor 1 

(Right) 
1,17 0,77 0,9 0,65 1,12 1,14 

Rotor 2 

(Left) 
1,05 0,6 0,85 0,96 1,24 1,18 

 

b a c 

a 

b a 

b 

a b 

c d e 
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4. Conclusion 

 

The effect of worst-case core burrs on rotor pillars 

which has potential risk of crack occurrence on rotor 

surface was investigated via measurements on depth of 

those defects which has no regular geometry and 

dispersion. 

 

 Core burrs with deviation on geometric forms were 

observed on rotors which were 4 different type of 

pillar geometry on each. It was also observed that 

those rotors have 15% of split line defect on their 

pillars.  

 A new methodology was defined to classify the trace 

on core dimensionally. It is understood that the level 

of the core split line defect can be determined by 

contour measuring equipment without any destructive 

operation. 

 Approximately 20% of defects was measured with 

more than 1 mm depth within all depth distribution. 
The maximum defect depth was 1,6 mm. 

 No cracks on surface of rotors and pillars were 

observed after crack test (1st test) on bench test. There 

was any micro crack via checking under microscope.  

The maximum defect depth was 1,6 mm.  

 No cracks – even micro cracks – were observed after 

thermal shocked crack test (2nd test) on laboratory. 

The maximum defect depth was 1,16 mm. 

 No crack or breakage on pillars were observed after 

thermal shocked crack test (3rd test) on vehicle. The 

maximum defect depth was 1,24 mm. Besides, there 
was no micro-crack on the base of defect. 

 It could be evaluated that there is no safety risk (crack 

and/or breakage) for the Type 1 ventilated rotors 

which have less than 1.6 mm defect. 

 

This work does not constitute a reference for listed 

situations below; 

 

 Rotor has min. 15% of its pillars has that kind of 

defect,  

 Rotor which min. 20% of its pillars has more than 1 
mm defect 

 Brake rotors which have core split line defect on 

pillars with deeper than 1,6 mm defect. 

 

To verify exact behavior of brake rotors under these 

circumstances, it is needed to perform a further study 

based on a proper design of experiment. 

 

Author’s Contributions 

 

Recep Akyüz: Drafted and wrote the manuscript, 

performed the experiment and result analysis. 
 

Eren Kulalı, Ramadan Soncu, Cem Öztürk, Mehmet 

Karaca: Assisted in analytical analysis on the structure, 

supervised the experiment’s progress, result 

interpretation and helped in manuscript preparation. 

 

Ethics 

 

There are no ethical issues after the publication of this 

manuscript. 

 

References 
 

1. Brake Rotor Thermal Cracking Procedure for Vehicles Below 4 

540 kg GVWR J2928_201207, 

       https://www.sae.org/standards/content/j2928_201207 

 

2. T.J. Mackin et.al., Thermal cracking in disc brakes, Engineering 

Failure Analysis 9, 2002, 63 – 76 

 

3. D.M. Stefanescu. ASM handbook Vol.15 Casting, 2002, p 516-

523 

 

4. D.M. Stefanescu, ASM handbook Vol.15 Casting, 2002, p 1189, 

p 1231 

 

5. Amol, A., Ravi, R., FE Prediction of Thermal Performance and 

Stresses in a Disc Brake System, Journal of SAE, 2572 (2008), 1, 

pp. 5-8 

 

6. C.W. Meyers and J.T. Berry, The Impact of Robotics on the 

Foundry Industry, Paper 30, Trans. AFS, 1979, p 107-112 

 

7. J S Campbell, Principles of Manufacturing Materials And 

Processes, Tata McGraw Hill, 1995.  

 

8. P C Pandey and C K Singh, Production Engineering Sciences, 

Standard Publishers Ltd., 2003.  

 

9. S Kalpakjian and S R Schmid, Manufacturing Processes for 

Engineering Materials, Pearson education, 2009. 4. E. Paul 

Degarmo, J T Black, Ronald A Kohser, Materials and processes 

in manufacturing, John wiley and sons, 8th edition, 1999 

 

10. Shaniavski, AA. Synergetical models of fatigue-surface 

appearance in metals: the scale levels of self-organization, the 

rotation effects, and density of fracture energy. In: Frantsikony 

PROBAMAT- 21st Century: Probabilities and Materials. 

Netherlands: Kluwer Academic Publisher; 1998, p.11-44. 

 

11. Maillot V., Fissolo. A. Degallaix. G. and Degallaix S., Thermal 

fatigue crack networks parameters and stability: an experimental 

study, In. J. Solids and Structures, 42, 759-769 (2005) 

 

12. Ivanova VS. Synergetics. Strength and failure of metallic 

materials. Russian, Moscow: Nauka; 1992. 

 

13. B. Goo, and C. Lim, Thermal fatigue of cast iron brake disk 

materials, Journal of Mechanical Science and Technology 26 (6) 

(2012) 1719~1724 

 

14. G. Gigan, V. Norman, J. Ahlström and T. Vernersson, 

Thermomechanical Fatigue of Grey Cast Iron Brake Discs for 

Heavy Vehicles, projects 2012-03662 and 2012-03625 

 

15. Amol A. Apte and H. Ravi,FE Prediction of Thermal 

Performance and Stresses in a Disc Brake System, , journal of 

SAE ,2008. 

 

16. Pevec M, et al. Elevated temperature low cycle fatigue of grey 

cast iron used for automotivebrake discs. Engineering Failure 

Analysis 2014; 42: 221-230. 

 

 

https://www.sae.org/standards/content/j2928_201207


 

Celal Bayar University Journal of Science  

Volume 16, Issue 1, 2020, p 1-7 

Doi: 10.18466/cbayarfbe.633164 R. Akyüz 

 

7 

 

17. C. Maraveas, Y.C. Wang, T. Swailes, G. Sotiriadis, An 

experimental investigation of mechanical properties of structural 

cast iron at elevated temperatures and after cooling down, Fire 

Safety Journal 71 (2015) 340–352 

 

18. Z.Ertekin, N. Özkurt, Noise Analysis of Air Disc Brake Systems 

Using Wavelet Synchrosqueezed Transform, Celal Bayar 

University Journal of Science Volume 15, Issue 4, 2019 p 409-

414. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

19. Beloiu, DM, Ibrahim, RA. 2006. Analytical and experimental 

investigations of disc brake noise using the frequency‐time 

domain, Structural Control and Health Monitoring. The Official 

Journal of the International Association for Structural Control and 

Monitoring and of the European Association for the Control of 

Structures; 13(1): 277-300. 

 

20. Contour Measuring System, Mitutoyo, CV3200, 

https://www.mitutoyo.co.jp/eng/support/service/catalog/03/E15010.pdf 

https://www.mitutoyo.co.jp/eng/support/service/catalog/03/E15010.pdf


 

Celal Bayar University Journal of Science  

Volume 16, Issue 1, 2020, p 9-14 

Doi: 10.18466/cbayarfbe.634500 Z. Ölçer 

 

9 

Celal Bayar University Journal of Science 

  

A Novel Biosensor Based on Laccase for The Detection of Catechol 
  

Zehra Ölçer1* 
 

1 Department of Chemistry, Gebze Technical University, 41400 Gebze-Kocaeli, Turkey. 

* z.olcer@gtu.edu.tr 

 

Received: 18 October 2019 

Accepted:17 March 2020 

DOI: 10.18466/cbayarfbe.634500 

 

1. Introduction 

 

Biosensors are of great importance in the bioprocesses, 

diagnosis, agricultural applications, food industry and 

environmental imaging. The market share of 

commercially important biosensors in these areas is 

expressed in billions of dollars. In this respect, research 

and development of new sensor devices is of great 

importance. Electrochemical sensors are the most 

widely used biosensor group because of their selectivity, 

rapid analysis, high sensitivity, ease of working with 
solutions and miniaturization [1-4]. The design of an 

electrochemical sensor includes many parameters such 

as electrode design, surface chemistry, recognition 

element immobilization to the electrode surface and 

optimum experimental conditions that need to be 

considered carefully. 

 

Phenolic compounds occupy a large part in nature. They 

are found in vegetables and fruits and add properties to 

the products prepared with them; olive-like and they 

have antioxidant properties. Phenolic compounds are 
widely used in the production processes of paints, 

pesticides, surfactants, resins, and plastics in petroleum 

and pharmaceutical industries. Opposite to their positive 

properties, phenolic compounds have pollutant 

properties in nature and water resources that are 

emerging as by-products of the resin production, 

pharmaceutical, paint, textile and petrochemical 

industries. Some phenolic compounds have the ability to 

mimic endocrine hormones and poses a threat to health 

[5]. It is possible to identify and quantify phenolic 

compounds by conventional methods such as 

spectroscopy and chromatography [6, 7] but these are 

time-consuming and expensive methods. Recently, 

biosensor applications have attracted attention for the 

determination of phenolic compounds. 
 

The laccase enzyme (polyphenoloxidase; EC 1.10.3.2) 

is a member of the multi-copper-containing family of 

oxidase enzymes and is capable of oxidizing many 

organic substrates to reduce molecular oxygen to water. 

They are produced by a wide variety of organisms such 

as bacteria, fungi and plants. Laccases can also oxidize 

both phenolic and non-phenolic compounds and many 

environmental pollutant compounds. Due to these 

oxidation ability of laccases, they are preferred in 

biosensors. Electrochemical sensors are commonly used 
in the determination of phenolic compounds due to their 

stability and reproducibility. In order to use the laccase 

enzyme in the biosensor, immobilization is required for 

the enzyme to be stable and reusable. Covalent binding 

Abstract 
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[8-12], physical adsorption [13-16] and entrapmenti in a 

matrix [17-20] are the immobilization techniques. The 

method of enzyme binding to the electrode surface is 

the first step in effective enzyme biosensor due to a 

critical factor for electron transfer between the enzyme 

and the electrode surface. The electrode surface 
modificaiton is carried out with nanomaterials, 

conductive polymers and self-assembled monolayers 

(SAM) [21-25]. 

 

In this study, a novel biosensor based on laccase 

enzyme was developed for the detection of phenolic 

compound catechol. Laccase was covalently bounded to 

self-assembled monolayer on gold electrode via 

glutaraldehyde reactions. Modifications and enzyme 

immobilization on sensor chips integrated into the 

microfluidic system were carried out quickly and 
effectively in biosensor device.  

 

2. Materials and Methods 

2.1. Materials and Instrumentations 

 

Phosphate buffered saline (PBS, 0.01 M phosphate 

buffer, 0.0027 M potassium chloride and 0.137 M 

sodium chloride, pH 7.4) tablets, laccase (EC=1.10.3.2, 

from Trametes versicolor), 2,2′-azinobis-(3-

ethylbenzothiazoline-6-sulfonic acid (ABTS) liquid 

substrate system, 6-amino-1-hexanethiol (AHT), 

potassium hexacyanoferrate, glutaraldehyde 25%, tris-
base, potassium chloride (KCI), ethanol, 1,2-

dihydroxybenzene (catechol) were purchased from 

Sigma-Aldrich. Ultrapure water (18 MΩ cm-1) was 

obtained from a Milli-Q water system. 

 

MiSens biosensor device was used in electrochemical 

analysis and assays [26-28]. The biosensor device is an 

integrated and automated electrochemical biosensor 

with microfluidic system including tubing connected 

sample pick up needle and sample/reagent carousel, 

includes biochip docking station electronic parts and 
software developed by BILGEM Research Center 

(BILGEM-TUBITAK, Kocaeli, Turkey). The electrodes 

were designed on glass plates (10 x 20 mm2) with a 

laser-shaped stainless steel thin metal mask. Gold metal 

coated on glass plates using e-beam evaporator. 

Biochips includes Au electrode arrays that consist of 

shared reference/counter electrodes and 8 working 
electrodes (d =1 mm) has been fabricated and used for 

the assays (~ 7-10 µL capacity flow cell on the electrode 

array). 

 

2.2. Modification on The Surface of Electrodes 

 

Before the modification, plasma cleaning was applied 

on the electrode arrays for a clean sensor surface. A 

self-assembled monolayer (SAM) was then applied by 

immersing the sensor chips in ethanolic solution of 2 

mM 6-amino-1-hexanethiol (AHT) for overnight 
(Figure 1). Later they were rinsed with ethanol and 

water, dryed with nitrogen stream and were vacuum 

packed. The functionalised biochips were stored at 

+4°C until used. After the surface modification, the 

biochip was inserted into the cassette and placed to the 

device. It was integrated the electronic and fluidic 

connections and to created a microfluidics system. 

 

2.3. Immobilization of Laccase onto Surface 

 

For the immobilization of enzyme, firstly 6-amino-1-

hexanethiol (AHT) functionalised chip surface was 
activated with 0.5% (w/v) glutaraldehyde (GA) 

prepared in water. GA (200 µL, 50 µL/min), later 

laccase solution (100 µg/mL, 200 µL, 25 µL/min) were 

injected to sensor surfaces (Figure 1). Phosphate 

buffered saline (PBS, 10 mM, pH 7.4) used for washing 

buffer and this buffer continuously flowed (100 µL/min) 

over the sensor surfaces between the injections. Non-

reacted aldehyde groups were capped with ethanolamine 

solution pH 8.5 (1 M, 200 µL, 50 µL/min). 

Determination of enzyme activity was carried out using 

substrate solution ABTS (2,2′-azinobis-(3-
ethylbenzothiazoline-6-sulfonic acid). 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 1. Preparing of the laccase modified biosensor chip
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2.4. Detection of catechol and electrochemical 

measurements 

 

Catechol stock solutions (6 mM) in ethanol were 

prepared and stored at -20°C until used. Phenolic 

compound catechol was prepared at varying 
concentrations (0.025 - 2.0 mM) in PBS buffer solution 

(10 mM, pH 7.4) and the was measured on laccase 

immobilized biosensor electrodes. 

Cyclic voltammetry (CV) and amperometric 

measurements were also performed with biosensor 

device. CV was performed using potassium 

ferrocyanide solution (1 mM K4[Fe(CN)6] / KCI at 100 

mV/s scan rate). Amperometric signal was measured 

using substrate ABTS (2,2′-azinobis-(3-

ethylbenzothiazoline-6-sulfonic acid) with a fixed 

potential of -0.1 V All measurements was carried out 
during buffer injection and resulted in a real-time 

amperometric reading.  

 

3. Results and Discussion 

3.1. Biosensor Surface Modification 

 

To coating of self-assembled monolayer (SAM) on the 

gold chip surface, the chips were incubated with 2 mM 

6-amino-1-hexanethiol (AHT) solution for overnight. 

Baregold electrode and AHT coupled electrode were 

investigated by cyclic voltammetry using potassium 

ferrocyanide (K4[Fe(CN)6]) solution as a redox marker 
in MiSens biosensor device (scan rate: 100 mV/s). 

 

In voltammogram Figure 2, the redox area between the 

positive and negative potentials of the bare gold 

electrode, the oxidation and reduction peaks of 

potassium ferrocyanide are larger than the redox area of 

the AHT coated chip. After the coating of chip with 

AHT, a dramatic decrease in redox current was 

observed. 

 

 
 

Figure 2. The cyclic voltammetry of bare gold and 

AHT coated gold electrode arrays (1 mM 

K4[Fe(CN)6]/KCI at 100 mV/s scan rate). 

 

 

It is important that providing high quality packaging in 

alkanethiol for a good dense and uniform SAM surface. 

Because the electron tunnel must be formed to enable 

the transfer of electrons between the electrode and a 

donor or acceptor [29]. It was observed that a quality 

packaging achieved using AHT (Fig 1). 6-amino-1-

hexanethiol was binded on the gold surface by the 

strong affinity of a thiol group to gold and thus the 
amino group ready for enzyme immobilization. 

 

3.2. Activity assay of immobilized laccase  

 

Laccase was immobilized onto AHT coated chips. To 

binding of laccase on the surface, sensor chip with the 

SAM of AHT was then placed in the flow cell of the 

biosensor device, and glutaraldehyde solution was 

injected (0.5% w/v, 50 µL/min) and then enzyme was 

injected (100 µg/ml, 200 µL, 25 µL/min). An CHO 

group binds to NH2 group of AHT and the other CHO 
group binds to amino group of enzyme with acetal or 

semi-acetal formation between amino (NH2) groups and 

aldehyde groups (CHO) on the surface. Enzyme activity 

was determined by amperometric measurement using 

ABTS (2,2′-azinobis-(3-ethylbenzothiazoline-6-sulfonic 

acid) substrate solution. In the MiSens biosensor device, 

Real-time measurement was performed to obtain 

electrochemical signal by amperometric method, current 

was measured continuously while applying potential to 

electrode surface (Real−time Electrochemical Profiling; 

REP™). A change in catalytic current was observed by 

injection of ABTS solution (50 µL/min) into the system 
by reaction of the bound laccase enzyme on the chip 

surface. While applying potential (-0.1 V) to the 

electrode surface the current was continuously 

measured. Initial current measurements during PBS 

buffer injection were taken and this signal was recorded 

as a baseline (Figure 3). It was recorded the maximum 

current value in 170. seconds, average 0.029 ± 0.001 µA 

current signal. 

 

 
 

Figure 3. Sensor response of current vs time with 

respect to ABTS against -0.1V potential. 

 

 

3.3. Detection of catechol  

 

The determination of catechol on the laccase 

immobilized sensor surface was performed by cyclic 
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voltammetry (CV) and amperometric measurement of 

the catalytic signal formed by the reaction of the 

enzyme with the catechol. Firstly the laccase 

immobilized sensor surface was investigated by cyclic 

voltammetry using catechol solution (400 µM) and also 

CV measurement was performed for PBS solution. The 
electrochemical behavior of catechol was characterized 

by cyclic voltammetry. Comparing the redox peak 

potentials for laccase immobilized and non-immobilized 

electrodes, laccase biosensor was the highest current 

(Figure 4), therefore it was the highest catalytic ability 

for catechol oxidation. Catechol oxidized to o-quinone 

on the surface of the biosensor. Amperometric 

measurement was performed at -0.1V, as shown in CV 

graphs, with reduction peak. 

  

 
 

Figure 4. The cyclic voltammetry of laccase 
immobilized and non-immobilized gold electrode arrays 

(400 µM catechol solution and PBS at 100 mV/s scan 

rate). 

 

In the catechol determination study, catechol was 

prepared in different concentrations (0.025-2.0 mM in 

PBS buffer solution) and amperometric measurement 

was performed on the laccase modified chips with the 

subsequent injection catechol (250 µL) with 50 µL/min 

fluid flow with a fixed potential of -0.1V. 

Amperometric signal was measured in real time, an 

increase in the catalytic current was observed. The 
initial current is a background measurement taken by 

injection of PBS solution. Then, as the catechol solution 

flowed through the sensor, a change in the current was 

observed by the reaction between the bound enzyme 

laccase and the catechol on the chip surface (Figure 5) 

and the subtraction between the current obtained during 

catechol and buffer was used as sensor response. 

 

The amperometric response of the assay was calculated 

the maximum current obtained 150 s after the catechol 

injection was used as the sensor response. The catalytic 
current proportional increased on increasing the 

concentration of catechol in the range from 0.025 mM 

to 0.8 mM with a correlation coefficient of R2 0.91 and 

LOD of 0.015 mM (Figure 6). 
 

 

 

Figure 5. The raw data of the real-time responses of 

current vs time with respect to catechol concentrations 

against -0.1V potential. 
 

 

 

Figure 6. Calibration curve (A) and linear calibration 

curve (B) for the catechol detection assay. 

 

Phenolic compounds are widely used in the production 

processes of paints, pesticides, surfactants, resins and 

plastics in the petroleum and pharmaceutical industries. 

As a result, they pose a danger to the surrounding water 

resources. Because these compounds have toxic effects 
on plants, animals and human health. Catechols (1,2-

dihydroxy benzene; catechol), one of these phenolics 

are used in the industrial synthesis of rubbers, paints, 

plastics and in the pharmaceutical and cosmetic fields. 

For these reasons, the determination of catechol is 

important using biosensors. 
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In the literature, there is no study on laccase 

immobilization and catechol detection studies on 6-

amino-1-hexanethiol (AHT) surface in microfluidic 

system, the other studies were carried out in static 

medium. Protein immobilization step after sensor 

surface modification with AHT takes approximately 30 
minutes on the sensor device however, these steps are 

carried out in conventional assays times for hours. In the 

literature, the conventional phenolic detection assays in 

require long incubation times for the chemicals and 

protein immobilization [22-25, 30, 31], whereas during 

microfluidic flow in the biosensor system the mass 

transfer effects are minimized and a rapid reaction 

occurs. Another importance of this study is that all 

experiments are carried out in a microfluidic system. In 

amperometric biosensors, electron transfer process is a 

major issue that will occur at the electrode surface and 
the redox center within the enzyme is provided by the 

most suitable electron transfer way. Transfer problem 

occurs when amperometric measurement method is used 

in static environment [32,33]. The automated 

electrochemical biosensor with a microfluidic and 

automatic injection system was useful tools due to their 

sensitivity and fast response. Laccase immobilization 

and catechol detection steps were carried out quickly 

and enabled easy modification of electrode surface with 

using glutaraldehyde in a short period of time. 

 

4. Conclusion 
 

In this work, it was developed a novel sensor surface 

modified with 6-amino-1-hexanethiol on gold electrode 

which could detection of catechol. It was formed self-

assembled monolayer on gold electrode via 6-amino-1-

hexanethiol and then the laccase was immobilized with 

glutaraldehyde. All the experiments were carried out 

first time using automated biosensor device, during 

microfluidic flow. Cyclic voltammetry and 

amperometry activity assays showed that the detection 

of catechol with laccase modified gold surface. This 
could lead to further studies for developing of high 

performance biosensors for the specific detection of 

catechol and other phenolic compounds based on 

lacccase immobilized surfaces. 
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1. Introduction 

 

For sustainable cities, it is necessary to perform good 

urban planning and to prepare geotechnical maps. One 

of the most important geotechnical maps to be prepared 

for cities located in first-degree earthquake regions, 

especially, are liquefaction susceptibility maps. 

Liquefaction events due to earthquakes are recorded in 

many places around the world [1-10]. Damages during 

earthquakes and liquefaction also show the importance 

of structure-soil interaction [11-12]. 
 

A sand deposit saturated with loose water displays a 

tendency to compress and reduce in volume when 

exposed to ground shaking. If drainage of water is not 

possible, the reduction in volume causes an increase in 

cavity hydraulic pressure. If this increase in cavity 

hydraulic pressure reaches a point equal to vertical 

stress, effective stress becomes zero and the sand 

deposit completely loses shear strength. In this situation, 

liquefaction develops [2].  

 

The first thing required for soil liquefaction analysis is 
to determine whether the soil profile contains layers that 

may liquefy. It is long known that clean sands have the 

potential to liquefy. With the aim of determining soil 

conditions that may lead to potential liquefaction, the 

soil conditions are investigated in the field and field and 

laboratory experiments are performed. 

 

Liquefaction potential analyses and the detailed maps 

prepared using them have vital importance, especially 

for regions susceptible to liquefaction. Just as these 

types of studies may reduce the risks due to liquefaction 

in these areas, they may reduce or prevent damage that 

will occur during a possible earthquake. A range of field 
and laboratory experiments may be performed to 

determine liquefaction potential. Experiments in the 

filed include standard penetration test (SPT), seismic 

refraction, multi analysis surface wave (MASW), (Vs) 

and conic penetration test (CPT). Laboratory 

experiments include dynamic simple shear, dynamic 

three-axis and shaking table. Various liquefaction 

analyses methods were applied to determine the 

liquefaction potential of different areas by various 

researchers [5, 13-17]. 

 

Seed and Idriss [1] proposed an analysis method based 
on SPT data, called as he simplified method, with the 

aim of determining the liquefaction potential after the 

Abstract 

The importance of urban planning for sustainable cities is indispensable. For this, the preparation of 
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Keywords: Nazilli, Standard Penetration Test, liquefaction potential, liquefaction potential index. 

 



 

Celal Bayar University Journal of Science  

Volume 16, Issue 1, 2020, p 15-23 

Doi: 10.18466/cbayarfbe.598529 Ö.Karaca 

 

16 

Alaska and Niigata earthquakes in 1964. Additionally, 

Tokimatsu and Yoshimi [18] recommended a method 

based on SPT data again. The method of Seed and Idriss 

[1] was modified several times in the following years 

[19, 4, 20, 21]. The method was debated for the last 

time at international earthquake geotechnical 

engineering symposia and was updated by Youd et al. 

[8] to reach its final form. 

 
The study area of Nazilli is a county linked to the 

province of Aydın located in southwest Turkey. Nazilli 

is located in a first-degree earthquake region. 

Significant earthquakes have occurred in Nazilli in the 

historical and instrumental periods. 

 

The main aim of this study is to contribute to organized 

and sustainable urban planning in light of geologic and 

geotechnical data. The liquefaction case forms a danger 

especially for cities located in first-degree earthquake 

zones. In line with this, within the scope of the study, 
the liquefaction susceptibility of Nazilli county due to 

probable earthquakes was investigated.  

 

This study firstly prepared the geological map of the 

study area based on previous studies. The engineering 

characteristics of soils in the study area were determined 

with field and laboratory studies. With the data 

obtained, the liquefaction potential and liquefaction 

potential index for Nazilli county were determined and 

maps were prepared using GIS. The liquefaction 

susceptibility of Nazilli, located in a first-degree 
earthquake zone, was not previously determined with 

these methods. Within the scope of the study, the safety 

factor against liquefaction (FS) was determined using 

the simplified approach proposed by Youd et al. [8] 

using corrected SPT data. Within this framework, the 

SPT data obtained from drilling in different locations 

were used. Additionally, with the aim of determining 

the physical and mechanical features of samples 

obtained during drilling, laboratory experiments were 

completed. Groundwater levels were measured in the 

drilled wells. 

  

2. Materials and Methods 

2.1. Liquefaction assessment 

 

The liquefaction assessment for an area can be 

performed using laboratory tests or in situ tests and 

empirical methods. The method depending on SPT N 

value developed by Seed and Idriss [1, 2] and Seed et al. 

[19, 4] was used in this study to evaluate the 

liquefaction susceptibility of the Nazilli settlement area. 

This method developed by Seed and Idriss [1] is based 

on the relationship between cyclic stress ratio (CSR), 
necessary for liquefaction to form, and standard 

penetration test (SPT). CSR is defined as the effective 

confining pressure ratio of mean earthquake-linked 

shear stress affecting soil in an earthquake (Equation 1) 

[1].   

𝐶𝑆𝑅 = 0.65
𝑎𝑚𝑎𝑥𝜎𝑣

𝑔𝜎´𝑣

𝑟𝑑 

 

(2.1) 

Here, rd is the stress reduction factor calculated in 
Equation 2 and 3 according to Liao and Whitman [22] 

and amax is the peak ground acceleration. In first-degree 

earthquake regions, it is recommended to be taken as 

0.4 g by the Disaster and Emergency Management 

Presidency (AFAD). Within the scope of this study, the 

amax value was accepted as 0.4 g during liquefaction 

analyses. 

 

𝑟𝑑  = 1-0,00765z (z ≤ 9.15m) (2.2) 

  

𝑟𝑑  =  1.174 − 0,0267𝑧 (9.15 ≤  𝑧 
≤  23 𝑚) 

(2.3) 

 

Another component of cycle resistance ratio (CRR) is 

defined as the capacity to resist liquefaction [8]. CRR 

used in liquefaction potential analyses represents the 

resistance of a soil to liquefaction (Equation 4). CRR is 

generally associated with the modified SPT impact 

number. The CRR of soil also affects the oscillation 

time and is associated with the magnitude scaling factor 
(MSF). As a result, for an earthquake with magnitude 

Mw=7.5, CRR was expressed as follows by Youd et al. 

[8]. 

 

CRR7.5 =
1

34 − (N1)60

+
(N1)60

135

+
50

[10(N1)60 + 45]2
−

1

200
 

(2.4) 

 

Here, σ'v is effective vertical stress. The (N1)60 

expression used in this formula is the SPT-N value 

obtained in the field and corrected according to some 

standard systems. These corrections were performed 

according to Robertson and Wride [5] and are calculated 

with Equation 2.5. 

 

(N1)60=NfieldCNCRCBCECS (2.5) 

 

Nfield in the Equation (2.5) is the number of SPT impacts 
measured in the field. CE, CR and CS are correction 

coefficients within the scope of the study of the energy 

correction factor for reliable hammer types CE=0.75 

(Donut type of hammer and 2 turns of rope release 

mechanism was used in this study.), the rod length 

correction factor (CR) of 0.75, 0.85, 0.95 and 1.00 

according to length and the linear correction factor 

taken as CS =1.0 for standard sampling. The bore-hole 

diameter correction factor was taken as CB =1.0. 

 

CN, correction factor based on the effective stress is 
calculated according to Equation 2.6 developed by Liao 

and Whitman [22]. 
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𝐶𝑁 = √
𝑃𝑎

𝜎´𝑣

 (2.6) 

 

If (N1)60 values of silty and sandy soils were greater 

than 30, they were accepted as non-liquefiable soil by 

Youd et al. [8] and Seed et al. [9]. 

 
Hence, the liquefaction factor of safety (FS) is found by 

comparing the earthquake loading with the liquefaction 

resistance (Equation 2.7). If the factor of safety is larger 

than 1, liquefaction resistance is larger than earthquake 

loading and liquefaction is not expected in this situation. 

 

FS = (CRR7.5/CSR)MSF (2.7) 

 

CRR curves state whether liquefaction will occur only 

in situations with magnitude 7.5, so it is necessary to 

mention the magnitude scaling factor (MSF). MSF was 

calculated according to Youd et al. [8] using Equation 
2.8. For this study a possible earthquake scenario was 

considered at a magnitude (Mw) of 6.9. 

 

56.2

24.210

wM
MSF 

    

(2.8) 

 

If the FS value is larger than 1 at the end of calculations, 

soil is accepted as not being liquefiable. In situations 

where FS is smaller than 1, soil is expected to liquefy. 
However, value of “1” in the limit-balance situation is 

not a good marker. As a result, in situations with FS 

between 1 and 1.2, soils are classified as marginally 

liquefiable and values of FS>1.2 are accepted as not 

liquefy [1, 25]. However, Seed and Idriss [2] (1982) 

stated that the acceptable safety factor ranged from 1.25 

to 1.5. Considering these types of uncertainties in the 

safety factor, it can be said this remains a theoretical 

value. In reality, liquefaction potential is linked to the 

thickness of the liquefiable soil layers and the depth 

from the surface. As a result, the liquefaction potential 
of a region may be determined by finding the 

liquefaction risk index (Ls) of a soil profile using the 

factor of safety and soil layer thicknesses. Iwasaki et al. 

[3] proposed the liquefaction potential index (LPI) to 

remove this type of limitation from FS. LPI is evaluated 

in four categories of very low, low, high and very high. 

However, there are some limitations to this 

classification. These include the lack of determination 

of “non-liquefiable” and “moderate” categories in the 

liquefaction potential index (LPI). As a result, Sonmez 

[26] made a new proposal by adding these two 

categories to the classification (Equation 2.9). Here, the 
FS=1.2 threshold value is determined to be the lowest 

limit where liquefaction will not occur [2]. 

 

𝐿𝑃𝐼 = ∫ 𝐹𝑆(𝑧)𝑤(𝑧)𝑑𝑧
20

0

 (2.9) 

 

Here, FS is the liquefaction factor of safety, z is the 

depth of the central point of the soil layer investigated 

and w is the liquefaction potential reduction factor 

linked to depth from the surface. W is taken from 

Equation 10-11. 

 

z < 20 m  w(z)=10-0.5z (2.10) 

  

z ≥ 20 m  w(z)=0 (2.11) 
  

FS < 1.0; F(z)=1-FS (2.12) 

  

FS ≥ 1.0; F(z)=0 (2.13) 

 

The liquefaction potential index (LPI) with boundary 

value of LPI modified from Sonmez [26] is tabulated in 

Table 1 with liquefaction susceptibility descriptions. In 

this LPI calculation, Sonmez [26] modified F(z) 

(Equation 14-16). 

 

  0zF  
for FS ≥ 1.2 (2.14) 

   
SF

ezF
427.186102)(


  for 1.2 > FS < 0.95 (2.15) 

   

SFzF 1)(  for FS < 0.95 (2.16) 

 

Table 1. Modified liquefaction potential index 

classification [26] 
 

Liquefaction potential 

index (LPI) 

Description 

0 
Non-liquefiable  

(based on FS ≥ 1.2)  

0<LPI≤2 Low 

2< LPI ≤5 Moderate 

5≤ LPI ≤15 High 

15< LPI Very high 

  

3. Results and Discussion 

3.1. Study area and geological setting 

 

The study area is Nazilli county settlement area in 

Aydın province, located in southwest Turkey. The study 

site covers an area of about 644 km2. The population of 

Nazilli was 156,748 in 2019. 

 

The basement in the study area is the Plio-Quaternary 

Asartepe Formation (Tpa) comprising poorly 

consolidated and low strength conglomerate, sandstone, 

siltstone, claystone and marl alternations. The formation 

has fine-medium bedding and occasionally massive 
appearance. The clasts in the conglomerate have block 

and coarse clast size and appear to be a debris flow. 
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Clasts were derived from rocks from the Menderes 

metamorphics. The Asartepe formation was first 

mapped by Ercan et al. [27] in the Uşak region. Later it 

was reported from the north side of the Büyük 

Menderes Graben by Sözbilir and Emre [28]. 

 

Above the Asartepe formation there are Quaternary 

terrace sediments comprising coarse pebbles, sand and 

clay units (Qt); Quaternary alluvial fan sediments 
comprising loose coarse pebbles, sand, silt and clay 

units (Qaly); and Holocene floodplain-swamp sediments 

from the Menderes River comprising loose, water-

saturated fine sand, silt and clay units (Qtb) (Figure 1) 

[29]. 
 

Figure 1. Geological and borehole location map of 

Nazilli settlement area 

 

3.2. Seismotectonics of the study area 

 

Turkey is located in one of the most seismically active 

regions on the earth. The study area of Nazilli is located 

in a first-degree earthquake region according to 

Turkey’s earthquake hazard map. 
 

The Aegean Graben System, encompassing the study 

area of Nazilli and surroundings, is generally formed by 

many blocks bounded by E-W striking normal faults 

[30]. Nazilli is located on the Great Menderes River in 

Western Anatolia within the Büyük Menderes Graben, 

an E-W striking depression area between Denizli in the 

east and Ortaklar in the west [31]. The Büyük Menderes 

Graben is one of the main active neotectonic structures 

found in Western Anatolia [32]. In the Büyük Menderes 

graben, two fault sets with N-S and E-W strike have 
developed since the Miocene (Figure 2) [33]. The N-S 

striking faults are found between Nazilli in the north, 

Kuyucak in the west and Atça-Kılavuzlar. The lengths 

of these faults observed at the surface vary from 3-5 km. 

These faults probably continue under alluvium from 

Nazilli. The second fault set with E-W strike forms 

steps within the Büyük Menderes graben and are south-

dipping normal faults [33] (Figure 2). 

According to Ergin et al. [34], the 20 September 1899 

earthquake developed between Aydın-Nazilli and was 

felt throughout the whole of Western Anatolia. The 
estimated magnitude of the earthquake is IX [34-38]. 

The 20 September 1899 Menderes earthquake was one 

of the most destructive events to occur in the Büyük 

Menderes graben in the last 100 years [32]. Ambraseys 

and Finkel [37] stated that a 70 km long surface rupture 

developed between Aydın and Nazilli with a 3-meter 

offset. Figure 4 shows some photographs taken in 

Nazilli after the earthquake. 

The Aydın-Nazilli fault begins 1 km west of Yılmaz 

village in the east of Aydın province and continues to 

2.5 km west of İmamköy. The fault zone separates 
alluvium from the Asartepe formation and has 3-5 m 

fault scarps [33]. 

 

Active main fault segments well-defined in Nazilli and 

surroundings are the Nazilli, Arslanlı, Kuyucak, Yöre, 

Kurtuluş, Gencelli, Feslek, Çavdardüzü and Ortakçı 

segments, from west to east. The activity of these faults 

is not just based on morphotectonic criteria, earthquakes 

have occurred historically (25 or 26 B·C., 23 February 

1653 A.D., and 20 September 1899 A.D. Menderes 

valley earthquakes with intensity IX) [32, 37, 39, 40, 
41] and in recent periods (4 May 1966 Incirliova, 11 

October 1986 Çubukdağ earthquakes) due to the main 

fault segments in the Kuyucak fault zone [41]. Some 

photos from the 1899 Aydın-Denizli earthquake were 

shown in Figure 3. 

 
 

Figure 2. Map showing variation in active fault-

controlled facies of sedimentary fill developing in the 
Holocene in the Büyük Menderes graben [42, 43, 33]  
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Figure 3. Some images from the 1899 Aydın-Denizli 

earthquake; a) Nazilli Yahyaoğlu street, b) Nazilli 

Factory Forbes [44] 

 

3.3. Field studies and geotechnical evaluation 

 

This study chose Nazilli town centre as the research 

area. Three important parameters are required for 

liquefaction research. These are soil conditions, water in 

the environment and seismic characteristics. SPT data 

have an important place in liquefaction analyses. With 

the aim of determining changes in the units in the study 
area in horizontal and vertical directions, engineering 

properties and geotechnical parameters, 110 boreholes 

were drilled with depths from 11 m to 25 m. As seen in 

Figure 2, drillings have very equal distribution within 

the study area. The horizontal distances of the drillings 

change from 200 mto 500 m. Bore holes were drilled by 

Erdem Earth Sciences (Fethiye) with the aim of 

preparing a geotechnical report for Nazilli town centre. 

During drilling, groundwater measurements were made. 

The groundwater level in the study area varied from 1 m 

to 18 m below the surface (Figure 4). Considering the 
depth from the surface of groundwater on this map, it is 

expected that a probable earthquake will cause 

liquefaction in the majority of Nazilli settlement area. 

 

 
 

Figure 4. Groundwater table map of the study area 

 

During drilling standard penetration test (SPT) were 

performed every 1.5 m (ASTM D1586-99). The main 

rock in the study area is the Asartepe formation 

comprising dark brown-light yellow mudstone, 
conglomerate and sandstone intercalations covering 

small areas in northern sections. In other sections, 

Quaternary deposits (Qt, Qaly, Qtb) are present (Figure 

1). SPTs were performed in all units in the study area 

(Figure 1). Quaternary alluvial fan sediments and 

Holocene floodplain-swamp sediments covering large 

sections of the study area had SPT-N values varying 

from 2 to 12. The Plio-Quaternary Asartepe Formation 

found in very limited areas in the north and the 

Quaternary terrace sediments found along Hamalı 

stream have values from 12 to 50+. SPT-based zoning 

map for 9 m were given in Figure 5. Based on this map 
most part of the city has low SPT-N value (<10) and 

this supports the results of the liquefaction analysis. 

With the aim of determining index properties of the soil 

samples, disturbed and undisturbed samples were taken 

from 110 boreholes and laboratory experiments were 

completed. These were natural moisture content, unit 

weight, grain size distribution (sieve and hydrometer 

analysis), and Atterberg limits. 

 

The water content of soils in the study area vary from 

11%-28% while unit weight values vary from 18.0-20.0 
kN/m3 but general distribution is 18.0 kN/m3. The soils 

taken from boreholes were classified based on “The 

Unified Soil Classification System (USCS)”. The 

Quaternary alluvial terrace and fan sediments in the 

study area were ML, GW, SC-SM, SW and CL group 

soils, while Holocene flood-swamp sediments were CL, 

ML and SW group soils. General distribution of the fine 

contents of the soils in the study area ranges between 

a 

b 
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13-15%. In Figure 6, depth to groundwater table was 

given with soil types for 9 m. Therefore, it is easier to 

see the liquefiable areas for the city. But liquefaction 

potential (FS) and liquefaction potential index (LPI) 

maps were prepared considering the depths during 20 m 

for each boreholes. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 5. SPT-N zoning map for 9 m 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 
Figure 6. Depth to groundwater and soil type zoning 

map for 9 m  

 

3.4. Liquefaction potential map of Nazilli settlement 

area 

 

Assessment of liquefaction potential is one of the 

critical topics in geotechnical earthquake engineering. 

At the same time, liquefaction resistance maps are 

important geotechnical maps and have a very important 

place in our ability to make good urban planning for 

sustainable cities. The most susceptible sediments for 
liquefaction are sediments deposited as a result of 

Holocene delta, fluvial, floodplain, terrace and coastal 

sedimentation processes. These types of soils are 

present in the whole of the study area. Considering the 

groundwater status in the study area, liquefaction 

analysis is indispensable in this region. 

This study calculated the liquefaction potential of 

Nazilli settlement area according to Seed and Idriss [1], 

according to the simplified SPT based method proposed 

by Seed et al. [4] and based on the liquefaction potential 

index (LPI) modified by Sönmez [26]. 
 

The liquefaction potential indices were calculated for 

110 drillholes and liquefaction hazard maps based on 

LPI were prepared using ArcGIS version 10. Maps 

prepared according to FS and LPI values are given in 

Figures 7 and 8, respectively. As seen in both figures, 

nearly all of Nazilli settlement area has liquefaction 

potential in a possible earthquake. If the LPI categories 

in the city are examined, very high liquefaction 

potential is present for a large area of Nazilli in a 

probable earthquake. Yesil neighbourhood in the NE of 
the county has high liquefaction potential index. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 7. Liquefaction potential (FS) map 
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Figure 8. Liquefaction potential index (LPI) map 

 

4. Conclusion 

 

In towns founded on alluvium, especially, the 

earthquake-soil-building interaction comes to the 

agenda and these types of areas should be carefully 
investigated for liquefaction cases. Considering these 

facts, urban planning should be made carefully and 

geotechnical maps need to be noted during the planning 

process. 

 

Nazilli settlement area is located on two different soil 

types. Both of these are loose and water-saturated soils 

included in the liquefaction susceptible soil class. The 

groundwater depth in the study area varied from 1 m to 

18 m. As a result, due to the geological, hydrogeological 

and tectonic properties of Nazilli county, it is at risk of 
liquefaction during probable strong ground movements. 

Liquefaction susceptibility maps were prepared for 

Nazilli settlement area with the scenario magnitude 6.9 

(Mw) for subsurface geological materials and horizontal 

peak ground acceleration of 0.4 g. These were the 

“liquefaction potential” maps based on results from 

analyses with the method recommended by Youd et al. 

[8] and the “liquefaction potential index” map modified 

by Sonmez [26]. Both maps provide very similar results 

and it was identified that a large section of Nazilli had 

conditions susceptible to liquefaction in a possible 

earthquake. 
 

The results obtained in this study and the liquefaction 

susceptibility maps comprise very beneficial base maps 

for urban and regional planning in Nazilli. In this 

situation, care should be taken of the geotechnical 

features of liquefiable soils during appropriate 

foundation design for buildings planned in the study 

area to prevent loss of life and property during a 

possible earthquake. 
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1. Introduction 

 

Unmanned aerial vehicles (UAVs), also known as 

drones, are among one of the most interesting research 

topic in the robotic field since last decade. These are 

aerial vehicles that can be operated remotely or can 

work autonomously. Nowadays they are being used for 

civilian, military and scientifically domains, for aerial 

photo shootings, agricultural tasks, drone races, 

commercial tasks, as well as just for fun. Non-military 

drone sales reach above 3 million in 2017 [1]. 
Quadrotors UAVs are the most popular subclass of 

UAVs. Thanks to their relatively simple mechanism and 

abilities of vertical take-off and landing, as well as agile 

maneuvering and hovering, it is accepted as an ideal 

candidate for search and rescue [2], mapping [3] and 

exploration [4].  

 

Even though they are popular in many applications, they 

lack interacting with environment and objects. In 

previous literature, robotic manipulators or grippers are 

installed on UAVs for manipulation. In [5], a 

deployable manipulation system with 2 degrees of 
freedom (DOF) developed for a helicopter and in [6] 

serial chain manipulator for a commercial quadrotor has 

been designed. Some research focused on increasing the 

limit of DOF and payload capacity [7]. Many of the 

designed manipulation mechanisms are connected to 

UAV from a single spot, which can easily cause 

undesired moment on the vehicle. Image-based control 

for aerial manipulation [8] is also relevant. UAVs are 

also used for disasters, such as the radiation monitoring 

in Fukushima, where nuclear leakage occurred in 2011 

[9]. Picking and transporting objects could be valuable 

at these locations.  
 

In the logistics sector, due to rapid urbanization, 

congestion and pollution increased, and logistics 

efficiency declined. A study conducted by Swiss Re 

predicts that the global urban population will increase 

by between 1.4 billion and 5 billion between 2011 and 

2030. This trend will further increase delays in the flow 

of people and goods. In addition, research by McKinsey 

shows that e-commerce, has increased at an 

extraordinary level [10]. With all of this in mind, the 

widespread use of UAVs in the logistics industry can 

create great relief, especially within the city by taking a 
certain portion of the traffic from land to air (Fig. 1). 

Abstract 

The interest of Unmanned Aerial Vehicles (UAVs) for the purpose of package delivery has increased 

significantly in recent years. However, the abilities of those vehicles are quite limited since the arms 

have not being designed considering the UAV geometry and the center of gravity (CG) changes. Usual 

approach taken by various researchers were to use a regular gripper or a robotic manipulator, which is 

not quite satisfactory for access. In this paper, a novel arm mechanism has been proposed to access 

objects near and under the UAV without risking any collision, with little rotor wash on objects and little 

change of UAV CG while enabling grip of variable shaped objects. The mechanism is based on a double 

four-bar linkage. Moreover, the gripper and the mechanism enable access to objects from locations 

below as well as next to UAV. With the help of the onboard controller and camera, the arm acts as an 
independent entity to identify the position of the part, catch it, and autonomously hold it. It is also 

possible to carry more than one object within the storage area. A flexible three-finger gripper has been 

designed to hold several different geometric shaped objects. The proposed arm and gripper designed, 
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cylindrical, and box shaped pieces weighting up to 650 grams. 
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There are some prototypes of cargo carrying UAV 

systems of global cargo companies. Generally, objects 

are loaded to the UAV with a human or automatic 

system. UAVs with the ability to take parts from one 

place can only take one piece from the vertical 

direction. Moreover, if they have an arm, it is a general 
robotic manipulator designed for general robotic 

activities. It has not been designed by keeping in mind 

the UAV center of gravity change and accessibility.  

 

 
 

Figure 1. UAVs to be used for the logistics sector [11]. 

 

USA based e-commerce company, Amazon, launched a 

project in 2013 that target delivery of a product within 

30 minutes of the customer's order placement [12]. 

After the ordered product is placed in the box, it will be 

brought under the storage area under the UAV system 

with the rail system and the vehicle will be released for 

delivery. Amazon Prime Air, produced by Amazon, has 

a maximum weight of 25 kg and a carrying capacity of 
2.26 kg. Amazon Prime Air predicts delivery at an 

average of 80.5 km per hour to destinations within 16 

km range. In this context, the first experiment 

successfully in Cambridge, England on December 7, 

2016. 

 

DHL, an international logistics company, aims to 

deliver cargo with Parcelcopter unmanned aerial 

vehicle. Cargo loading to Parcelcopter is done manually 

by an operator [13]. DHL Parcelcopter has a carrying 

capacity of 1.2 kg. It has a 12 km range and planned 
speed of 43 km/h.  

 

"Matternet M2" unmanned aerial vehicle, developed by 

Matternet company in partnership with Mercedes, is 

planned to be inserted in cargo vehicles. Therefore, 

when the cargo vehicle goes to the nearest delivery area, 

the range and charge limitations of the UAV will no 

longer be limited. In this system, the product to be 

delivered is placed under the UAV by the automatic 

shelf system [14]. Matternet M2's box size is 19x11x13 

cm with a maximum weight of 2 kg and the maximum 

weight of the UAV is 11.5 kg. It is able to deliver at a 
distance of up to 20 km from the place where it is 

located with a flight speed of 36 km/h. 

 

Another international cargo company, UPS, has built its 

own unmanned aerial vehicle for product distribution. 

UAV named, as "UPS HorseFly" will be loaded by the 

operator into the cage below the UAV. UPS will also 

use commercial vehicles, such as those on Matternet 

M2, for cargo distribution [15]. UPS HorseFly's 

maximum speed is 80 km/h and the flight time is 30 

minutes with a carrying capacity of 4.5 kg. 

 
Unmanned aerial vehicle made by American-based 

Pepsi for commercial purposes has the ability to receive 

an object vertically [16]. This unmanned aerial vehicle, 

whose specifications are not shared, has designed to 

receive a ball. 

 

Another important issue in design is the gripper. The 

ability to pick up objects other than standard boxes, 

such as spherical or cylindrical objects could be very 

useful. In literature, it has been seen that 3-finger 

holders provide a better grip on spherical objects than 2-
finger systems.  

 

 The Robotiq Company [17] designed an articulated 

fingered gripper. The three fingers in Festo's product 

"Multichoice Gripper" are flexible, and provide a firm 

grip on different shaped objects [18].  Bosch's product 

"Apas Assistant" contains a 3-fingered holding system, 

which provides good grip on the cylindrical and box-

shaped parts. In addition, hollow structures like cups or 

pipes can be hold [19]. In the patent "Gripper device for 

gripping objects" of FESTO Company in 2013, a 

spherical piece is held by a three-fingered mechanism 
[20].  

 

Some researchers focus on vehicle routing side of 

delivery with drones [21, 22]. Some projects focused on 

UAV design and landing [23, 24]. 

 

In previous studies, UAVs are usually equipped with a 

simple robotic manipulators and simple grippers. It is 

quite easy to cause flight instabilities with a manipulator 

movement. This approach is not quite satisfactory since 

it changes the center of gravity of the vehicle, moreover 
does not enable easy access to objects near or under the 

UAV. In this paper, a novel mechanism for catching and 

holding variable shaped objects without considerable 

changing dynamic balance of the UAV, while enabling 

easy access to objects around it, has been proposed 

(Fig.2).  

             
 

Figure 2. Top view of a robotic gripper and arm 

mechanism to be used on an UAV. 
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Since the object pick up and drop tasks require 

hovering, the type of UAV to be integrated in this paper 

was considered as a multi-rotor, quadrotor UAV.  
 

The developed mechanism consisting of four-bar 

linkages mounted on the UAV and work cooperatively 

to avoid obnoxious moves. It will determine the location 

of an object by using image-processing techniques and 

will be capable of autonomously grasping multiple 

objects with different shapes. With this feature, the 
system can be easily used as a garbage collector (such 

as pet bottle, gum box) and keep it in its storage area. In 

addition, due to its ability to pick up objects it can be 

used in hard conditions/environments such as in a 

radiation environment that people cannot enter. The 

system also has a camera and on board vision 

processing to distinguish objects using QR or barcodes 

on them.  
 

The mechanism designed in the project has the ability to 

receive objects from open shelves, such as the ones in 

pharmacies. The pick-up mechanism was designed to 

reach beyond the UAV propellers when it is going to 

make a horizontal pick up. It can also be used to pick up 

or deliver products to area under UAV, due to the 

rotating gripper mechanism.  
 

The paper is organized as follows: Section 2 presents 

the design of the arm mechanism and adaptive gripper. 

In section 3, design of the mechanical and electronic of 

the arm, which can be implemented on a quadrotor, is 
described with applied computer vision method. Section 

4 explains the autonomous grasp operation. In section 5 

experiments are exhibited. Finally, in section 6 

conclusions and future works are introduced. 
 

2. Design of the Arm and the Adaptive Gripper 

2.1. Design of the Arm Mechanism 
 

The goal of the mechanism is to move the gripper to 

desired location in order to retrieve the object as needed. 

For indoor operation, a mini UAV is suitable, yet useful 

payload capacity of a mini UAV is very limited. Any 

additional weight not only limits useful payload 

capacity, but also useful flight time as well. Therefore, 

the arm mechanism has to be low weight, yet strong, 
and it should not move the center of gravity of the UAV 

beyond its stabilization limits. The load, which is at a 

considerable distance from the center of gravity of the 

drone during gripping, forces the vehicle to tilt, creating 

an additional torque to be balanced by the UAV. There 

are balancing systems on the drone against external 

factors such as wind, etc. However, designing the 

robotic gripper as physically balanced as possible will 

help those systems work properly. To limit CG and the 

torques due to the payload, the mechanism rests initially 

under the UAV. It moves forward when it needs to 
grasp an object. When it grasps an object, it carries it its 

initial position to limit its impact on UAV center of 

gravity.  

For maneuverability and its ease of control, a 

mechanism consisting of four-bar linkages was selected. 

This approach is quite useful to extend and grasp the 

object and retrieve it towards to the center of the 

vehicle, therefore limit the center of gravity changes. 

The limits of the motion of the mechanism while it is 
holding an object is shown in Fig.3. 

 

The other desired specification is the ability to grab the 

object even if there is some eccentricity in object 

location with respect to the UAV. To overcome this 

problem a mechanism consisting of two four-bar 

linkages was selected. With this design, the mechanism 

can grab objects with crosswise movements. The 

mechanism also enables slight yaw motions of the 

adaptive gripper to be placed at the end. In addition, a 

basket is put between the four bar linkages, enabling a 
secure storage area for multiple objects.  

 

 
 

Figure 3. Motion limits of the mechanism 

 

The target UAV's distance from its center to the tip of 

the rotors are 33 cm. The arm and the gripper should 

extend at least this far to grip and release any object. 

The selection of servomotors for the peak torque 

requirements, reachability analysis of the mechanism 

and cost were critical factors in design. Under strict 

torque requirements and weight limits, the size of the 

four-bar mechanisms were determined (Fig.4).  
 

 
 

Figure 4. Mechanism at the position of grapping (up). 

Mechanism is at the position of balance (bottom). 
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2.2. Design of the Adaptive Gripper 

 

The gripper is the most critical part of the system. It will 

grab objects horizontally as well as vertically. Various 

different shapes of objects e.g. spherical, cylindrical or 

rectangular shapes should be grasped. It should also 
hold this object safely, without dropping. The shape and 

size of some potential objects to be carried are listed in 

Table.1. 

 

Table.1 : Shape and Size of objects to be carried. 
 

Shape Size 

Medication box 5x7,5x10 cm 

A small box 7x12,5x12,5 cm 

Bottle  Diameter of 8 cm x 28 cm 

Water Bottle Diameter of 5~7,5 cm x10 cm 

Apple Diameter of 5 cm  

 
Taking into the size, weight and reliability criteria into 

consideration, a three-fingered adaptive retention 

mechanism was developed. The fingers have a flexible 

structure that allows the object to take its shape during 

the gripping movement. A screw mechanism that works 

with a continuous servo motor gives it the ability to grip 

and release.  

 

A mechanical force analysis can determine the 

maximum load capacity of the gripper (Fig.5). The 

PowerHD AR3606HB servomotor can take 6 volts and 

a maximum of 1.2 amps. As the servo is squeezing the 
part, it will apply 0.4151 Nm. The maximum torque (M) 

applied on the M5 screw of pitch p of 0,8 mm with 0.15 

(µk) friction can be gripped up to 8 cm.  

 

 
 

Figure 5. Design of the gripper rotater, and gripper 
moving systems. 

 

Applied torque the gripper is; 
 

2( tan( ) )
2 2

k
force k

dd
T F p     (2.1) 

 

where φ, p and dk values are given as 
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The gripper force, Fforce, can be calculated from Eqn.2.1 

as 379.7 Newtons. The force per finger (Ffinger) can be 

calculated by dividing this number to 3. The finger force 

determined to be 126,6 Newtons. The gripper's fingers 

are made of polyurethane (with a coefficient of friction 

0.2). The friction force can be calculated with Eqn.2.2, 

where g is the gravitational acceleration. 
 

frictionF mgk  (2.2) 

 

In addition, there is a relation between finger force and 

friction force as 
 

2 13friction fingerL F L F  (2.3) 

 

where L1 and L2 are given in Fig.5.  

 
Combining these two equations lead us to calculate the 

maximum object weight that can be gripped without 

slipping as 2.97 kg. 
 

1

2

3 frictionL F
m

L gk


 
(2.4) 

 

The designed system was produced with a 3D printer 

and mounted as shown in Fig.6.  

 

 
 

Figure 6. a) Flexible finger, b) Manufactured gripper 

with three fingers. 

 

2.3. Design of the Belt-Pulley System 

 

A belt-pulley system was developed to rotate and hold 

the gripper, if needed (see pulley located on lower left 

side on Figure 5). To determine the torque transferred 

from the servo to the smaller pulley, gear ratio and belt 

efficiency are considered. The weight of the object and 

the gripper should be balanced with the transferred 

torque (Eqn.2.5).  
 

1 2SmallPulley gripper objectT m gL m gL   (2.5) 

 

Under strict torque requirements and weight limits, the 

capacity of the gripper as well as the belt-pulley system 
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(to rotate the gripper) were designed (Fig.7). It was 

determined that for the particular choice of the servo 

mentioned previously, the upper limit of the weight of 

the object to be less than 746.63 grams. In addition, 

length of the belt for suitable operation is calculated.  

 

 
 

Figure 7. Belt-pulley system. 
 

One other issue to be investigated is the motion of the 

center of gravity (CG) as the manipulator grasps any 

object. Using SolidWorks program, CG location 

variation with respect to servo shaft angle are calculated 

(Table.2). It is verified that, for 700 grams of payload, 

the CG change is acceptable for the UAV. 

 

Table.2: The center of gravity change. 
 

Degree x (mm.) y (mm.) 

30 203,8 -55,43 

40 192,22 -64,29 

50 171,19 -71,94 

60 146,81 -78,03 

70 119,81 -82,32 

80 90,99 -84,61 

90 61,2 -84,74 

 

The mechanical design was finalized as presented in 

Fig.8. 

 

 
 

Figure 8. Final design of the mechanism. 

 

Table 3 lists the materials and the weights of each 

component of the arm. Total designed weight of the 

arm, gripper and the electronics is 1013 grams. A mini-

UAV that has a payload capacity of 2.5 kg can easily lift 

the mechanism and any object that weight up to 700 

grams.  

 

Assuming a 1 kg weight acting on the gripper, various 

analyses were made on ANSYS program (Fig.9) to 
determine the size, thickness, weight and strength of the 

mechanism. The four-bar mechanism and the shaft 

stress levels are calculated, and found to be low for 

failure. For the four-bar mechanism, the biggest stress 

appears at the connection points of the arm to the upper 

plate, as expected. The maximum stress determined to 

be 3.26 MPa is less than the stress limit of 

polycarbonate (63 MPa), which is the material choice 

for the arm. The safety factor, the ratio of the stress of 

the material to the calculated maximum stress value, is 

determined to be 19.2. 
 

Table.3 : The weight of the materials. 
 

Name Quantity Weight (g) 

Finger 3 28,82 

Gripper lower plate 1 61,99 

Gripper connector 1 17,63 

Shaft 1 41,63 

Polycarbonate Bar 6 227.43 

Upper plate 1 239,27 

Pulley 1 11,21 

Shaft-bar connection 2 13,21 

Upper late connection 2 8,88 

Servo Motor 4 160 

Arduino 1 25 

Raspberry Pi 1 45 

Camera 1 15 

Battery 1 88 

Other Electronics - 15 

Other mechanical 

components 
- 15 

TOTAL  1013,11 

 

 
 

Figure 9. Design of the mechanism in ANSYS. 

 

For the robotic gripper, the most critical part has been 

found as the gripper shaft. The maximum stress found to 
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be 12.9 MPa (Fig.10), appearing near the pulley. The 

shaft is made from ABS-M30, whose limit is 36 MPa. 

The safety factor was determined to be 2.79. 

 

 
 

Figure 10. ANSYS analysis of the gripper. 

 

Additional ANSYS analysis were made to verify that 

the servomotors could supply the required torque values 
as the arm and gripper are working. For the 

servomotors, the safety factor determined to be over 3.  

 

2.4. Control of the Manipulator Arms and the 

Gripper 

 

The manipulator and gripper control intentionally 

separated from the UAV control to build a self-

sufficient system. This enabled an autonomous system 

that can easily installed to any UAV. The block diagram 

of the developed system is shown in Fig.11. When there 

is an object with the desired QR or barcode tag (within 
reach), the arm will approach to grasp it. The UAV will 

wait in hover mode during the reaching and grasping 

operation. The arm actuation is done with four DC 

servomotors. The position control of these motors were 

managed by the Arduino Uno card with the help of the 

data received from the image processing.  
 

 
 

Figure 11. Block diagram of the autonomous grab 

ability of the robotic gripper system. 

 

The power required by the system is provided by an 

1150 mAh Lithium-ion polymer battery running at 

11.1V. This type of batteries is preferred in the UAV 

operations due to the high energy density and 

efficiency. In addition, to reduce the 11.1 V battery 
output value to 6V, which is the operating voltage of the 

servomotors, LM2596 adjustable voltage regulator, 

which can carry up to 3 amperes, were used. In order to 

verify that an object was securely kept in the robot 

gripper, a current meter was used in the circuit. When 

the servomotor starts to compress object higher currents 

are observed. The controller monitors the current meter 

to prevent servomotor and/or object damage during 
grasping. 

 

2.5. Vision-based Object Detection and Grabbing 

 

The goal of the vision-based detection and grabbing 

system is to locate a label and then direct the arm to 

grab it, independent of the UAV system. This requires 

tag detection in a scene, and estimation of its relative 

distance to the camera. Object detection and 

segmentation is the most important and fundamental 

task of computer vision. Even though it is still an open 
problem due to the variety and complexity of object 

classes and backgrounds, there is an easy and in some 

application acceptable solution for this problem which 

is using color based methods to detect and segment an 

object from an image.  

 

For an autonomous grasping of an object, a color based 

computer vision algorithm has been developed on 

RaspberryPi by using a fish-eye lens camera and 

OpenCV library. To simplify the object detection 

process a label attached to it (Fig.12). This can be a QR 

code, a barcode or a special colored tag. A camera is 
positioned on UAV looking towards the arm extension 

area. The captured image frames by this camera are 

converted into HSV, since it is easier to work in HSV 

color space rather than RGB. At last step, we apply 

threshold with predefined value to discriminate the label 

from everything else in the environment and apply some 

morphological operations and Gaussian filter to reduce 

noise and have smooth output. The edge detection 

methods are used to calculate the area of the label. With 

pre-known measures of label, the position and distance 

of the object can be determined. Eventually the location 
and distance of the object are obtained in the 3D space.  

 

 
 

Figure 12. Vision-based object detection algorithm. 
 

The distance (d) of the tag with respect to the camera is 

calculated from pixel data, and it is used to control the 

arm. Using this distance data, controller calculates 

suitable angle (α) of the mechanism to grasp the object 

(Fig.13), using Eqn.2.6.  

 
2cos(1.73 0.813)a d    (2.6) 
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Figure 13. Geometry of the camera and the object on 

the UAV. 
 

If the tag is at the center, the α angle for both of the 

four-bar mechanisms will be same. If the object is 

slightly off the center, α angle for both of the four-bar 

mechanisms should be different to compensate the 

offset of the tag, so that it can be grasped. 

 

3. Object Detection and Gripping 

 

The flow-chart of the operation of the system is shown 

in Fig.14.  

 
 

Figure 14. Flowchart of the object grapping approach. 

 

In operation, quadrotor UAV adjusts its position 

autonomously until the object is within reach of 

gripping mechanism. The arm is expected to grab the 

stationary object itself, independent of the UAV system. 

The system equipped with Pixhawk flight control card 

which has an internal barometer that measures the aerial 

pressure and sensors output used by Pixhawk to switch 

altitude hold mode. RaspberryPi uses the MAVLink 

protocol over a serial connection to communicate with 

Pixhawk. The position data is sent to the Pixhawk from 
RaspberryPi to adjust horizontal alignment of UAV 

according to object and the distance between vehicle 

and object is sent to Arduino UNO, which initiates 

autonomous grasping by operating the arm. Then the 

four-bar linkage moves with the calculated angle that is 

directly related to the distance between the object and 

camera. After that, the adaptive gripper takes its 

position by belt and pulley mechanism. Gripper 

compresses the object until the current sensor in the 

gripper shows the critical current value, which means 
gripping process, is successful. Finally, the four-bar 

linkage turns into its initial balance position and release 

the object to basket. When the object is securely stored, 

the system is ready for another gripping. All these steps 

are coded with a locking system that avoids mechanism 

to skip processes without success.  

 

4. Tests 

 

The first step was to test the gripper's ability to grasp 

and hold various shaped and weighted objects. With its 
flexible fingers, the gripper can hold different objects 

firmly (Fig.15).  

 

 
 

Figure 15. Object grasping test. 

 

Table 4 presents grip test results, where it was observed 
if the UAV has enough payload carrying capacity, then 

the developed gripper mechanism can successfully grip 

and hold objects up to 650 grams. 

 

Table 4: Designed gripper test results 

 

Test Object 

No 

Weight 

(grams) 
Result 

1 504 Successful 

2 650 Successful 

3 658 Unsuccessful 

 

Second experiment was performed to test the ability to 

move the four-bar mechanism effectively to reach and 

grip objects.  
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Figure 16. Mechanism motion tests. 

 

Finally, vision algorithm implemented on RaspberryPi 

was tested. In this test, whole system approached to the 

stationary test object, and the objects label were 

identified by the camera. When the distance is within 
acceptable limit, the mechanism was activated to grip 

the object by first approaching it with the four bar 

mechanism, and then grip it until the gripper servo 

reached a limiting current value.  

 

When all of the subsystems are determined to be 

functional as desired, the whole system was assembled 

and mounted on a mini UAV system (Fig.17).  

 

 
 

Figure 17. Manufactured mechanism, gripper and the 

electronic system installed on a UAV. 

 

5. Conclusion 

 

In this study, a self-sufficient, robotic arm with a 

gripper has been designed for UAV operations. Firstly, 

an adaptive flexible gripper is designed which can grasp 

various shaped objects. To improve grasping ability, 

inner surfaces of the retaining fingers were covered with 

a material with a higher coefficient of friction. It was 
seen that the system was quite successful in terms of 

strength with the analysis and observations made. 

 

3D printer technology has been highly utilized to 

produce the ideal design. Especially the production of 

flexible gripper, this method was quite useful and easy. 

Embedded computer vision algorithm to determine 

object tag enabled the system to locate the object and 

grasp it if it is within reach, independent from the UAV 

controller. 

 
This work assumed that the mechanism control and 

UAV control are two separate and distinct tasks. 

Combining the UAV control and arm control can 

improve grasping of objects considerably. The UAV 

controller and arm controller can communicate about 

the location of the target, grip status, as well as other 

data. Similarly, the arm dynamics can be integrated on 

the UAV controller, which can lead to a more stable 

flight. 
  

During the pick-up from horizontal position, the center 

of gravity should not change too much to disrupt the 

UAV balance. Another future work could be to develop 

a platform that has the center of gravity shifting ability. 

This can be done by extending another arm towards the 

opposite side of the grasping arm to balance the 

moment. 

 

Flight tests were outside the scope of this paper. Our 

future work will include testing the system during flight 
and gripping items firstly with remote control of the 

UAV, and then with autonomous operation of the UAV.  
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1. Introduction 

 

Assistive technologies (AT) are crucial to helping 

disabled persons with their intentions to evolve the 

quality of life. Individuals with spinal cord injury (SCI), 

locked-in syndrome (LIS), and other impairments of the 

degenerative neuromuscular disorders require self-
supported possibilities to be able tasks in performing 

daily needs without another person’s continuous help 

[1]. There are so many ongoing research on a kind of 

electroencephalography (EEG)-based brain-computer 

interfaces (BCI) developed for paralyzed persons. Other 

systems such as head and eye trackers demand high 

concentration and visual dependence. Then these 

systems may result in neck pains. However, tongue-

operated methods are convenient because they are 

almost invisible and manageable. Moreover, the tongue 

is characterized as a good manipulator for assistive 

devices, including sophisticated motor control [2]. The 

hypoglossal cranial nerve is the bridge between the 

brain and tongue, which has the ability direct 

communication channel at a relatively low distance 

from the brain.  

 

Furthermore, the tongue can not be damaged easily and 

named as the last affected organ in spinal cord injuries. 
Another advantage of using the tongue in ATs is that 

this organ has complex muscle groups and is not 

exhausted due to the less sensed effort [3-5]. Besides, 

the oral cavity is a very sensitive area compared to other 

body parts. Oral structures perform a cortex mapping 

similar to hand size. In contrast, the whole body and 

lower limbs of the body have a relatively small mapping 

in the somatic sensory cortex. Otherwise, some mouth 

structures such as the tongue are more delicate than the 

fingertip according to the psychophysical papers about 

the strength of discrimination and sensitivity [6]. For 

this reason, it appears that tongue can yield encouraging 

Abstract 

The tongue-machine interface (TMI) between the paralyzed person and computer makes it possible to 

manage assistive technologies. Severely disabled individuals caused by traumatic brain and spinal cord 

injuries need continuous help to carry out everyday routines. The cranial nerve is arisen directly from 

the brain to connect the tongue that is one of the last affected organs in neuromuscular disorders. 

Besides, the tongue has highly capable of mobility located in the oral cavity, which also provides 

cosmetic advantages. These crucial skills make the tongue to be an odd organ employed in the human-
machine interfaces. In this study, it was aimed to investigate 1-D extraction and develop a novel tongue-

machine interface using the glossokinetic potential responses (GKPs). This rarely used bio-signs are 

occurred by contacting the buccal walls with the tip of the tongue in the oral cavity. Our study, named as 

GKP-based TMI measuring the glossokinetic potential responses over the scalp, may serve paralyzed 

persons an unobtrusive, natural, and reliable communication channel. In this work, 8 males and 2 

females, aged between 22-34 naive healthy subjects, have participated. Linear discriminant analysis and 

support vector machine were implemented with mean-absolute value and power spectral density feature 

extraction process. Moreover, independent component analysis (ICA) and principal component analysis 

(PCA) were used to evaluate the reduced dimension of the data set for GKPs in machine learning 

algorithms. Furthermore, the highest result was obtained at 97.03%.  
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performances for a human-machine interface (HMI) 

compared to other body parts, depending on the cortex 

brain mapping [7-8]. 

 

Glossokinetic potentials are electrical responses, which 

occur when the tongue touches the tissues in the mouth, 

especially the buccal walls. The tip of the tongue 

possesses a negative electric charge compared to the 

tongue root; therefore, when the tongue touches the 
tissues, it causes decreasing of potential levels near the 

contact surface. Hence analyzing the spatial pattern of 

GKP responses can be used to trace the tongue 

movements inside the mouth. GKPs originate in the 

noncerebral region, therefore interfering with the 

alpha/beta frequencies obtained from mental activities is 

very low. Because delta (1-3 Hz) and theta (4-7 Hz) 

waves occur in the low bands of frequencies [3-5]. In 

conventional synchronous brain-computer interfaces, 

the nonstationary EEG signals have inherent problems. 

These are the loss of control (LoC) and degrees of 
freedom (DoF)  [9]. Besides, the major disadvantages of 

synchronous BCIs are shown as high cognitive 

workload and long training duration [10]. At this point, 

GKP and tongue might serve to give solutions without 

so much effort due to voluntary intuitive movements. 

 

Recently, tongue-operated assistive technologies have 

been proposed in the literature. Few of them are 

benefited from the glossokinetic potentials. Nam et al. 

have developed the “Tongue Rudder.” In this article, the 

researchers measured GKPs and electromyography 
(EMG) electrical signals over the scalp to drive the 

electric wheelchair for 1-D control. Then the teeth 

clenching is to calibrate and toggle the wheelchair [4]. 

The same authors have also attempted the “GOM-Face.” 

In this work, electrooculogram (EOG) biosignals were 

utilized besides the GKP and EMG to remote the 

humanoid robot for 2-D control in a real-time 

application. All the potential variations were recorded 

from the face. Eigenvalue decomposition of two 

covariance was determined to discriminate eye and 

tongue movements due to being called charged organs. 

Then the SVM was employed to recognize each 
movement. Also, the review paper of the glossokinetic 

potential in using the ATs was published by the same 

researchers [5]. At this point, to the best of our 

knowledge, this research is also the first attempt using 

the support vector machine (SVM) and linear 

discriminant analysis (LDA) with power spectral 

density (PSD)  and mean-absolute value (MV) using 

GKPs to structure a TMI. 

 

So far, considerable amount of the tongue-driven work 

on the assistive devices has been dealing with the 
hardware inside the mouth and around the headset. 

Primary of them are; Huo et al. realized a series of 

tongue-driven systems that communicate with wireless 

transmissions in a state of stroke. Some were connected 

directly to the computer, and others were forwarded via 

smartphone for processing. However, they have a 

similar principle. A small permanent magnet is 

connected to trace the induced magnetic variations on 

the scheme of sensors assembled in the oral cavity [1]. 

Krishnamurthy et al. handled a similar principle to carry 

out an interface technology [11]. Nevertheless, 

interfaces operated by such an equipment-based system 

can irritate paralyzed patients while breathing or 

speaking, and at the same time are not hygienic and 
visually appealing. Therefore, GKP-based TMI may 

offer a natural, fast, attractive, and accurate control 

approach for stroke individuals. 

 

Another approach of a tongue-based interface is on the 

airflow pressure variations generated by the tongue 

movements in the oral cavity. Vaidyanathan et al., have 

designed several ATs using a microphone attached to 

the ear canal to detect changes of airflow pressure in the 

ear canal due to the discrete tongue movements [12]. 

However, GKP-based TMI may contribute an inherent 
solution to trace the tongue motion without disturbing 

the listening performance. 

 

This article is intended to carry out a natural, reliable, 

fast, and easy-to-use tongue-operated machine for 

stroke patients. GKP-based TMI is a novel AT utilizing 

glossokinetic potential responses to extract 1-D motion. 

The experimental paradigm has been configured in the 

offline measurement. Linear discriminant analysis and 

support vector machine and were employed in mean-

absolute value (MAV) and power spectral density 
(PSD) methods. Moreover, principal component 

analysis (PCA) and independent component analysis 

(ICA) were implemented to the data to reduce the 

dimension. And comparison was made by these 

methods (ICA and PCA) in the article. 

 

2. Materials and Methods 

 

The glossokinetic potential responses were measured 

over the scalp in terms of the 10-20 international system 

for the location of electrodes [8]. The left-eyebrow and 

earlobes of left-right (A1-A2) were assigned as ground 
and reference, respectively. The monopolar placement 

of electrodes is represented in Table 1. The sampling 

frequency was at 1024 Hz and 0.5-100 Hz range was 

implemented for filtering operation. Also, the notch 

filter of 50 Hz was applied for elimination the noise of 

the power line. Then GKP biosignals were filtered using 

a low-pass filter of 10th order infinite impulse response 

(IIR) Butterworth in the cutoff frequency of 40 Hz [8]. 

The low-pass filtering EOG signal processing was also 

made at the same time because of the general 

assumption for lower frequency filtering (40 and 100 
Hz) of EOG signals. 
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Table 1. The Monopolar Placement Electodes. 
 

Number of Channels Name of Channels 

1 Fp2 

2 Fp1 

3 F7 

4 F3 

5 Fz 

6 F4 

7 F8 

8 T3 

9 C3 

10 Cz 

11 C4 

12 T4 

13 T5 

14 P3 

15 Pz 

16 P4 

17 T6 

18 O1 

19 O2 

 

Then filtered data was normalized in the range of (0-1) 

according to the Eq.2.1 below: 
 

𝑋𝑆
𝑛𝑜𝑟𝑚 =

𝑋𝑆 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛

                                                 (𝟐. 𝟏) 

 

XS defines the sth data in the data set, Xmax (maximum) 

and Xmin (minimum) are the least and highest values [8]. 

The main illustration of the system can be viewed in 

Fig.1. 

 

 

 

 

 

 

 

 

 
 

 

 
 

Figure 1. The workflow graph of GKP-based TMI. 

 

2.1. Data Collection 

 

This work consists of naive healthy subjects (8 male and 

2 female) who were right-handed without any disorder 

of the nervous system. Subjects were in a comfortable 
situation placed in front of the LCD screen half-meter 

away without any movement except tongue movements 

during the experimental setup instructions. The 

statistical information for each participant can be shown 

in Table 2. 

 

GKPs were measured and recorded by employing the 

EEG signal acquisition device of Micromed 

SAM32RFO with 19 channels, and the electrode 

impedances were held below 10kΩ.  The recorded each 

trial was 98 seconds and initiated after the 10 s delay. 

Each touching process was 6 s, and the rest period was 5 

s between the following instructions for right- left 

tongue movements. Four right and four left tongue 

movements were implemented in terms of the 

experimental sequences represented in Fig.2. For each 

channel, 6 s tongue movements and toucings to the 
buccal walls are stored with digitized samples of 

(6×1024). Participants were directed to touch the tongue 

and buccal walls during distinct, fast, and rhythmic 

contacts between 10-15 times for 6 seconds. Then, the 

resting time of the extended tongue was 5 seconds and 

no longer motion at this interval. 
 

Table 2. Statistical information for each participant. 
 

 Gender Age 

Subject-1 F 25 

Subject-2 M 23 

Subject-3 M 22 

Subject-4 F 22 

Subject-5 M 23 

Subject-6 M 32 

Subject-7 M 22 

Subject-8 M 25 

Subject-9 M 23 

Subject-10 M 34 

 

 

 

 

Figure 2. The experimental setup sequence of tongue 

Movements. 

 

2.2. Feature Extraction 

 

The transformation of the input signal data into a feature 
vector is named as feature extraction. The stage's 

purpose is to highlight distinctive properties in the input 

signal patterns. Mean-absolute value (time-domain) and 

power spectral density (frequency domain) methods 

were implemented in this research study. MAV is 

situated on the signal amplitude and does not need a 

transformation process between domains [8]. However, 

PSD has a transformation stage that implies more 

computational time. Frequency domain properties are 

calculated, estimating the power spectrum density of the 

signal and are implemented via parametric methods and 

periodogram [8]. In Eq.2.2, the mathematical 
presentation of the mean-absolute value is defined as: 
 

𝑀𝐴𝑉 =  
1

𝑁
 ∑|𝑥𝑖|

𝑁

𝑖=1

                                                  (𝟐. 𝟐) 

 

where Xi=1,2,3…N  shows time series of samples, and 

N means the samples’ length. Power signal variations of 

hemispherical scalp in motor tasks including the tongue 
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have different frequency ranges on the cortex that the 

PSD exhibits. The PSD is a function that defines the 

power distribution over a signal frequency. The 

mathematical expression of PSD is as follows in 

Eqs.2.3.-2.6.: 
 

𝑃𝑥(𝑓) =
1

𝑁
|∑ 𝑥(𝑛)𝑒−𝑗2𝜋𝑓𝑛

𝑁−1

𝑛=0

|

2

=
1

𝑁
|𝑋(𝑓)|2     (𝟐. 𝟑) 

 

where X(f) means the Fourier transform of the data 

sequence of x(n) and N is length of the sampled signal. 

The PSD formation is periodogram. Moreover the 

Welch’s method is a special usage of periodogram. The 

data segments are divided and then overlapped, as 

shown below: 
 

𝑥𝑖(𝑛) = 𝑥(𝑛 + 𝑖𝐷)    𝑛 = 0,1, … , 𝑀 − 1                                   

                                       𝑖 = 0,1, … , 𝐿 − 1                     (2.4) 
 

where i represents the segment of the data, while n is the 

segment length. Moreover, iD is the first point of the ith 

order where D = M, and then the segments do not 

overlap. However, D = M/2, 50 % overlapping occurs 
between the consecutive data segments. After that, each 

data segment was windowed to obtain the overall PSD. 

The Eq.2.5. represents the modified periodogram: 
 

𝑃̅𝑋
(𝑖)(𝑓) =

1

𝑀𝑈
|∑ 𝑥(𝑛)𝑤(𝑛)𝑒−𝑗2𝜋𝑓𝑛

𝑁−1

𝑛=0

|

2

           (𝟐. 𝟓) 

 

where U is the normalization factor in the window 

function of power ‘‘w(n)’’ as: 

 

𝑈 =
1

𝑀
∑ 𝑤2(𝑛)

𝑁−1

𝑛=0

                      (𝟐. 𝟔) 

 

The references can be examined for more details of PSD 

and Welch’s method [8]. In our research, eight segments 

and 50% overlapping with hamming windows were 

used for data samples. 

 

The collected data set for each subject have 

(6×8×1024)×19 dimension that 1024 stands for 

sampling frequency, 8 means total durations for four 

right and four left tongue motions in a trial, six presents 
6 s of contact duration for discrete tongue movements 

and 19 are the channel numbers. Throughout the feature 

extraction, 100 ms was applied to form the feature 

vector due to the covering all EEG frequencies. 1 

second data have 1024/100ms=10 parts (approx), 

therefore (6x8x10) equals 480 data length. However, 

some of the subjects were not able to start and end the 

sessions at the exact time during the experiment. For 

this reason, we have to cut out and equalize the data set 

for each trial and participant to 400 data lengths. 

Finally, the raw data set was set to 400x19 for each 

subject. 
 

2.3. Principal Component Analysis 
 

Principal component analysis (PCA) constructs a set of 

new orthogonal features by calculating the data 

variance, called principal components. PCA intends to 

take away the unnecessary data. Thus, easier 

computation is obtained for MLs [8]. Calculating the 

eigenvalues and eigenvectors of the covariance matrix 

(C) are employed in converting higher dimensional 
vector (Xt) into a lower dimensional one (St). The 

concerned equations of PCA are those: 

 

𝐶(𝑋) =  ∑
(𝑋𝑖𝑋

𝑇)

𝑁

𝑁

1

                                                (𝟐. 𝟕) 

 

 𝜆𝑖𝑢𝑖 = 𝐶𝑢𝑖 ,           𝑖 = 1,2,3 … 𝑚                (𝟐. 𝟖) 
 

where λi presents the eigenvalues and ui is named as the 

corresponding eigenvector of covariance matrix. 

 

𝑆𝑡(𝑖) = 𝑢𝑡
𝑇𝑋𝑡 ,               𝑖 = 1,2,3 … 𝑚                 (𝟐. 𝟗) 

 

where St(i) defines the principal components of the (Xt) 

[8]. By selection of principal components according to 

the variance values, In this research, twelve features’ 

vector were created for a 400×12 data set indicating in 

the range of 98.18%-99.79%. The feature selection 

process by PCA and ICA was shown in Fig.3. 

 

 
 

Figure 3. Feature selection process (PCA and ICA). 
 

2.4. Independent Component Analysis 
 

Independent component analysis (ICA) is a very 

powerful method for revealing concealed factors called 

independent components. ICA is a kind of statistical 

technique aiming to find linear projections of data that 

maximize mutual independence. Also, the widespread 

blind source separation (BSS) technique is based on 
ICA that can be used to select the best EEG channels. 

The system of assistive technologies with fewer EEG 

channels is preferred for better portability and 

convenience. In particular, ICA may serve to understand 

the functioning of the human brain easier as a finer 

mapping of brain responses during voluntary tongue 

movements [13]. 

 
𝑥𝑖(𝑡) = 𝑎𝑖1𝑠1(𝑡) + ⋯ + 𝑎𝑖𝑛𝑠𝑛(𝑡)   𝑖 = 1,2, … , 𝑛     (𝟐. 𝟏𝟎)  

 

where xi (t) is the linear signal mixture belongs to n 

differently and randomly varying coefficients, and sn (t) 

is the hidden component [8], as shown in Eqs.2.10-2.12. 

ICA notation can be presented in matrix form below: 
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[
𝑥1(𝑡)

⋮
𝑥𝑛(𝑡)

] = 𝐴 [
𝑠1(𝑡)

⋮
𝑠𝑛(𝑡)

] ,      𝐴 = [𝑎𝑖1, 𝑎𝑖2, … , 𝑎𝑖𝑛]    (𝟐. 𝟏𝟏) 

 

𝑥 = 𝐴𝑠                                               (𝟐. 𝟏𝟐) 

 
In this article, ICA was employed to reduce the size of 

the data (400×12) for the (400×19) raw data set, and the 

results compared to PCA. 

 

3. Machine Learning Algorithms 
 

Applying feature extraction and feature selection (PCA-

ICA) operations, the data set is conveyed to classifiers 

to discriminate glossokinetic potential responses for 1-D 

movements. Support vector machine and linear 

discriminant analysis are the common pattern 

recognition algorithms in biomedical signal processing 
and called kernel-based methods adapting the problem 

easier [8].   

 

Accuracy (ACC), specificity (SPEC), sensitivity 

(SENS), and information transfer rate (ITR) was 

calculated to evaluate the performance of the GKP-

based TMI. All the results were processed using the k-

fold cross-validation technique, which is called the 

hold-out method to take out one part of the k-divided 

parts and structure the training data set. Moreover, the 

rest of the (k-1) parts are joined to form the test data set. 
Then all processes are repeated k-times in the 

independence of selection for samples [8]. In this study, 

10-fold cross-validation was employed on all processed 

results for more robustness. Mathematical equations for 

the accuracy of the classification success can be seen in 

Eqs.3.1.-3.3.: 
 

𝐴𝐶𝐶(𝑇𝑆) =
∑ 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛𝑖)

|𝑇𝑆|
𝑖=1

|𝑇𝑆|
 ,  𝑛𝑖𝑇𝑆     (𝟑. 𝟏) 

 

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) = {
1  , 𝑖𝑓 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒(𝑛) = 𝑐𝑛
0  , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (𝟑. 𝟐) 

 

𝐶𝑙𝑎𝑠𝑠. 𝐴𝐶𝐶 =
∑ 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑇𝑆𝑖)

|𝑘|
𝑖=1

|𝑘|
               (𝟑. 𝟑) 

 

in which TS is the test data set, while 𝑛𝑇𝑆, cn means 

the class of n. Furthermore, estimate(n) stands for the 

classification result of n, k is the number of k-fold cross 

validation [8]. 

 

Transmitting data of information per trial or time in 
EEG-based BCI systems is provided by information 

transfer rate (ITR). The ITR was produced from 

Shannon and Weaver's study and denoted by B. The 

approach of ITR can be seen in Eq.3.4.: 
 

𝐵 = log2 𝑁 + 𝑃 log2 𝑃 + (1 − 𝑃) log2

(1 − 𝑃)

(𝑁 − 1)
 (𝟑. 𝟒) 

 

B defines the bit numbers per trial, N is the different 

type of mental tasks, and P means the classification 

accuracy. The more various mental functions for a BCI 

system enhance the ITR, and the parameter value is 

shown in the range of (0-1) [8]. 

 

3.1. Support Vector Machine 

 

Support vector machine is included in machine learning 
algorithm concept [8]. Support vectors are the keys for 

SVM to define the decision boundary (hyperplane). 

Margin is called as the distance from the hyperplane to 

the nearest support vectors for both sides. Then gaining 

generalization ability is aimed to maximize the margin 

and to find the optimal hyperplane [8], as depicted in 

Fig.4. The formulations of SVM is exhibited in Eqs.3.5-

3.7. 
 

𝑋{𝑡} = {
𝑟𝑡 = +1, 𝑥𝑡 ∈ 𝐶1 
𝑟𝑡 = −1, 𝑥𝑡 ∈ 𝐶2

                              (𝟑. 𝟓) 

 

𝑔(𝑥) = {
𝑤𝑇𝑥𝑡 + 𝑤0 ≥ +1, 𝑥𝑡 ∈ 𝐶1 

𝑤𝑇𝑥𝑡 + 𝑤0 ≤ −1, 𝑥𝑡 ∈ 𝐶2
            (𝟑. 𝟔) 

 

𝑟𝑡(𝑤𝑇𝑥𝑡 + 𝑤0) ≥ +1                 (𝟑. 𝟕) 
 

The hyperplane is described by g(x), w0 situates the 

hyperplane and the orientation is pointed by w. Learning 

rate, initializations and checking for convergence is not 

carried out by SVM [8]. 

 

 
Figure 4. SVM and maximizing margin [8]. 

 

3.2. Linear Discriminant Analysis 

 

Linear discriminant analysis is a kind of projection 

technique classifier reducing the dimension of the data. 

LDA intends to maximizing the between-class distance 

and minimizes within-class distance [22]. 

When C1 and C2 are the classes of the samples and 
LDA finds the projection direction (w) to discriminate 

the spatial pattern for maximum separability as possible. 

Formulations of LDA can be seen in Eqs.3.8-3.10. 
 

𝑧 = 𝑤𝑇𝑥                                       (𝟑. 𝟖) 

 

where, x (samples) are projected onto w. Projection 

technique of LDA is shown in Fig.5 below: 
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Figure 5. Classification task of LDA via the projection 

of data [8]. 

 

where projection technique implements from 𝒎𝟏 to 𝑚1 

referring to means of samples in 𝐶1 before and after 

respectively. Thus, 𝒎𝟏 ∈ ℜ𝑑and 𝑚1 ∈ ℜ. Then 𝒎𝟐 

and 𝑚2 have the same means. 𝑠1
2 and 𝑠2

2 are scattered 

samples around the means [8]. If training sample is 

𝑋{𝑥𝑡 , 𝑟𝑡}: 
 

𝑋{𝑡} = {
𝑟𝑡 = 1, 𝑥𝑡 ∈ 𝐶1    
𝑟𝑡 = 0, 𝑥𝑡 ∈ 𝐶2

                       (𝟑. 𝟗) 

 

𝐽(𝑤) =
𝑤𝑇𝑆𝐵𝑤

𝑤𝑇𝑆𝑊𝑤
=

|𝑤𝑇(𝑚1 − 𝑚2)|2

𝑤𝑇𝑆𝑊𝑤
               (𝟑. 𝟏𝟎) 

 

where in 𝐽(𝑤), 𝑆𝐵  and 𝑆𝑊 are named as between-class 

scatter matrix and within-class scatter matrix, 

respectively. Moreover, x represents the input, r is the 
output in the training sample pairs. 

 

4. Results 

 

In this research, the discrimination of glossokinetic 

potential responses generated by the tongue for 1-D 

extraction has been investigated by implementing the 

SVM and LDA algorithms.  

 

The mean-absolute value and power spectral density 

methods have been applied to machine learning 
methods. The raw data set for each participant was 

determined as a 400x19 dimension. The data sets to be 

processed by machine learning algorithms were 

obtained as: 

 

 The raw data set (400x19) 

 The data set reduced by PCA (400x12) 

 The data set reduced by ICA  (400x12) 

 The frontal and temporal lobes’ data set (11 

channels) (400x11) 

 
The classification performances were arranged 

according to the data sets above. All results throughout 

the article were represented in the decimal base and 

percentage expression (in %) except the outcomes of 

ITR. Then, the best and worst participants were stated 

by taking into account of results of the raw data set for 

distinguishing and comparison in an easy manner. Thus, 

the statements and implications of findings were stated 

on these subjects throughout the paper. 

 

 

        Table 3. Performance outcomes in the raw data set (400×19). 

 

 

 

Met .. Sb1 Sb2 Sb3 Sb4 Sb5 Sb6 Sb7 Sb8 Sb9 Sb10 Aver 

 

  
  

  
  

  
 L

D
A

 

 (
M

A
V

) 

   

Acc 75.13 96.02 77.21 77.44 91.06 95.01 86.29 72.17 76.02 96.01 84.24 

Sen 76.52 93.50 79.98 73.13 90.80 97.05 84.00 64.19 68.88 97.83 82.59 

Spe 73.63 98.52 73.44 83.84 91.67 92.04 88.93 82.22 85.85 93.51 86.36 

ITR 0.191 0.759 0.226 0.230 0.565 0.714 0.423 0.147 0.205 0.758 0.422 

 

  
  

  
  

  
  

 L
D

A
 

(P
S

D
) 

   

Acc 74.04 93.01 76.02 78.01 89.35 95.09 83.03 72.21 73.19 93.14 82.71 

Sen 72.23 88.50 76.98 71.47 91.21 97.46 76.60 63.32 59.73 97.83 79.53 

Spe 76.46 97.52 75.07 87.27 86.97 91.74 90.66 83.52 91.27 87.10 86.76 

ITR 0.174 0.634 0.205 0.240 0.511 0.717 0.343 0.147 0.161 0.640 0.377 

 

  
 

  
  
 S

V
M

  
  
  
  
  

(M
A

V
) 

  

Acc 77.07 97.03 77.14 79.05 91.12 94.23 85.39 74.22 78.00 96.02 84.93 

Sen 87.23 97.50 84.55 80.49 93.33 96.20 83.59 69.21 74.02 97.84 86.4 

Spe 63.35 96.52 67.51 76.95 87.79 91.48 87.38 80.73 83.30 93.58 82.86 

ITR 0.223 0.807 0.224 0.259 0.567 0.682 0.400 0.177 0.240 0.758 0.434 

 

  
  

  
  

  
  

 S
V

M
 

(P
S

D
) 

   

Acc 77.10 96.02 77.07 79.13 90.07 94.07 85.69 67.80 75.17 96.22 83.83 

Sen 86.40 96.00 82.71 73.55 92.45 97.03 80.22 85.77 62.77 99.13 85.6 

Spe 65.31 96.06 69.61 86.78 86.06 90.02 91.89 44.61 92.47 92.20 81.5 

ITR 0.224 0.758 0.223 0.261 0.533 0.675 0.408 0.094 0.191 0.768 0.414 
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   Table 4. Performance outcomes in the PCA data set (400×12). 

 

 

The highest accuracy of the classification performance 

in the raw data set (400x19-Table 3) was obtained as 

97.03% in SVM+MAV method. Then the lowest result 

was achieved with SVM+PSD method as 67.80%. Thus, 

Subject-2 (the best subject) and Subject-8 (the worst 

subject) were defined as the highlighted participants in 

the article. The accuracy results are very close to each 
other except for LDA+PSD (93.01%) in the best 

subject. After that, the LDA+MAV and SVM+PSD 

values were calculated as the same (96.02%). However, 

the SENS, SPEC, and ITR values are different. For the 

worst subject, SVM+MAV had the highest score 

(74.22%), followed by LDA+PSD and LDA+MAV as 

72.21% and 72.17% success, respectively. The 

similarity was observed for the highest average result 

with SVM+MAV (84.93%). 

 

Reduced data set with PCA (400×12) has relatively 
successful results represented in Table 4. The 

SVM+MAV method provided the highest outcomes for 

the best (97.01%) and worst (69.05%) participants. 

Then SVM + PSD (95.02%), LDA+MAV (95.00%), 

and LDA + PSD (91.29%) were achieved in terms of 

accuracy for the best subject. Meanwhile, the worst 

subject’s results were ranked in decreasing order as 

LDA+MAV (69.02%), LDA+PSD (66.01%), and 

SVM+PSD (61.13%). Similar to the highest value of 

raw data set results, SVM+MAV was characterized by 

83.53%. Hence consistent result (1.64% decreasing) 

was obtained compared to the average highest value of 
the raw data set (84.93%). The presentation of the 

covariance matrix for reduced data set was exhibited 

between the 98.18%-99.79% values. And the average 

highest presentation was observed as 99.45% with PSD.  

According to Table 5, ICA results seem to be better than 

PCA [8]. Especially, the worst subject has reached 

74.03% (in SVM+MAV), an increasing percentage is 

6.72 (compared to 69.05%). Moreover, the other MLs 

also have greater outcomes compared to the PCA for the 

worst subject. On the other hand, the variations for the 

best subject is limited, and the results are close to the 
PCA. The best participant achieved 96.28% accuracy 

(in SVM+MAV), and the decline is about 0.75% 

compared to the highest outcome of PCA (97.01%). 

Moreover, the ultimate mean accuracy is again provided 

by SVM+MAV method (84.35%), and 0.97% boosting 

was obtained to the PCA. 

 

The brain is structured by different functional lobes 

consisting of the cerebral and subcortical regions. Core 

and crucial functions of the body, such as involuntary 

breathing and heartbeat, are implemented by subcortical 
neuronal areas. Then the brain cortex carries out high-

level functions such as conscious thinking and planning 

related to the voluntary movement of body functions, 

including tongue movement. The frontal lobe is known 

in charge of attention, planning, conscious motor 

functions, and behavioral control. Then, the temporal 

lobe is known in language-speech and face recognition 

as well as in the responsible of memory [8]. Thus 

voluntary tongue movement needs focus and planning 

efforts in fast, rhythmic, and stable motions during 

GKP-based TMI experimental work. For this reason, the 

results of frontal and temporal lobes were observed 
against voluntary tongue movements. 

 

One of the goals of the GKP-based TMI is to explain 

the effect and contribution of different lobes of the brain 

Met .. Sb1 Sb2 Sb3 Sb4 Sb5 Sb6 Sb7 Sb8 Sb9 Sb10 Aver 

 

  
  

  
  

  
 L

D
A

 

 (
M

A
V

) 

   
Acc 77.26 95 79.07 75.18 89.16 94.04 84.7 69.02 71 94.04 82.85 

Sen 79.29 91 81.38 73.59 88.64 96.2 81.26 61.05 60.13 95.71 80.82 

Spe 74.41 99.02 76.57 77.33 90.02 91.17 88.65 78.94 86.01 91.48 85.36 

ITR 0.226 0.714 0.26 0.192 0.505 0.674 0.383 0.107 0.131 0.674 0.387 

 

  
  

  
  

  
  

 L
D

A
 

(P
S

D
) 

   

Acc 75.12 91.29 78.1 76.05 87.31 91.15 82.25 66.01 67.02 93.02 80.73 

Sen 71.25 85 80.51 73.19 89.51 93.7 69.94 69.8 48.53 96.96 77.84 

Spe 80.24 97.49 75.03 79.78 84.03 87.82 96.25 61.33 92.44 87.49 84.19 

ITR 0.191 0.573 0.242 0.206 0.451 0.568 0.325 0.075 0.085 0.635 0.335 

 

  
 

  
  

 S
V

M
  
  
  
  
  

(M
A

V
) 

  

Acc 77.03 97.01 77.16 76.39 91.04 95.24 85.31 69.05 72.01 95.07 83.53 

Sen 85.85 97.5 82.79 81.43 91.65 96.61 82.71 65.65 61.9 97.83 84.39 

Spe 65.55 96.43 69.89 69.41 89.94 93.13 88.09 73.06 85.74 91.5 82.27 

ITR 0.223 0.806 0.225 0.211 0.565 0.724 0.398 0.107 0.145 0.717 0.412 

 

  
  

  
  

  
  

 S
V

M
 

(P
S

D
) 

   

Acc 79.33 95.02 76.33 77.62 88.16 93.01 84.1 61.13 68.28 95.01 81.8 

Sen 86.78 95 86.26 79.2 90.82 96.56 77.47 87.53 55.43 97.84 85.29 

Spe 70.02 95.09 63.65 75.67 84.59 88.01 91.65 27.41 86.04 91.31 77.34 

ITR 0.265 0.715 0.21 0.233 0.475 0.634 0.368 0.036 0.099 0.714 0.375 
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to the tongue-machine interface in terms of the 

classification accuracy. Therefore, the data set of 

400×11 were generated by extracting 11-channels 

(Frontal + Temporal Lobe) data sets from the raw data 

set (400×19). T3, T4, T5, and T6 electrodes were used 

for eleven channels (Frontal + Temporal Lobe) as well 

as these seven electrodes for the seven channels (Fp1, 

Fp2, F7, F8, Fz, F3, and F4) (Frontal Lobe), as shown in 

Table 1.  
 

According to Table 6, the joining effect of the frontal 

and temporal lobes for GKP-based TMI are encouraging 

and robustness compared to the raw data set (400×19) 

results. Not only the individual's success is observed 

highly acceptable, but also average achievements are in 

similar conditions. The best subject had provided 

97.05% accuracy via SVM+MAV when the worst 

subject realized 71.06% correctness with the 

LDA+MAV algorithm. The deviation for the best and 

worst participant have increasing (0.02%) and 
decreasing (4.25%) characteristic respectively. Again 

the greatest outcome of average accuracy is observed in 

SVM+MAV (83.22%). The boosting impact of the 

temporal lobe (11-channels) to the frontal lobe (7-

channels) was obtained as a 6.37% value. Thus, the 

performance of eleven channels seems to be more 

accurate and consistent outcomes than seven channels. 

It's almost as good as 19-channels of success. During 

experimental tasks, GKP signal variations for 

concentrated participants occur in the delta and theta 

bands [3]. The discriminating power of each tongue 
movements touching the buccal walls has spatial 

patterns on the scalp. As shown in Figs.6 and 7, to 

further analyze the brain mappings of the best subject, 

the high power alterations can be observed on the 

frontal and temporal lobe regions and partly pre-motor 

and motor cortex on delta bands. This vital finding was 

confirmed by the classification success shown in Table 

6. Moreover, in theta and alpha frequency bands, 

negligible power assessments were obtained to 

distinguish the certain GKP responses. However, 
insufficient power signals were occurred at the occipital 

lobe between the beta frequency bands on the co 

ntralateral hemispherical side of the brain, depending on 

the visual stimulus in front of the LCD monitor [8]. 

 

The brain mappings for the worst participant (Figs. 8 

and 9) showed dissimilar characteristics as against to the 

best subject. First, there are high-intensity power signal 

variations in the frontal lobe, but not lying correctly and 

smoothly in the temporal lobes of the delta and theta 

frequency. However, the temporal lobe power signal 
variations of the best subject include the T3, T4, T5, and 

T6 electrode locations shown in Fig.6 and Fig.7. 

Another crucial distinction in the worst subject is that 

the theta frequencies have highly acceptable power 

signals on the frontal lobe, which includes only Fp1 and 

Fp2. Furthermore, parietal lobe power signals are higher 

than the best subject’s own. The reason for this may be 

that the worst subject was to deal with experimental 

tasks with inadequate target-oriented motivation and 

disturbing perception [8]. 

 
 

 

   Table 5. Performance outcomes in the ICA data set (400×12).
 

 

 

Met .. Sb1 Sb2 Sb3 Sb4 Sb5 Sb6 Sb7 Sb8 Sb9 Sb10 Aver 

 

  
  

  
  

  
 L

D
A

 

 (
M

A
V

) 

   

Acc 76.13 93.05 78.45 77.42 88.82 94.22 87.01 73.44 75.53 95.51 83.96 

Sen 78.81 89.5 81.88 73.19 89.15 95.4 86.36 67.33 65.89 97.84 82.54 

Spe 72.14 96.64 74.47 83.01 88.34 92.41 87.65 81.19 89 92.42 85.73 

ITR 0.207 0.636 0.248 0.229 0.495 0.681 0.443 0.165 0.197 0.736 0.404 

 

  
  

  
  

  
  

 L
D

A
 

(P
S

D
) 

   

Acc 75.15 92.5 76.05 78.65 89.12 93.27 82.38 73.05 73.18 93.19 82.65 

Sen 73.56 88.5 79.9 72.68 92.01 94.51 81.19 64.78 61.03 97.83 80.6 

Spe 76.66 96.52 70.63 86.19 84.74 91.5 83.39 83.52 89.76 86.61 84.95 

ITR 0.191 0.616 0.206 0.252 0.504 0.644 0.328 0.159 0.161 0.641 0.37 

 

  
 

  
  

 S
V

M
  
  
  
  
  

(M
A

V
) 

  

Acc 77.01 96.28 77.29 79.23 90 93.06 85.25 74.03 77.33 94.01 84.35 

Sen 85.06 96 83.52 80.14 90.8 94.13 82.23 70.04 74.02 95.24 85.12 

Spe 66.41 96.39 68.79 78.65 88.78 91.68 88.53 79.01 82.21 92.19 83.26 

ITR 0.222 0.771 0.227 0.263 0.531 0.636 0.397 0.174 0.228 0.673 0.412 

 

  
  

  
  

  
  

 S
V

M
 

(P
S

D
) 

   

Acc 76.89 95.24 77.02 80.24 88.17 94.59 83.15 73.01 76.05 95.77 84.01 

Sen 88.18 96 85.32 78.3 93.7 97.01 80.74 66.92 67.12 97.83 85.11 

Spe 62.21 94.39 66.19 83.4 80.3 91.19 85.97 80.97 88.33 93.17 82.61 

ITR 0.22 0.724 0.222 0.283 0.476 0.696 0.346 0.159 0.206 0.747 0.408 
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   Table 6. Performance outcomes in the 11-channels (Frontal Lobe+Temporal Lobe) data set (400×11). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. The best participant’s brain mapping in 

touching the right buccal wall (delta, theta, alfa, beta 

frequencies). 

 

 
 

Figure 7. The best participant’s brain mapping in 

touching the left buccal wall (delta, theta, alfa, beta 

frequencies). 

 
 

Figure 8. The worst participant’s brain mapping in 

touching the right buccal wall (delta, theta, alfa, beta 

frequencies). 

 

 
 

Figure 9. The worst participant’s brain mapping in 

touching the left buccal wall (delta, theta, alfa, beta 

frequencies). 

Met .. Sb1 Sb2 Sb3 Sb4 Sb5 Sb6 Sb7 Sb8 Sb9 Sb10 Aver 

 

  
  

  
  

  
 L

D
A

 

 (
M

A
V

) 

   
Acc 76.08 96.25 76.2 72.06 88.03 94.26 87.16 71.06 72.07 94.02 82.72 

Sen 76.17 94 80.45 70.14 89.53 95.76 83.96 62.96 61.01 96.54 81.05 

Spe 76.11 98.55 70.19 74.12 85.64 91.87 90.88 81.66 87.14 90.49 84.66 

ITR 0.206 0.769 0.208 0.145 0.472 0.683 0.447 0.132 0.145 0.673 0.388 

 

  
  

  
  

  
  

L
D

A
 

(P
S

D
) 

   

Acc 76.3 92 77.04 69.12 87.23 92.05 83.04 69.4 68.03 92.08 80.63 

Sen 75.36 87.5 82.67 64.06 89.55 95.76 72.32 71.01 50.69 97.39 78.63 

Spe 77.3 96.37 70.49 76.12 83.59 86.95 95.44 67.38 91.52 84.75 82.99 

ITR 0.21 0.598 0.223 0.108 0.449 0.6 0.343 0.111 0.096 0.6 0.334 

 

  
 

  
  

S
V

M
  
  
  
  
  

(M
A

V
) 

  

Acc 79.14 97.05 75.27 72.03 88.29 94.29 86.02 70.06 74.07 96.01 83.22 

Sen 88.52 97.5 83.14 75.78 90.4 96.21 83.98 70.45 66.65 99.57 85.22 

Spe 67.08 96.54 64.95 66.52 85.14 91.42 88.23 69.65 84.13 91.11 80.48 

ITR 0.261 0.808 0.193 0.145 0.479 0.684 0.416 0.119 0.174 0.758 0.404 

 

  
  

  
  

  
  

S
V

M
 

(P
S

D
) 

   

Acc 79.46 95.02 72.41 71.2 89.06 93.22 84.25 62.2 70.01 94.01 81.08 

Sen 89.33 95 87.61 72.3 92.9 96.2 75.17 91.92 54.09 96.96 85.15 

Spe 66.57 94.94 53.43 70.03 83.08 88.12 94.59 24.19 91.86 89.81 75.66 

ITR 0.267 0.714 0.15 0.134 0.502 0.642 0.372 0.043 0.119 0.673 0.362 



 

Celal Bayar University Journal of Science  

Volume 16, Issue 1, 2020, p 35-46 

Doi: 10.18466/cbayarfbe.571994 K. Gorur 

 

44 

Table 7. Computation times of the linear discrimant 

analysis and support vector machine process. 

  

Method LDA 

+MAV 

LDA 

+PSD 

SVM 

+MAV 

SVM 

+PSD 

F.E.T.+ 

C.T. 
0.0057 0.9222 0.0028 0.8936 

F.E.T. (Feature Extraction Time-s), C.T. (Classifying Time-s) 

 

The computation time is a significant metric for TMI’s 

real-time applications [1, 5]. According to Table 7, the 

SVM+MAV method is shown the least computation 

time (0.0028 s) among the other methods. Then 

LDA+MAV (0.0057 s) yielded faster performance than 

SVM+PSD (0.8936 s) and LDA+PSD (0.9222 s) 

methods. It can be observed that the mean-absolute 

value has less computation time than the power spectral 

density because of not requiring transformation from the 

time domain to the frequency domain [8]. Similarly, 

SVM has less processing time than LDA. Computation 

time results were acquired in 1-fold cross-validation for 
an average of the test samples in the best participant's 

raw data set. All reported results in this paper were 

realized using MATLAB (License No: 834260) on a 

computer (Intel Core i5-7200 U CPU 2.50 GHz, 

Windows 10, 64 bit and 8 GB RAM). Finally, it is 

noteworthy that the SVM+MAV method is the best 

algorithm concerning the classification accuracy and the 

speed of execution in real-time usage of the GKP-based 

TMI research. Furthermore, the MAV feature extraction 

method provided better outcomes than PSD regarding 

the average values. Perhaps because of this reason, the 
MAV feature reflects the proper representation of 

glossokinetic potential responses better in GKP-based 

TMI. 

 

5. Discussion 
 

Computational neuroscience information notices the 

design of feedback control methods to distinguish the 

area of the motor cortex at different electrode 

installations on the human-computer interfaces during 

activated human body parts by measuring the local field 

potentials (LFPs). Thus, the multidisciplinary 
investigation aims to design a modern brain-machine 

interface (BMI) reconciling the statistical signal 

processing, machine learning, and information theory 

[15]. It is worth to report that the contribution and 

effects of the frontal+temporal lobes (11-channel) were 

observed in Tables 6, respectively. The correlation of 

frontal and temporal lobes' results are highly promising 

in terms of the classification accuracy for the tongue 

motion. Therefore, the results of eleven-channels are 

very close to the raw data set’s (400×19) outcomes. This 

significant finding was also verified by the brain 
mappings of the best participant shown in Figs.6 and 7. 

Moreover, fewer electrodes with 11-channels may 

provide more degrees of freedom and reliable control to 

the GKP-based TMI [9-10]. For this reason, fewer 

electrodes can lead "wearable" and easy-to-use 

biomedical support technologies and ATs to work in the 

future for stroke individuals [17]. Moreover, 

corticomuscular coupling analysis reveals the mutual 

effect amid ongoing muscular activities (EMG) and the 

brain regions. However, the brain cortex and GKP 

coherence in delta and theta bands during the tongue-

muscle motor functions were realized by GKP-based 

TMI research for the first time in the literature as our 
best knowledge. 

 

The unexpected case of the study of Nam et al. is that 

the antisymmetric formation of GKP responses has 

emerged on the power of brain mapping. However, in 

our research, the power of GKP responses on the brain 

mappings has arisen in symmetric creation. This may 

have occurred from this reason; in the case of producing 

GKP signals, the same team noted that the negatively 

charged of the tip of the tongue uncover a potentially 

increased variation on the noncontact surface as it 
creates a negative potential reduction on the contact 

surface of the buccal wall [3-5]. On the other hand, Nam 

et al. have investigated the patterns of GKPs on the 

scalp related to the language and phonetics research. 

 

The GKP biological responses are constituted of 

different spatial and temporal patterns on the brain maps 

during tongue movement. Moreover, in the mentioned 

paper, pronouncing the retroflex consonants led to a 

very strong potential increase over the frontal lobe 

during the tongue bending [14]. For this reason, in our 
study, an antisymmetric occurrence may have been 

suppressed due to strong and fast movements while the 

tongue is bent to touch the buccal walls during 

experimental tasks. Therefore, our results may have a 

symmetrical formation on the brain maps, as shown in 

Figs.7 and 8. The same researchers noted that the 

electrode location and the reference point, which was 

intentionally taken different contrary to general manner 

to occur the antisymmetric state on the brain mappings. 

Also, the experimental setup is different compared to 

our work, not just unlike electrode configurations. In 

their study, the tongue moves in an uninterrupted 
motion on the right-front-left path to touch the buccal 

walls [4-5]. However, in our study, multiple discrete 

contacts were realized in the same duration of 6 s task. 

Thus, all these points might encourage the assumption 

of symmetrical outcomes on brain maps in our study. 

 

The results of GKP-based TMI may be considered more 

reliable and robust, depending on 8 male and 2 female 

subjects (all naive healthy) who were not previously 

experienced. Then, Subject_2 (the best subject) and 

Subject_8 (the worst subject)  were chosen to point out 
and compare the distinct spots. The distinctive 

distinction of the best participant shows that having 

motivation, distinct and fast tongue movements 

provides the basis of achievement. However, the 

success of the worst participant was acceptable because 



 

Celal Bayar University Journal of Science  

Volume 16, Issue 1, 2020, p 35-46 

Doi: 10.18466/cbayarfbe.571994 K. Gorur 

 

45 

of less concentration and not properly doing instructed 

tasks. Motivation and cognitive effort in the relevant 

literature have been identified as the critical parameter 

for the high performance of BCI / HMI [8]. 

 

In recent years, ICA has been widely utilized in EEG-

based BCI models to reduce the dimension of features 

or to reveal the source components. However, it has not 

been used in GKP signals to reveal the sources and 
reduce the dimension. Therefore, when these two 

methods are used, both ends of the predictions about the 

statistical distribution of the data are tried. Not all EEG 

signals are non-Gaussian (ICA) and uncorrelated 

(PCA). This basis may be the same for GKP signals. 

Therefore, according to Tables 4 and 5, PCA and ICA 

results are so close to each other. However, ICA is 

relatively better than PCA, especially for the worst and 

low participants. Because of this reason may be that the 

data set of the worst subject has more non-Gaussian and 

highly spatial overlapping of cortical activity [18]. 
Moreover, finding linear projections of the data by ICA 

aims is to maximize their mutual independence. 

Therefore, the selection process of the 12 EEG channels 

was made to maximize the classification results in the 

randomly searching algorithm for each iteration [8, 18]. 

The advantages and disadvantages for ICA and PCA 

were stated in Table 8: 

 

Table 8. ICA and PCA comparison for data sets. 

 

ICA PCA 

ICA can improve 
classifier performance as 

it moves away from the 

normal distribution (non-

Gaussian). Therefore, the 

insignificant and worst 

participant data sets are 

more fitting for ICA 

PCA is benefiting from 
the normal distribution of 

data. Thus, better 

participant performances 

can be improved by PCA 

More convenient for 

highly spatial 

overlapping of cortical 

activity. Therefore, EEG 

channels from different 

parts of regions can be 
separated by ICA. 

However, the selection 

process can take a long 

time 

New orthogonal features, 

called principal 

components, are 

calculated by PCA. Thus, 

dimension reduction and 

selection of high 
variance features are 

easy to compute. 

However, PCA is not 

enough to resolve 

complex brain signals 

Removal artifact of 

signals can be made by 

ICA 

Focusing on the 

reduction of data and 

decreasing the 

classification cost time 

 

In BCIs, inter-trial and inter-subject instability are 

observed an important problem regarding the 

performance and reliability of the system. Moreover, 

long sessions of the BCI process present challenges in 

terms of consistent classification. The concept of these 

issues is referred to as transfer learning techniques that 

describe a procedure for using a stored relative data 

(statistical distribution of trial or session) to improve 

performance in another task [15]. However, the GKP-
based TMI study may offer greater robustness for trial 

effects due to the voluntary tongue movements and 

glossokinetic potential responses with high amplitude 

and low frequencies [3, 4].   

 

Moreover, it has been reported that the flexible and long 

cognitive planning time experiments can advance to the 

BCI and HMI research due to goal-oriented results that 

allow the subject to instinctive considerations [8]. In 

future work, the GKP-based TMI system can be 

advanced over this concept.  
 

6. Conclusion 
 

This paper describes GKP-based TMI as a new 1-D 

tongue machine interface research applying mean-

absolute value and power spectral density methods with 

SVM and LDA over scalp-recorded GKP biosignals. 

Some of the equipment based tongue-machine interfaces 

have reached up to the 96-98% accuracy [12]. However, 

these systems have bulky devices inside the mouth and 

in the ear canal or around the headset for stroke people.  
 

The rarely used glossokinetic responses have given 

promising results reaching up to the 97.03 accuracies 

for the construction of assistive technology that can be 

natural, reliable, attractive, and high-throughput 

efficiency for locked-in and ALS conditions. Then 

frontal and temporal lobe contributions can help 

neuroscientific understanding of cortical activity and 

statistical signal processing techniques by measuring 

local field potentials (LFPs) for tongue-related motor 

functions [16]. As far as we know, this critical point and 

glossokinetic potential have been dealt for the first time 
regarding the classification success of SVM and LDA 

with mean-absolute value and power spectral density in 

a tongue-machine interface. Moreover, comparing to 

our previous articles, SVM and LDA algorithms using 

mean-absolute value has greater performances 

compared to the root-mean-square feature extraction 

method for the best subject. Then this outcome provides 

very close results to the neural networks in the raw data 

sets [19-20]. 

 

The main challenges and focal point of this article are 
dedicated to advance the life quality of paralyzed 

individuals with tongue-based ways to reveal their 

wishes without traditional neuro-muscular pathways. 

Furthermore, GKP-based TMI may give a lead of real-

time alternative control channels for traditional EEG-
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driven BCIs with significant deficiencies resulting from 

the nature of EEG signals, which are low signal-to-noise 

ratio, and internally induced stationary mental activities 

or some external factors. 

 

The future work of this research study can be 

progressed by real-time applications using wireless, 

highly accurate data acquisition devices with fewer 

electrodes for developing more portable systems. 
Moreover, the real-time system performances should be 

recorded on the different levels of paralyzed people. 
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1. Introduction 

 

The heart circulates oxygen and nutrient-rich blood 

throughout the body. When it is working improperly, 

just about everything is affected. Heart rate is central to 
this process because the function of the heart is directly 

related to it. A normal heart rate for adults is between 60 

to 100 bpm. This parameter gives us vital physiological 

information. It can help monitor health situation and 

spot developing health problems. Heart rate is an 

important point of view in terms of metabolism and 

development of blood circulation of an organism [1, 2].  

 

To measure the heart rate, Electrocardiography (ECG) is 

widely used method. In this method, electrical activity 

of heart is recorded by the probes placed to the body. 
However, being expensive and non-portable are 

disadvantages of this method [3, 4]. When normal ECG 

technique is insufficient, Holter ECG is a great option to 

monitor the activity of heart. In this method, the cardiac 

rhythm is monitored and recorded 24 hours by a 

portable device called 'holter' [5]. In addition, 

ultrasound based alternative method can be used to 

measure heart rate via ECG signal [6]. Lastly, laser 

speckle contrast analysis is another method to measure 

the heart rate. In this method, contrast analysis is 

applied to the speckle patterns obtained by the speckle 
method [4]. In our study, it is aimed to measure heart 

rate by applying fractal analysis method to speckle 

patterns. 

 

Speckle pattern is quite appropriate for studying 

fractality due to its granular structure (speckle). These 

speckles generally show statistical behavior. The well-

known analysis method of active series of speckles is 

relied on laser speckle contrast. However, fractal 

statistics is also very convenient way to study speckle 

images. The behavior of the process at different times 
can be measured by calculating the fractal statistics of 

the speckle signal. Evaluation of the fractal dimension 

of speckle images gives very important information 

coming from flow process. The fluid is always pulsed at 

almost the same frequencies with the human heart [7-9]. 

 

Abstract 

Heart rate is the main data that shows if the heart is working properly. Therefore, obtaining the heart 
rate information has a vital importance. There are some methods to measure the heart rate, but the 

most commonly used one is the Electrocardiography (ECG). However, this method is expensive and 

non-portable. Therewithal, optical studies have recently been conducted to measure heart rate. Being 

non-invasive, inexpensive, and safe are the advantages of optical measurements. Laser speckle 

contrast imaging is an effective and simple technique for imaging heterogeneous environments such 

as human and animal tissues. By laser speckle contrast analysis, heart rate can be obtained easily. It 

is the standard technique, but fractal analysis method is also very convenient way to study speckle 

images because speckle pattern is quite appropriate for studying fractality due to its granular 

structure. In this paper, we present fractal analysis method for obtaining heart rate information from 

speckle images. The results of this method for the various in-vivo and in-vitro data were compared 

with the reference model results of speckle contrast analysis method and it is observed that the 

proposed analysis method has provided sufficient results. 

Keywords:  Fractal analysis, box-counting, speckle, heart rate 
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In this paper, the heart rates that were measured by 
fractal analysis method from in-vitro and in-vivo 

speckle images (frames) will be shown. Three different 

sets of in-vivo and three different sets of in-vitro images 

were used for this study. Differential box-counting 

method was performed to measure the change of fractal 

dimension according to time for speckle images. At the 

end, all the results were compared with the model 

results obtained by laser speckle contrast analysis 

method which we got from another study [4]. 

 

2. Materials and Methods 

2.1 What is Speckle? 

 

The term speckle refers to a random granular pattern. 

This pattern is a random intensity distribution produced 

by the scattered light that is formed when coherent light 

scatters from a random medium (Figure 1). Because of 

its randomness, it can only be described statistically. 

This random interference pattern in the image plane 

changes because of the phase shifts in the scattered light 

produced by the motion of scattering particles inside of 

the medium. The speckle image contains spots of 

different sizes and intensities. In speckle based 
techniques, the sample is mostly enlightened by a laser 

and the scattered light is gathered by a sensor. The 

collected light gives us significant information about the 

living medium. By laser speckle contrast imaging 

method, it is possible to ensure exhaustive information 

about system dynamics [7-10]. The speckles could be 

divided in two groups according to their formation 

geometry. When the laser illuminates a sample and the 

speckles resulting from the back-scattered radiation is 

directly collected using a screen or a sensor array in the 

absence of lens system are known as objective speckles. 
In contrast, when the speckles are obtained through a 

lens system, the resulting speckles are known as 

subjective speckles [11].   

  

 

Figure 1. A typical laser speckle contrast pattern [12]. 

 

2.2  Fractal Analysis of Speckle Images 

 

A fractal is a geometrical figure used to define and 

imitate inherently occurring items. Artificially created 
fractals generally show almost identical patterns at 

increasingly small scales [13]. A fractal dimension is a 
ratio that ensures a statistical index of complexity 

collating how particular in a fractal pattern varies with 

the scale [14, 15]. Fractal analysis identifies fractal 

properties of input. It is possible to get lots of 

information such as heart rate by this method [16]. 

Fractal analysis is now widely used in all areas of 

science [17, 18].  

 

Breaking the image into small structures shows the 

measure of fractality. In scaling law, an image is a 

combination of 'N', which is the distinct, non-
overlapping replicas of itself. The replicas can be 

reduced by a ratio 'r = M/s'. Here, 'M' is size of the 

image and 's' is the size of the length scale of the created 

replicas. N is connected to these parameters by the 

equation of ‘ Ns≅r-D ’. Here, 'D' is the fractal dimension 

(FD) [9]. In order to perform fractal domain analysis of 

image, there are number of techniques such as variance 

methods, box-counting methods [19]. It is a great way 

to measure the distribution of a structure in a surface 

and could be distinctly connected to the measurement of 

a spatial distribution in a speckle image. The time 
advancement of this within the area beneath 

investigation is exceptionally valuable in the 

consideration of dynamical systems. In the box-

counting method, the speckle image, in which the main 

features of fractals can be observed, is divided into 

boxes on a certain scale and the fractal dimension is 

calculated by using the important boxes, which are 

determined through this method. When the amount of 

boxes (Ns) is predicted between the range of s, then the 

connection between log(Ns) and log(1/s) can be seen. 

The resultant slope shows the fractal dimension. The 
relation is shown as:  

 

𝐹𝐷 = lim
𝑠→0

log(𝑁(𝑠))

log(
1

𝑠
)

   (2.1) 

 

The differential box-counting can be applied instead of 

traditional box-counting when an image is considered as 

a surface where its height is relative to its intensity or its 

gray value. 
 

In this study, differential box-counting has been applied 

by considering the image as a 3D surface. Hereby, the 

speckle images were replaced with the fractal images. 

The FD of each image was computed and then the time 

series of it were used to define the matching frequency 

spectrum for analyzing dynamics [9]. 

 

2.2.1 Box-Counting Method 

 

Box-counting method is used to collect data for 
analyzing complex patterns. This method is performed 

by splitting the image, object, etc. into smaller box-

shaped pieces [20, 21]. This is one of the most often 

used methods for computing FD of an image [22]. 
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Generally, box-counting technique uses the geometric-
step (GS) method. In GS method, the step size is limited 

to a power of two, hence the potential wasted pixels of 

the image are prevented [23]. 

 

The box-counting method consists of three main steps; 

generation of a set of box sizes 's' for placing grids on 

the image, calculation of the number of boxes, Ns , 

required for complete coverage of the object for each s, 

and determination of FD by using the slope of points 

(log(1/s), log(Ns)). In the differential box-counting 

method, how to calculate Ns is explained below [23]. 
 

On each block, ( s x s x s' ) size boxes form a column, 

where s' refers to the height of any boxes, and G/s'=M/s, 

where G refers to the amount of gray level. kth and lth 

boxes represent minimum and maximum gray level in 

the (i, j)th block, respectively. The boxes covering this 

block are calculated as: 

 

𝑛𝑠(𝑖, 𝑗) = 𝑙 − 𝑘 + 1   (2.2) 

 

For the case of all blocks, Ns is calculated as: 
 

𝑁𝑠 = ∑ 𝑛𝑠(𝑖, 𝑗)𝑖,𝑗     (2.3) 

 

Then, from the least squares linear fit of log(Ns) versus 

log (1/s), the FD can be evaluated for each image.  

 

2.3 Algorithm 

 

In this study, the algorithm seen in Figure 2 was used to 

obtain the heart rates from the speckle videos. After 
calculating the heart rates, they were compared with the 

model results that obtained by laser speckle contrast 

analysis method [4] and then the errors were computed. 

 

2.4 Setups of the Reference Model Results 

  

The model results were obtained by laser speckle 

contrast method. The speckle images used in the study 

were obtained by different setups and conditions. At the 

end of the processes, three different in-vitro and three 

different in-vivo speckle videos were observed. After 
recording the videos, they were divided into 220 frames 

(Figure 3) and analyzed [4]. 

 

2.4.1 In-vitro Setup  

 

In addition to the equipment in the in-vivo system, there 

is also a speaker in this system (Figure 4). The required 

system was set up and video recordings were taken at 

different times from the egg shell. In order to simulate 

the in-vivo environment, egg shell in different color and 

roughness was glued to the membrane of the speaker. 

Artificial heart beats (or the vibrations) were obtained 
by adjustable voltage amplitude and frequency regulated 

signal generator. Under this periodic excitation, speckle 

videos were recorded in order to calculate fundamental 
vibration frequency corresponding to the actual heart 

rate in in-vivo conditions. These 10-second speckle 

videos were then divided into 220 frames. Then, the 

speckle contrast values were calculated from these 

frames using the speckle contrast analysis method [4]. 

 

 
 

 Figure 2. The flowchart of the proposed method 

 

 
 

Figure 3. The speckle image obtained from a frame [4]. 
 

Two different excitation function types, sinusoidal and 

ramp were used in this system [4]. In this study, the 

speckle contrast values calculated from the 

measurements observed under 1 V – 1 Hz, 1 V – 2 Hz, 

and 1 V – 3 Hz excitation were used. As an excitation 

function type, sinusoidal was used in this study. 

Divide the video into frames

Crop the important part of the images

Convert the images into grayscale and then black 
and white

Set the box-size to the size of the image

Use box-counting method

Determine the Ns and s

Calculate the fractal dimensions from the slope

Plot the series of fractal dimensions

Apply Savitzky-Golay filtering

Obtain the frequency spectrum

Detect the frequency at maximum point

Multiply that frequency by 60 to find the heart rate 
as bpm

Apply the same procedure to all of the videos
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Figure 4. The in-vitro setup [4]. 

 

2.4.2 In-vivo Setup 

 

The chicken egg was held in artificial incubator at 

37.8±1°C temperature and 50-60% relative humidity for 

the in-vivo measurements. All procedures were 

performed in accordance with regulation (2014) of 

Turkish Ministry of Forest and Water Affairs for 

experimental animals’ ethic board for measuring 

process. The required system was set up and video 

recordings were taken at different times from the egg. 

There were laser-diode source, lens and CMOS camera 

in this system. These 10-second speckle videos were 
then divided into 220 frames. Then, the speckle contrast 

values were calculated from these frames using the 

speckle contrast method [4]. 

 

For the measurement, the egg was taken from the 

incubator and placed in the measuring hole of the 

optical setup (Figure 5). To obtain a speckle image, 

three points on the most pointed part of the egg shell 

were marked as a triangle, and then a point at the center 

of the triangle was marked. These marked points were 

used as targets for each laser light focus. After the 
speckle contrast analysis, a contrast value was 

calculated for each image. Finally, at the end of the 

algorithm, a single heart rate was obtained by taking the 

average of the heart rates corresponding to the four 

marked laser targets [4]. 

 

 
 
Figure 5. The in-vivo setup [4]. 

 

In this study, the speckle contrast values calculated from 

the measurements observed on 8, 10, and 18 day 

chicken embryos were used. 

3. Results and Discussion 
 

At the end of the process, fractal dimensions and heart 

rate (in Hz) graphs of chicken embryos were plotted. 

The heart rates (in Hz) were obtained by applying FFT 

on the fractal dimensions. After multiplying the X 

values (Figure 6) in the Heart Rate Graphs by 60, the 

heart rates were obtained as bpm. 

 

The errors of in-vivo results are less than the errors of 

in-vitro results. However, according to the all results, 

the errors are smaller than 10%. Based on this ratio, it 
can be said that fractal analysis method gives a valid 

results. So, this method can be used to obtain the heart 

rate. 

 

3.1 In-vitro Results 

 

Values of the fractal dimensions and the heart rate (in 

Hz) of 1 Hz data can be seen in Figure 6. By 

multiplying the X value in Heart Rate Graph by 60, it 

can be said that the heart rate of 1 Hz data is '54 bpm'. 

However, according to the contrast analysis method, the 

heart rate of 1 Hz data is '60 bpm'. As we can see in the 
Table 1, the error is 10%, here. 

 

 
 

Figure 6. Fractal dimensions and the heart rate for the  

1 V – 1 Hz sinusoidal signal. 

 

Values of the fractal dimensions and the heart rate (in 

Hz) of 2 Hz data can be seen in Figure 7. It can be said 

that the heart rate of 2 Hz data is '108 bpm'. However, 

according to the contrast analysis method, the heart rate 
of 2 Hz data is '120 bpm'. As we can see in the Table 1, 

the error is 10%, here. 

 

Values of the fractal dimensions and the heart rate (in 

Hz) of 3 Hz data can be seen in Figure 8. It can be said 

that the heart rate of 3 Hz data is '162 bpm'. However, 

according to the contrast analysis method, the heart rate 

of 3 Hz data is '180 bpm'. As we can see in the Table 1, 

the error is 10%, here. 
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Table 1. The comparison of spectral contrast and fractal analysis in-vitro results. 
 

Excitation 
Results from speckle contrast analysis Results from fractal analysis 

Error(%) 
Frequency (Hz) Heart Rate (bpm) Frequency (Hz) Heart Rate (bpm) 

1 V – 1 Hz 1  60 0.9 54 10% 

1 V – 2 Hz 2 120 1.8 108 10% 

1 V – 3 Hz 3  180 2.7 162 10% 
      

 
 

Figure 7. Fractal dimensions and the heart rate for the 1 

V – 2 Hz sinusoidal signal. 
 

 
Figure 8. Fractal dimensions and the heart rate for the   

1 V – 3 Hz sinusoidal signal. 

 

All the results, comparisons and the errors for the in-

vitro study can be seen in Table 1. As seen in Table 1, 

the speckle contrast method can be used as a reference 

method, because excitation frequencies can be detected 

with this method without error. It is thought that the 
reason of the fixed error (10%) between the two 

methods is that the excitation wave shape (sinusoidal) 

and amplitude do not change. 

 

3.2 In-vivo Results 

 

Values of the fractal dimensions and the heart rate (in 

Hz) of 8 day chicken embryo can be seen in Figure 9. It 

can be said that the heart rate of 8 day chicken embryo 

is '143.34 bpm'. However, according to the contrast 

analysis method, the heart rate of 8 day chicken embryo 

is '151.86 bpm'. As we can see in the Table 2, the error 

is 5.6%, here. 

 
 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Fractal dimensions and the heart rate of the 8 

day chicken embryo. 
 

Values of the fractal dimensions and the heart rate (in 

Hz) of 10 day chicken embryo can be seen in Figure 10. 

It can be said that the heart rate of 10 day chicken 

embryo is '237.84 bpm'. However, according to the 
contrast analysis method, the heart rate of 10 day 

chicken embryo is '241.86 bpm'. As we can see in the 

Table 2, the error is 1.7%, here. 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 

 

 

Figure 10. Fractal dimensions and the heart rate of the 
10 day chicken embryo. 
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Table 2. The comparison of spectral contrast and fractal analysis in-vivo results. 
 

Day of embryo 

Results from speckle contrast 

analysis 
Results from fractal analysis 

Error(%) 

Frequency (Hz) 
Heart Rate 

(bpm) 
Frequency (Hz) 

Heart Rate 

(bpm) 

8 2.531  151.86 2.389 143.34 5.6 % 

10 4.031 241.86 3.964 237.84 1.7 % 

18 3.656  219.36 3.584 215.04 2 % 

 

Values of the fractal dimensions and the heart rate (in 

Hz) of 18 day chicken embryo can be seen in Figure 11. 

It can be said that the heart rate of 18 day chicken 

embryo is '215.04 bpm'. However, according to the 

contrast analysis method, the heart rate of 18 day 

chicken embryo is '219.36 bpm' and the error is 2%. 

 

 
Figure 11. Fractal dimensions and the heart rate of the 

18 day chicken embryo. 

 

All the results, comparisons and the errors for the in-

vivo study can be seen in Table 2. When the table 

values are examined, it is observed that daily age of 

embryos affect error rates. Heart rate in the early period 

(8 days and before) embryos is not rhythmic because 
heart rate is not completed yet. 

 

4. Conclusion 

 

In this study, it was investigated the fractal dimension 

change of in-vitro and in-vivo speckle images to obtain 

the heart rates and compared it to the model results, 

which were measured by laser speckle contrast analysis 

method. At the end, the errors between the results were 

calculated. 

 

When in-vitro results are examined, it is seen that the 
results are sufficiently accurate. Therefore, it can be said 

that if the proposed system is made industrial prototype 

(like reference system), it can be used in the monitoring 

of embryo viability in poultry sector. 

Author’s Contributions 

Ayla Burçin Şişli: Drafted and wrote the manuscript, 

performed the result analysis. 

 

Arman Jalali Pahnvar: Performed the experiment. 

 

Mehmet Engin: Supervised the experiment’s progress 

and edited the manuscript.  

 

Erkan Zeki Engin: Supervised the result analysis.and 

helped in manuscript preparation. 

 

Ethics 

There are no ethical issues after the publication of this 

manuscript. 

 

References 

1. Cohn A.E. 1925. Physiological Ontogeny: A chicken embryos. 

V. on the rate of the heart beat during the development of 

chicken embryos, J. Exp. Med., 42(3): 291–297. 

2. Writing Group Members, et al. 2006. Heart disease and stroke 

statistics—2006 update: a report from the American Heart 

Association Statistics Committee and Stroke Statistics 

Subcommittee, Circulation, 113.6, e85-e151. 

3. Malik, Marek, et al. 1996. Heart rate variability: Standards of 

measurement, physiological interpretation, and clinical use, 

European Heart Journal, 17(3): 354-381. 

4. Pahnvar, A.J. 2016. Estimation of near subcutaneous blood 

microcirculation related blood flow using laser speckle contrast 

imaging, Ege University Graduate School of Natural and 

Applied Sciences Department of Electrical and Electronics 

Engineering.  

5. Laguna, P., et al. 1990. New algorithm for QT interval analysis in 

24-hour Holter ECG: performance and applications, Medical 

and Biological Engineering and Computing, 28(1): 67-73. 

6. Gottdiener, John S., et al. 2004. American Society of 

Echocardiography recommendations for use of 

echocardiography in clinical trials: A report from the American 

society of echocardiography's guidelines and standards 

committee and the task force on echocardiography in clinical 

trials, Journal of the American Society of Echocardiography, 

17(10): 1086-1119. 

7. Boas, David A., and Dunn, A.K. 2010. Laser speckle contrast 

imaging in biomedical optics, Journal of Biomedical Optics, 

15(1): 011109. 

8. Dainty, J. Christopher, ed. 2013. Laser speckle and related 

phenomena, Springer Science & Business Media, 9. 



 

Celal Bayar University Journal of Science  

Volume 16, Issue 1, 2020, p 47-53 

Doi: 10.18466/cbayarfbe.513732 E.Z.Engin 

 

53 

 

9. Nemati, M., et al. 2016. Fractality of pulsatile flow in speckle 

images, Journal of Applied Physics, 119(17): 174902. 

10. Zhang, X., et. al., A low-cost and smartphone-based laser 

speckle contrast imager for blood flow, BIBE 2018; 

International Conference on Biological Information and 

Biomedical Engineering,  Shanghai, China, 2018. 

11. Escobar, C.P.V., New laser speckle methods for in vivo blood 

flow imaging and monitoring, Universitat Politecnica de 

Catalunya ICFO, 2014. 

12. Briers, J. D. 2001. Laser Doppler, speckle and related techniques 

for blood perfusion mapping and imaging, Physiological 

Measurement, 22(4): 35-66. 

13. Boeing, G. 2016. Visual analysis of nonlinear dynamical 

systems: Chaos, fractals, self-similarity and the limits of 

prediction, Systems, 4(4), 37. 

14. Falconer, K., Fractal geometry: mathematical foundations and 

applications, Wiley, 2013. 

15. Tamas, V., Fractal growth phenomena, World Scientific, 1992. 

16. Tan, C.O., et al. 2009. Fractal properties of human heart period 

variability: physiological and methodological implications, The 

Journal of Physiology, 2009, 587.15, 3929-3941. 

17. AC03515164, A., ed., Fractals: complex geometry, patterns, and 

scaling in nature and society, World Scientific, 1997. 

18. Gültepe, M.D., and Tek, Z. 2018. Investigation of phase 

transitions in nematic liquid crystals by fractional calculation, 

Celal Bayar University Journal of Science, 14(4): 373-377. 

19. Lopes, R., and Nacim B. 2009. Fractal and multifractal analysis: 

a review, Medical Image Analysis, 13(4): 634-649. 

20. Mandelbrot, B.B., The fractal geometry of nature, New York: 

WH Freeman, 1983, Vol. 173. 

21. Iannaccone, P. M., and Khokha, M., Fractal geometry in 

biological systems: an analytical approach, CRC Press, 1996. 

22. Li, J., Qian, D., and Caixin, S. 2009. An improved box-counting 

method for image fractal dimension estimation, Pattern 

Recognition, 42(11): 2460-2469. 

23. So, G.K., Hye-Rim, S., and Gang-Gyoo, J. 2017. Enhancement 

of the box-counting algorithm for fractal dimension estimation, 

Pattern Recognition Letters, 98: 53-58. 

 

https://ieeexplore.ieee.org/xpl/conhome/8470642/proceeding
https://ieeexplore.ieee.org/xpl/conhome/8470642/proceeding
https://ieeexplore.ieee.org/xpl/conhome/8470642/proceeding


 

Celal Bayar University Journal of Science  

Volume 16, Issue 1, 2020, p 55-59 

Doi: 10.18466/cbayarfbe.633237 H.U.Celebioglu 

 

55 

Celal Bayar University Journal of Science 

  

Cytotoxic Effects of Probiotic Bacteria Lactobacillus acidophilus and 

Lactobacillus rhamnosus Grown in the Presence of Oleuropein on 

Human Prostate Cancer Cells 
  

Hasan Ufuk CELEBIOGLU1*, Busenur CELEBI1, Yavuz ERDEN2, Emre EVİN3, Orhan ADALI3 

   
1 Bartın University, Faculty of Science, Department of Biotechnology, Bartın-Turkey. 

2 Bartın University, Faculty of Science, Department of Molecular Biology and Genetics, Bartın-Turkey. 
3 Middle East Technical University, Faculty of Science and Arts, Department of Biological Sciences, Ankara-

Turkey. 

* hcelebioglu@bartin.edu.tr 

 

Received: 16 October 2019 

Accepted: 17 March 2020 
DOI: 10.18466/cbayarfbe.633237 

 

1. Introduction 

 

Functional foods are groups of foods having potentially 

positive effects on health beyond basic nutrition [1]. 

Probiotics, a group of functional foods, are 

microorganisms that have positive effects on human 

health when administered in sufficient amounts [2].  

 

Lactic acid bacteria are the group of probiotic 
microorganisms investigated in detail for health benefits 

[3]. The best known probiotics are Lactobacillus 

acidophilus and Lactobacillus rhamnosus. One of the 

best studied beneficial bacteria is Lactobacillus 

rhamnosus, which is available as a dietary supplement 

and added to a variety of foods, such as dairy products. 

It belongs to the genus Lactobacillus, a type of bacteria 

that produces the lactase enzyme. This enzyme converts 

sugar lactose found in dairy products into lactic acid. L. 

rhamnosus can survive in acidic and alkaline conditions 

in the human body and has many potentials and uses for 

the digestive system and other health areas.                    

L. acidophilus produces antimicrobial agents such as 

hydrogen peroxide (H2O2), diacetyl and bacteriocin as 
well as organic acids. These substances inhibit 

degrading organisms and foodborne pathogens. It has 

been found that L. acidophilus inhibits various bacterial 

strains by producing bacteriocin [4]. Probiotic bacteria 

are expected to adhere to the mucus layer, form colonies 

Abstract 

Functional foods are groups of foods that have potentially positive effects on health beyond basic 

nutrition. Probiotics are beneficial microorganisms, being as a group of functional foods, and when 

ingested in adequate amounts, they possess positive health effects to host organisms including having 

anti-carcinogenic functions, yet their exact mechanisms how they possess anti-carcinogenic activities 

are still under investigation. Another group of functional foods is plant-based phenolic compounds. 

They also have potential to possess anti-carcinogenic activities. Among them, oleuropein is very 

interesting and well-known phenolic compound naturally present in olive fruits and olive oil. As the 

phenolic compounds and probiotic bacteria can be present at the same time in human gastrointestinal 

tract, this study aims to investigate the in vitro cytotoxic effects of Lactobacillus acidophilus LA-5 (LA-

5) and Lactobacillus rhamnosus GG (GG) grown in the presence of oleuropein on human prostate 

cancer cell line. For this, oleuropein was added to media of these bacteria and effects of cell-free 

supernatants of these combinations (phenolic+probiotic) on cytotoxicity of prostate cancer cell line PC-3 
were investigated using MTT Method.  Different concentrations of oleuropein were added to bacterial 

cultures and oleuropein added to the growth medium of LA-5 had additional effects on the cytotoxicity 

of cell-free supernatants of this bacterium. However, addition of oleuropein to the growth medium of 

GG did not show significant changes on the cytotoxicity of cell-free supernatants of this bacterium.  

Thus, the results indicate that new combinations of functional foods have potential to formulate new 

nutraceuticals.  

Keywords:  Cytotoxicity, MTT Assay, Phenolic compounds, Probiotics, Prostate Cancer, 

Oleuropein. 
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and multiply. Adherence to the cell wall in the intestine 

is an important feature for colonization in the digestion 

[5]. L. acidophilus can be found in more parts of the 

intestine compared to other bacteria [6]. 

 

Another group of functional foods is plant-based 
phenolic compounds. Humans have been using extracts 

of olive leafs for medicinal purposes for centuries [7]. 

As a traditional ‘Mediterranean Diet’, olive and olive oil 

are the most famous and popular diet components [7]. 

Olive leaf extracts, olive fruits, and olive oil contain 

tocopherols, carotenoids, phospholipids, and phenolic   

compounds. Oleuropein is considered as main 

ingredient in olive tree and in all other constituent parts 

of the fruit (peel, pulp, and seed) [8]. It is one of the 

secoiridoids, a specific group of coumarin-like 

compounds [7]. It is a glycosylated compound, 
produced in secondary metabolisms of the plants 

(Figure 1) [9]. It reaches more than 140 mg/g in dried 

immature olives and reaches 60-90 mg per g of dried 

leaves [9]. It is a very intensively studied phytochemical 

for its health benefits and for its medicinal usage [7]. 

Although most of the studies related with oleuropein 

and its health effects have been performed in vitro, 

some human and animal trials used ‘Mediterranean diet’ 

to show its effects on the health. Anti-oxidant tests 

showed that oleuropein potentially inhibits oxidation of 

low-density lipoproteins induced by copper sulfate [10], 

to scavenge nitric oxide [11] and the free radical 1,1-
diphenyl-2-picrylhy-drazyl  (DPPH) [12]. Furthermore, 

oleuropein has a strong anti-microbial activities against 

different microorganisms, including Gram(+) and 

Gram(-) bacteria, and mycoplasma [13–15]. Using 

different cancer cell lines, oleuropein showed anti-

carcinogenic activities. Oleuropein and its aglycone 

inhibited in vitro growth of glioblastoma, 

erythroleukemia, renal cell adenocarcinoma, malignant 

melanoma of the skin-lymph node metastasis,ductal 

carcinoma of the breast pleural effusion, colorectal 

adenocarcinoma, and breast cancer [16, 17].  
 

 
 

Figure 1. Chemical structure of oleuropein.  

 

This study aimed to reveal the in vitro cytotoxic effects 

of probiotic-oleuropein combination on PC-3, a prostate 

cancer cell line. Thus, different concentrations of 

oleuropein were added to bacterial cultures and it was 

observed whether these concentrations showed any 

inhibition on L. acidophilus LA-5 (LA-5) or                  
L. rhamnosus GG (GG). Then, cell-free supernatants of 

the probiotic bacteria grown on the presence of 

oleuropein were used to investigate its cytotoxic activity 

on PC-3 cell line. 

 

2. Materials and Methods 

2.1. Growth of probiotic bacteria in the presence of 

Oleuropein  

 

Lactobacillus acidophilus LA-5 and Lactobacillus 

rhamnosus GG, which are kind gifts of Chr. Hansen, 
Turkey, were grown in Man, Rogosa and Sharpe (MRS) 

medium without shaking, at 37ºC [18]. The bacteria 

were divided into groups and treated with oleuropein. 

Oleuropein was not added to the control group (MRS 

only), and 50-250 µg/mL oleuropein was added to the 

treated groups in MRS medium. Bacteria were sub-

cultured three times before the experiments. 

 

2.2. Cell Culture  

 

In the present study, androgen receptor negative human 

prostate cancer cell line PC-3 was used to investigate 
the effects of probiotics grown in the presence of 

oleuropein. Cells were grown in RPMI-1640 medium 

(containing %10 FBS, 0.1 mg/mL streptomycin, and 

100 U/mL penicillin) in 75 cm2 culture flasks in a 

humidified CO2 incubator (%5 CO2 + %95 O2 at 37°C). 

3-(4,5-dimetiltiazol–2-il)-diphenyl tetrazolium bromide 

assay (MTT Assay) was used to investigate the effects 

of cell-free supernatants of probiotics grown in the 

presence of oleuropein on prostate cancer cells [19].  

 

2.3. MTT Method for Cytotoxic Investigation 

 

PC-3 cells were seeded into 96-well plates (15x103 

cells/well). The cells were treated with 10 times and 50 

times diluted cell-free supernatants of probiotics grown 

with oleuropein (250 µg/mL) for 24 h at 37°C. 0.5 

mg/mL MTT working solutions in sterile PBS, were 

added to each well, followed by incubation for 24 h 

(37°C). Then, excessive MTT was removed, washed 

with PBS, solubilized with DMSO, and OD at 550 nm 

was read with ELISA reader. Cell-free supernatants of 

probiotics grown without oleuropein were taken as 
control, while the absorbance of the cells treated with 

MRS medium without any growth diluted with RPMI-

1640 was taken 100% cell viability [20]. The cell 

viabilities were determined by absorbance obtained 

from treated wells proportioned to the control 

absorbance values.  
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2.4. Statistical Analysis 

 

Each experiment was conducted as at least three 

biological replicates and three technical replicates. All 

data were represented as mean ± S.D. Student’s t-test 

was used to evaluate the significance in differences 
between treated and control groups. The significant 

differences were accepted when p<0.05.  

 

3. Results and Discussion 

 

Three different concentrations (50, 100, and 250 

µg/mL) of oleuropein were used in the growth cultures 

of probiotic bacteria L. acidophilus LA-5 and L. 

rhamnosus GG and their effects on growth, surface 

hydrophobicity, and auto-aggregation properties of the 

bacteria were evaluated previously [21]. None of the 
oleuropein concentrations inhibited the growth of the 

bacteria. This indicates that even though oleuropein has 

significant inhibitory effects on pathogenic bacteria, it 

does not affect the probiotic growth, thus it has a 

potential to selectively inhibit the bacteria, making a 

good candidate for new formulations of functional 

foods, as well as to further study the interactions 

between oleuropein and probiotics [13, 14].  

 

We previously showed that the surface hydrophobicity 

of LA-5 was significantly reduced (p <0.05) at 50 

µg/mL concentration of oleuropein and increased at 100 
µg/mL concentration [21]. In contrast, at only 100 

µg/mL, it (p <0.05) decreased the surface 

hydrophobicity of GG bacteria compared to the control 

group. Bacterial surface hydrophobicity (i.e. adhesion to 

hydrophobic solvents) is an important feature for 

bacteria to retain in the gastrointestinal tract [22]. This 

is one of the factors providing better adhesion of 

probiotic bacteria to the mucosa. In the present study, it 

was found that oleuropein reduced or increased the 

surface hydrophobicity of LA-5 depending on the dose. 

Increased cell surface hydrophobicity at a concentration 
of 100 µg/mL may enable these bacteria to colonize the 

intestinal tract better to demonstrate their probiotic 

activity. Furthermore, although it is undesirable that the 

surface hydrophobicity of GG bacteria is reduced at the 

same concentration, other factors are important for the 

attachment of bacteria to the mucosa [23]. 

 

Auto-aggregation results showed there is statistically 

significant (p <0.05) decrease in aggregation of LA-5 

bacteria at only 50 µg/mL concentration of oleuropein 

[21]. Bacterial aggregation is defined as the clustering 
of bacteria by adhering to each other [24]. The high 

amount of auto-aggregation may lead to better adhesion 

[25]. However, other factors that play a role in adhesion 

to the mucosa are proteins in the surface layer of 

bacteria, particularly S-layer proteins [26]. In this 

respect, the effects of oleuropein on mucosal adhesion 

of probiotic bacteria and also on surface proteins should 

be examined.  

 

Prostate cancer is a leading health problem within the 

male individuals and has a high death rate [27]–[29]. 

Table 1 shows cell-free supernatants of probiotics 
possess in vitro cytotoxic activities against human 

prostate cell line PC-3.  

 

When LA-5 grown without oleuropein, its cell free 

supernatant had no significant cytotoxic effects; 

however, when oleuropein added to the growth medium, 

the supernatant significantly (p<0.05) lowered the cell 

viability (Table 1). On the other hand, we wanted to 

show whether oleuropein itself has a cytotoxic effect, 

the results indicated that oleuropein does not possess 

any significant alteration on the cell viability. This 
indicates that LA-5 may metabolize oleuropein so that 

the metabolite can further lowered the cell viability. It is 

known that when oleuropein metabolized, 

hydroxytyrosol can be produced and hydroxytyrosol has 

anti-tumorigenic activities [30]. The metabolite of 

oleuropein, hydroxytyrosol, has been found to lower the 

viability PC-3 cells [31]. Once PC-3 cells were treated 

with hydroxytyrosol (80 μmol/L), it enhanced 

superoxide level and apoptotic cell death was induced 

[31]. It also showed a dose-dependent proliferation 

inhibition of prostate cancer cells (LNCaP and C4-2), 

by inducing G1/S cell cycle arrest, inhibiting cyclins 
cdk2/4 and D1/E, as well as inducing p21/p27 [32].  

Cell-free supernatants of GG showed very high 

inhibition of PC-3 cell viability (p<0.05). There was no 

additional effect when oleuropein added to the growth 

medium.  

 

Cytotoxicity results indicate that beneficial interactions 

between oleuropein and L. acidophilus LA-5 have been 

observed, thus when oleuropein is ingested through the 

diet, it is possible to be metabolized by L. acidophilus 

into more bioactive compounds. Or, new formulations 
including oleuropein and L. acidophilus can be more 

beneficial when compared to either bacteria or phenolic 

compound alone.  

 

Natural compounds are of paramount importance as 

alternative drug investigations are gaining attention. 

Studies have showed that either plant extracts or pure 

compounds could be potential candidates for the 

development of novel therapeutic anticancer compounds 

[16, 17, 33-35]. Furthermore, lactic acid bacteria are 

known to be effective against cancer cells in vitro [20]. 
However, combination of two potential therapeutic 

agents (i.e. phenolics and probiotics) could be more 

effective as bacteria can modulate the bio-active 

compounds, as well bio-active compounds can modulate 

the probiotics, which has been shown in the present 

study. 
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Table 1. Cytotoxic effects of cell-free supernatants of 

probiotics grown with oleuropein (250 µg/mL) on 

prostate cancer PC-3 cells. The values are the mean of 

three biological replicates, given with standard 

deviation in parenthesis.  

 

L. acidophilus LA-5 
Relative Viability 

Percentage (S.D.) 

1/10 Diluted Medium 

Control 
100 (9.06) 

1/10 Diluted Control 

(without oleuropein) 
87.32 (34.27) 

1/10 Diluted Supernatant 57.14 (29.41) a, b 

1/50 Diluted Medium 

Control  
100 (8.99) 

1/50 Diluted Control 

(without oleuropein) 
93.80 (6.86) 

1/50 Diluted Supernatant 86.66 (7.40) a, b 

L. rhamnosus GG 
Relative Viability 

Percentage (S.D.) 

1/10 Diluted Medium 

Control  
100 (9.06) 

1/10 Diluted Control 
(without oleuropein) 

5.16 (0.92) a 

1/10 Diluted Supernatant 5.54 (1.60) a 

1/50 Diluted Medium 

Control 
100 (8.99)  

1/50 Diluted Control 

(without oleuropein) 
83.96 (10.57) a 

1/50 Diluted Supernatant 75.11 (18.65) a 

Oleuropein (250 µg/mL) 
Relative Viability 

Percentage (S.D.) 

1/10 Diluted 96.88 (4.82) 

1/50 Diluted 95.57 (3.11) 
a Statistically significant (p<0.05) when compared to 
Medium Control. 
b Statistically significant (p<0.05) when compared to 

Control (without oleuropein). 

 

4. Conclusion 

 

The present study aimed to gain insight into in vitro 

cytotoxic activities of combination of oleuropein and 

probiotic bacteria against prostate cancer cells. 

Oleuropein has dose-dependent effects on probiotic 

properties like auto-aggregation and surface 

hydrophobicity, as well the combination may show 

additional inhibitory activities against prostate cancer 

cells.   

 
In conclusion, oleuropein and probiotic bacteria have 

the potential to increase the benefits of each other 

through a synbiotic interaction. 
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1. Introduction 

 

Ninhydrin has proven itself as an important analytical 

tool in the fields of Chemistry, Biochemistry, and 

Forensic Sciences since its discovery in 1910 [1]. 

Ninhydrin is often used in the analysis of amino acids, 

peptides, and proteins. In 1954, it was found to be an 

important reagent for fingerprint identification on 

porous surfaces. Ninhydrin [2], discovered by 

Ruhemann by chance, reacts with amines and amino 

acids to form the colorful compound known by the 

specific name Ruhemann's purple [3,4]. Ninhydrin 

analogs are used to obtain a highly effective amino acid 

reagent in forensic and analytical applications. A large 

number of ninhydrin analogs have been synthesized 

through the extension of the conjugated system, 

insertion of various substituents, and improvements to 

have a fluorescence effect. These analogs usually 

involve oxidation of 1-indanone or 1,3-indandions [5]. 

1,3-indandione and its derivatives used as the starting 

reagent for the synthesis of many important compounds 

is used in many fields of science and technology, such 

as drug synthesis [6], forensic chemistry for fingerprint 

detection [7], dyes and pigments [8-10], semi- and 

photo-conductors [11], and synthesis of non-linear 

optical materials [12]. Furthermore, the synthesis of 

different derivatives, the preparation of complexes, the 

examination of their theoretical properties, as well as, 

the investigation of their antimicrobial effects have 

taken place in the literature [13-18]. Although the [5,5'-

Biindandion]-1,1',3,3'-tetron, a bisindandione 

compound, was first synthesized by Ozolina and Neilina 

in 1971, no another study on this compound has been 

encountered in the literature [19].  

 

Azo dye is a large π conjugated molecular system. Azo 

dye molecules, electron-giving (D), and electron-

accepting groups (A) are bound by a π conjugate binder 

(D-π-A molecular structure). Azo dyes with D-π-A 

chromosphere system have large π systems located 

along with the azo bonding between the receiver and 

donor units. Azo dyes are a class of colorants that are 

widely used in many areas, from textiles to non-textile 

applications [20,21]. Numerous studies have been 

reported that they are used in various fields such as 

dyeing textile fibres, coloring various materials, colored 

plastics and polymers, biological-medical studies and 

advanced applications in organic synthesis [22-28]. 

 

In this study, 3,3',4,4'-biphenyltetracarboxylic acid 

tetramethyl ester was synthesized by reacting with 

methanol and 3,3',4,4'-biphenyltetracarboxylic 

dianhydride in the acidic medium. This compound was 

reacted with freshly prepared sodium sand and ethyl 

acetate and a compound of [5,5'-biindane]-1,1',3,3'-

tetrone was obtained. Subsequently, using aniline as a 

Abstract 
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diazonium component, a new disperse azo dye, 2,2'-

bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone compound 

was obtained via diazonium bonding reaction (Figure 

1). The structure of the compound was illuminated by 

determining its characterization. Experimental findings 

were compared with theoretical results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Synthesis of 2,2'-bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone. 

 

2. Experimental 

2.1. Materials and Methods 

 

3,3',4,4'-Biphenyltetracarboxylic dianhydride (1, 97%, 

Sigma-Aldrich), sodium (99.9%, Sigma-Aldrich), p-

xylene (≥99%, Sigma-Aldrich), sodium nitrite (≥97%, 

Sigma-Aldrich), sodium hydroxide (≥98%, Sigma), 

methanol (≥99.9%, Sigma-Aldrich), ethyl acetate 

(99.8%, Sigma-Aldrich), aniline (≥99.5%, Sigma-

Aldrich) and ethanol (≥99.8%, Sigma-Aldrich) were 

used as received without further purification. Infrared 

spectra were recorded using KBr in the Mattson 1000 

Fourier Transform Infrared (FTIR) spectroscopy. 

Bruker Spectrospin Avance DTX 400 Ultra-Shield was 

used in DMSO-d6 for proton nuclear magnetic 

resonance (1H NMR) spectrometry, and Agilent 1100 

MSD was used for mass spectrometry (MS). The 

ultraviolet-visible (UV-Vis) absorption spectra were 

measured on a Unicam UV2-100 spectrophotometer at 

the wavelength of maximum absorption in a range of 

solvents, including DMSO, DMF, methanol, 

acetonitrile, acetic acid and chloroform. 

 

2.2. Synthesis 

2.2.1. Synthesis of tetramethyl ester of 3,3',4,4'-

biphenyltetracarboxyl acid (2) 

 

3,3',4,4'-Biphenyltetracarboxylic dianhydride (1) (0.02 

mol, 5.88 g) was taken into a 250 mL volumetric flask 

and heated under a condenser after 50 mL methanol 

added. At the end of 1 hour, the product, followed by 

thin-layer chromatography, was cooled at room 

temperature and 5 mL of the prepared with methanol 

was added with the help of separating funnel. The 

product was heated again for 4 hours under the 

condenser. At the end of the reaction, the product was 

cooled and poured into ice water. It was filtered and 

dried. It was purified by column chromatography using 

chloroform as eluent. Yield 80%, mp 95-97 C.  

 

2.2.2. Synthesis of [5,5'-biindane]-1,1',3,3'-tetron (3) 
 

Sodium metal (1.22 g, 0.053 mol) was taken into a 

volumetric flask. It was heated under condenser in dry 

p-xylene. The sodium was melted and cooled. It was 

shaken to make sodium sand completely. Freshly 

prepared sodium sand was taken into a 250 mL 

volumetric flask. Then, 2 (0.013 mol, 5.12 g), 30 mL of 

ethyl acetate and 1 mL of methanol were added the 

flask. The red-colored mixture was heated under the 

condenser for 8 hours. Dark yellow precipitates were 

observed to form during the reaction. Then, 5 mL of 

ethanol was added on it, and the product was filtered. 

Obtained diethyl 1,1',3,3'-tetraoxo-[5,5'-biindan]-2.2'-

dicarboxylate disodium salt was acidified with 10% 

H2SO4, cooled, filtered, and green-colored product was 

obtained. Yield 89%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Experimental FTIR spectrum of the 2,2'-

bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone. 
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2.2.3. Synthesis of 2,2'-Bis(phenylazo)-5,5'-biindane-

1,1',3,3'-tetrone (4) 
 

Aniline (2 eq, 0.004 mol, 0.37 g) was dissolved in 5 mL 

of deionized water. Then, 4 mL of 36% HCl solution 

was added and cooled with ice bath. Sodium nitrite (2 

eq, 0.004 mol, 0.28 g), which was dissolved in 5 mL of 

water, was added into the reaction mixture drop by 

drop. This prepared cold diazonium salt was added onto 

[5,5'-biindan]-1.1',3,3'-tetrone (3) (1 eq, 0.002 mol, 0.57 

g), which is dissolved in dilute NaOH solution. Then pH 

was set to 8-9. It was mixed for 3 hours at room 

temperature, acidified, filtered, and crystallized with 

dimethyl sulfoxide. Yield 81%, mp: 243C 

decomposition.  

 

2.3. Theoretical Calculations 

 

Density function theory calculations were performed 

using Gaussian 09W software [29], and molecular 

geometry was visualized with GaussView 5.0.9 [30]. 

The molecular structure of the 2,2'-bis(phenylazo)-5,5'-

biindane-1,1',3,3'-tetrone compound was calculated 

using the DFT/B3LYP [31] method and the 6-31g(d) 

basis set. With the resulting optimized structure, 

vibration frequencies were calculated using 

DFT/B3LYP method. 

 

 

 

 

 

Figure 3. Tautomers of 2,2'-bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone compound. 

 

3. Results and Discussion 

 

Synthesis of 2,2'-bis(phenylazo)-5,5'-biindane-1,1',3,3'-

tetrone was performed in three steps, and the products 

obtained in each step were purified, and their yield were 

calculated. In the last step, 89% yield was obtained from 

2,2'-bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone as a 

result of diazonium coupling reaction between [5,5'-

biindane]-1.1', 3,3'-tetrone and aniline. FTIR, 1H NMR, 

UV-Vis and MS were used for the characterization of 

the resulting 2,2'-bis(phenylazo)-5,5'-biindane-1,1',3,3'-

tetrone compound. 

 

 

Figure 4. Experimental 1H NMR spectrum of the 2,2'-bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone. 
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Figure 2 shows the FTIR spectra of 2,2'-bis(phenylazo)-

5,5'-biindane-1,1',3,3'-tetrone in the wavenumber region 

4000-525 cm-1. As seen, the absorption bands of azo 

dye appeared at around 3123, 1712 and 1660 cm-1 

corresponding to the aromatic C-H, C=O and C=N 

stretching, respectively. The azo dye was characterized 

by the presence of the absorption band at 1560-1480 

cm-1 assigned to N=N vibration [32]. At the same time, 

the presence of a weak band address to the N-H 

stretching at ~3200 cm-1 was determined. Azo dyes can 

be found in two possible tautomeric structures as azo 

and hydrazo (Figure 3). The bands of the N-H and C=N 

stretch observed at ~3200 and 1660 cm-1, and the peaks 

of the N=N stretch indicate that the hydrazo and azo 

tautomers of the structure are together. 

 

The 1H-NMR spectrum of the 2,2'-bis(phenylazo)-5,5'-

biindane-1,1',3,3'-tetrone in DMSO-d6 is given in Figure 

4. The aromatic protons were observed between 8.34 

and 7.22 ppm. Two protons for azo form were observed 

at 4.31 and 3.89 ppm. However, hydrazo forms had two 

protons (N-H), and they were observed at 13.3 ppm. 

This result confirmed the FTIR results. The azo/hydrazo 

ratio was calculated by integrating the peak ratio of the 

characteristic chemical shifts () corresponding to the 

azo and hydrazo by using the MestReNova v12.0.3. The 

integration of the characteristic peaks associated with 

azo (4.31-3.89 ppm) and hydrazo (13.3 ppm) were used 

to make the calculations. The molar ratio of azo/hydrazo 

was found to be 0.86. It was concluded that the hydrazo 

form is dominant for the 2,2'-bis(phenylazo)-5,5'-

biindane-1,1',3,3'-tetrone. The mass of the 2,2'-

bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone compound 

(C30H18N4O4 m/z) was determined to be 498.40. The 

result is compatible with the theoretical (498.13) data. 

 

 

Figure 5. Absorption spectra of 2,2'-bis(phenylazo)-

5,5'-biindane-1,1',3,3'-tetrone in various solvents. 

 

The UV-Vis absorption spectra of the 2,2'-

bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone were re- 

corded between 300-700 nm using a variety of solvents, 

and the results are shown in Figure 5. The absorption 

maxima of the dye were found to be independent of the 

solution phase and did not correlate with the dielectric 

constants of the solvents. 2,2'-Bis(phenylazo)-5,5'-

biindane-1,1',3,3'-tetrone showed absorption maxima at 

445 nm in DMSO, 441 nm in DMF, 433 nm in 

acetonitrile, 433 nm in methanol, 434 nm in acetic acid, 

and 445 nm in chloroform. There were no significant 

differences observed for absorption maxima. On the 

other hand, 2,2'-bis(phenylazo)-5,5'-biindane-1,1',3,3'-

tetrone showed a maxima absorption peak with a 

shoulder in all solvents. It suggests that 2,2'-

bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone could be 

found in two tautomers. This result confirmed FTIR and 
1H-NMR results. 

 

 

Figure 6. Optimized structures of azo and hydrazo forms of 2,2'-bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone. 
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Table 1. The total energies calculated for the azo and 

hydrazo structures of the 2,2'-bis(phenylazo)-5,5'-

biindane-1,1',3,3'-tetrone (E).  

Tautomer Total energy (a.u.) 

Azo -1673.84466610 

Hydrazo -1673.90499867 

 

As mentioned above, azo dyes can be found in two 

possible tautomeric structures as azo and hydrazo. For 

both structures, the optimized structures obtained using 

the DFT/B3LYP method and the 6-31g(d) basis set are 

given in Figure 6. The total energies of azo and hydrazo 

structures were calculated using optimized structures 

and given in Table 1. When the calculated total energies 

were examined, it was determined that the hydrazo form 

for the compound 2,2'-bis(phenylazo)-5,5'-biindane-

1,1',3,3'-tetrone was more stable. When the two 

tautomeric structures were examined, they were 

determined to be longer than the theoretical value 

(1.252 Å [33]) of diazene (HN=NH) bond length. The 

N=N bond length of azo form was determined to be 

1.40 Å due to steric effects, while to be 1.2529 Å in the 

hydrazo structure. 

 

Figure 7. Theoretical FTIR spectra of 2,2'-

bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone 

compound. 

 

The stable form of hydrazo was used in the calculation 

of the vibrational frequencies of the synthesized 

compound. Figure 7 contains the theoretical FTIR 

spectra for both tautomers of the 2,2'-bis(phenylazo)-

5,5'-biindane-1,1',3,3'-tetrone compound. The 

wavenumbers calculated for the groups of -N-H and 

C=O were determined as 3368 cm-1 and 1810-1738 cm-

1, respectively. Compared to theoretical results, it shows 

that experimental results shift to a lower wavenumber of 

about 50-100 cm-1. This lower shift makes it clear that 

strong hydrogen bonds are formed between the -N-H 

and C=O groups [22]. However, when the FTIR 

spectrum of azo form was examined, the characteristic 

band of N=N group was observed at 1588 cm-1.  

 

Table 2. Theoretical 1H NMR data of azo and hydrazo 

forms of 2,2'-Bis(fenilazo)-5,5'-biindan-1,1',3,3'-tetrone. 

 

Protons 

Tautomer 

Azo (ppm) Hydrazo (ppm) 

H1Hydrazo - 15.0059 

H2Hydrazo - 14.9247 

H3 8.9224 8.2765 

H4 8.9106 8.2577 

H5 8.8158 8.2531 

H6 8.8050 8.2373 

H7 8.7376 8.1791 

H8 8.7333 8.1774 

H9 8.1367 8.0855 

H10 8.1311 8.0682 

H11 8.1023 8.0638 

H12 8.0570 8.0583 

H13 8.0432 8.0571 

H14 8.0158 8.0444 

H15 7.9681 8.0250 

H16 7.8655 8.0231 

H17 7.8583 8.0205 

H18 7.6393 8.0108 

H1Azo 5.9705 - 

H2Azo 5.5374 - 

 

However, no bands were identified resulting from -N-H 

stretch. 1H NMR spectra were obtained using the 

Gauge-including atomic orbital (GIAO) method given 

in Figure 6 for both optimized structures. Aromatic 

protons were observed between 8.3-7.0 ppm for both 

tautomers. Chemical shift values of protons in the ring 

to which carbonyl groups are attached in the azo 
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structure were calculated as 6.0-5.5 ppm. Protons 

belonging to hydrazo form (N-H) were observed in the 

range of 15.0-14.9 ppm, but no peak was observed in 

this region in the azo form. Theoretical 1H NMR data 

for azo and hydrazo structures are given in Table 2. 

 

4. Conclusion 

 

In this study, synthesis and characterization of 2,2'-

bis(phenylazo)-5,5'-biindane-1,1',3,3'-tetrone, a new 

bisindandione derivative, were performed. First, the 

compound 2 was obtained as a result of the reaction of 

the compound 1 with methanol in acidic medium, then, 

followed by the reaction with freshly prepared sodium 

sand and ethylacetate, compound 3 was obtained. At the 

last step, the synthesis of azo dye (4) was synthesized 

with 81% yield via a coupling reaction. The synthesized 

compound was characterized by FTIR, 1H NMR, UV-

Vis and MS. As a result of experimental and theoretical 

studies, it was determined that the hydrazo form of 

bisindandione derivatives was more stable than the azo 

form. 

 

Acknowledgement 

 

This work was supported in part by the Scientific 

Research Projects Coordination Unit of Amasya 

University (Project # FMB-BAP 14-089).  

 

References 

 
1. Joullié, MM, Thompson, TR, Nemeroff NH. 1991. Ninhydrin and 

ninhydrin analogs. Syntheses and applications. Tetrahedron; 47 
(42): 8791-8830. 

2. Ruhemann, S. 1996. CXXXII.-Cyclic di- and tri-ketones. Journal 
of the Chemical Society Transactions; 97: 1438-1449. 

3. Khan, Z, Rafiquee, ZA, Khan, AA. 1996. Effect of Temperature, 
pH, Hydrindantin, Ascorbic Acid and Organic Solvents in the 

Colorimetric Estimation of a-Amino Acids with Ninhydrin. 
Journal of the Indian Chemical Society; 73 (6): 305-306. 
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1. Introduction 

 

In many fields of engineering, it is very crucial to 

analyze an incompressible viscous fluid. These fluids 

generally have been occurred in nonparallel walls. 

Additionally, liquids through convergent-divergent 

channels are one of the most applicable cases in fluid 

mechanics. All these afore mentioned models have been 

criticized in civil, electronic and ocean engineering 

problems [1]. Besides all of that, one needs to model all 
these types of equations to handle the mathematical 

cases and correspondingly the real phenomena of the 

physical situations. The mathematical analysis of that 

problem was also extensively studied by two successful 

researchers Jeffery and Hamel (J-H) in 1916 [2,3]. On 

the other hand, the term of magnetohydrodynamic 

(MHD) was first used in 1970 [4]. Additionally, the 

aforementioned J-H flows are an exact similarity 

solution of the Navier and Stokes equations. Especially, 

these equations appear in the special case of two-

dimensional (2-D) flow through a channel with inclined 
plane walls. These walls have been considered as 

meeting at a vertex with a source. Or it can be sink at 

the vertex [5]. Many researchers have studied to get 

approximate solutions to this flow problem. Most of 

them encounters with the highly difficult nonlinear 

terms and nonhomogeneous power terms. In order to get 

well-enough solutions, they use numerical techniques 

[1-4]. 

 

It is well known that there are many linear and nonlinear 

differential equations which are used in the study of 

several fields for example engineering, chemistry, 

physics, etc. The solutions of these equations can 

provide more information about the described process. 

However, because of the complexity of the nonlinear 

differential equations such as Jeffery-Hamel flows and 

other fluid problems, it is complicated to get the exact 

solutions. Therefore, a broad class of semi -analytical 

and analytical techniques have been proposed to solve 
these types of equations such as variational iteration 

method (VIM) [6], Adomian decomposition method 

(ADM) [7]. Besides these semi-analytical methods there 

are some semi-numerical techniques such as homotopy 

analysis method (HAM) [8], optimal homotopy 

asymptotic method [9]. Pandır has used generalized F 

expansion method for solving to Sine-Gordon equation 

[10]. Sezer et al. have implemented many kinds of 

collocation methods in their papers [11-12]. Inan has 

implemented exponential finite difference technique to 

nonlinear equations [13]. Lie symmetry is applied to 
handle ordinary differential equations [14]. In addition 

to these techniques, the well-known perturbation 

method has been recently used to construct the 

perturbation iteration method. This new effective 

technique has been used to solve some strongly 

nonlinear systems and yields better results than many 

other methods in literature [15-19]. Besides all these, 

stability analysis of these methods is very crucial 

concept to understand the qualitative idea behind the 

Abstract 

In this study, we use iterative perturbation technique for struggling MHD Jeffery-Hamel flow 

problem for some special values of Re and Ha numbers.  This problem aroused from the classical 

work by Navier and Stokes and their equations. We exploit Maxwell’s electromagnetism governing 

equations via reducing them to nonlinear differential equations to reform the main problem. After 

simplifying the well-known equation, we get a basic problem and we can readily investigate the 

emerged problem.  In order to check the power of the technique, we prove that the results are well 

agreed with the numerical solutions. The present graphics prove that perturbation iteration technique 

has high accuracy for different α, Ha and Re numbers. 
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methods. Therefore, many papers are devoted analyzing 

uniform continuity, convergence and stability analysis 

for all these types of techniques [20].  

 

Geometrical analysis for many real word phenomena is 

also very important such as in fluid dynamics. For 

instance, null quaternionic rectifying curves and null 

quaternionic similar curves in special Minkowski space 

has been discussed by Kahraman in 2018 [21]. He also 
studied null quaternionic slant helices in Minkowski 

Spaces in 2019 [22]. In 2004, Hopkins et. al have 

investigated the effects of arterial geometry on 

aneurysm growth as three-dimensional computational 

fluid dynamics study [23]. Besides all that, approximate 

solutions for MHD squeezing fluid flow has been 

obtained by Akgül [24]. Reproducing kernel Hilbert 

space method based on reproducing kernel functions for 

investigating boundary layer flow of a Powell–Eyring 

non-Newtonian fluid has been also used by same author 

[25]. Solitary wave solutions of time–space nonlinear 
fractional Schrödinger’s equation has been analyzed via 

two analytical approaches in [26]. Akgül has also 

published a paper about fluid equations including 

reproducing kernel Hilbert space method to solve MHD 

Jeffery-Hamel flows problem in nonparallel walls [26, 

27].   

 

2.  Mathematical Formulation of Jeffery-Hamel 

Flow 

 

In this part of the paper, we analyze the analytical plan 
with the help of fluid flow equation problems. They 

have been reviewed by many scientists in the literature 

[1-5]. We take the immovable and fixed two-

dimensional (2-D) flow. Of course, these flows have 

been existed with incompressible conducting viscous 

fluid. These fluids arise from a source or sink. We also 

suppose that these phenomena occur at the intersection 

between two rigid plane walls. The angle between these 

walls are taken as 2α. The rigid walls are taken to be 

divergent if α > 0. Reversely, convergent if α < 0. We 

now imagine that the velocity is only along the radial 

direction and depends on r and θ so that v = (u(r; θ); 0). 
Using continuity and the Navier-Stokes equations in 

polar coordinates, 

 

                         ( ( , )) 0,ru r
r r








            (2.1) 

 

 
2

2

2

0

2

( , )
( , ) 1

( , ) ( , )

( , )

u r
u r P

u r u r
r p r

r

B
u r

r




  






 
     

   
  



 

2

2

2

2 2 2

2

0

2

( , ) 1 ( , )

1

1 ( , ) ( , )

( , ),

u r u r

P r r r

p r u r u r

r r

B
u r

r

 


 








  
   

   
  

   



            (2.2)   

               
2

1 2 ( , )
0

P u r

r r

 

  

 
  

 
.       (2.3) 

 

Here P denotes the fluid pressure. The constant 0B

represents the electromagnetic induction and σ symbols 

the conductivity of the fluid. As in many papers, ρ   

denotes the fluid density. Finally, ν shows the 

coefficient of kinematic viscosity. The continuity Eq. 

(1) implies that 
 

 ( )
( , )

f
u r

r


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For simplification, we can use the following 

dimensionless parameters, 

                            

( )
( )   where  

max

f
D x x

f

 


                   (2.5) 

 

and eliminating P between Eqs. (2.2) and (2.3), we 

obtain an ordinary differential equation for the 

normalized function profile  D x  : 
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or equivalently  

 
22 (4 ) 0D ReDD Ha D                   (2.7) 

 

Since one has a symmetric geometry here, we can take 

the boundary conditions as follows 

  

(0) 1,   (0) 0,   (1) 0.D D D                  (2.8) 

 

3. A Short Description of the Perturbation Iteration 

Method 

 

In this section, we give a short description of the 

perturbation iteration technique. For much more 

information, we refer to the papers [16-18].  This 

technique was firstly introduced by Pakdemirli et al. and 

applied to many types of nonlinear problems [28-30]. 
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Many different kinds of ordinary and partial differential 

equations are solved by using perturbation iteration 

techniques and even fractional differential equations are 

also considered modified forms of this method [31-38]. 

 

Consider the following third order nonlinear differential 

equation: 

 , , , 0F D D D                 (3.1) 

 

where ( )D D x . Here  is  the perturbation 

parameter. To obtain perturbation iteration algorithms 

(PIA), we will use only one correction term from  
classical perturbation expanding as 

 

                         1n n c n
D D D                 (3.2) 

 

where  N 0n   and  c n
D  is the n th correction 

term of the iteration algorithm. Upon substitution of 

(3.2) into (3.1) then expanding it in a Taylor series with 

nth derivatives yields the PIA n ’s. With only first 

derivatives, we have PIA-1 as  

 

                   
( ) ( )

( ) 0

D c n D c n

D c n

F F D F D

F D F

 

 

 

 

 

  
         (3.3) 

 

where subscripts of F symbolize partial differentiation. 

Note here that all derivatives and functions are 

computed at 0  . We can now start to iterate. First 

of all, we require a trial function which is called 0D . 

This function  can be chosen judiciously according to 

the given described conditions. After this step,  
0cD is 

evaluated from the algorithms (3.3) with the help of 

0D  and recommended condition(s). After this step, the 

first approximate PIM solution 1D  is obtained by using 

 
0cD and so on.  

 

4. Pim Solutions for Jeffery-Hamel Flow  

 

Let us now apply OPIM to Jeffery-Hamel flow. 

Artificial perturbation parameter is inserted to Eq. (2.7) 

as follows: 
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Using the Eqs. (3.2) and (3.3) and setting  1   we get 

the following perturbation iteration algorithm:  
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As a starting function we can use      

 

                    
2

0 1D x                                  (4.3) 

 

which satisfies the boundary conditions (2.8). 

Substituting 0D  into Eq. (4.2) gives a first-order   

problem:  
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By solving (4.4), first correction term is obtained as: 
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Thus, the first approximate solution is 
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Proceeding as mentioned in previous section, one can 

get second order solution and so on.         

 

Higher order iterations can be reached in a similar 

manner. Manifestly, the more iterations, the more 

approximate solution becomes more sophisticated, 

which wants powerful computer programs. We use 

Mathematica 9.0 to handle the complex computations 

throughout this study. 

 

In [5],  optimal homotopy asymptotic method is used to 

get the second order approximate solution for 

, 0
36

Ha


     and 50Re   .  

 

In the following plots and tables, a comparison of the 

OHAM, PIM and the numerical results is shown. It is 

also clear from figure 4.1 and tables that PIM solutions 
are better than those of OHAM solutions. Figures 4.2 - 

4.3 show the magnetic field effect on the velocity 

profiles for convergent and divergent channels for some 

fixed Reynolds, Hartmann numbers with angels α’s.  
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Table 1. Absolute errors for sixth order PIM solutions for different Reynolds and Hartmann numbers. 

x                      Re= 175, Ha=5                   Re=200, Ha=5              Re=50, Ha= 10                  Re=50, Ha=20 

0.1                     
63.124 10                  

74.632 10                 
57.111 10                    

52.044 10  

0.2                     
68.052 10                  

71.057 10                 
58.041 10                    

56.034 10  

0.3                      
78.711 10                  

71.086 10                 
62.222 10                    

64.706 10  

0.4                     
85.011 10                  

72.997 10                 
66.411 10                    

67.055 10  

0.5                     
62.058 10                  

75.088 10                 
66.520 10                    

63.524 10  

0.6                      
72.779 10                

62.410 10                 
56.030 10                    

54.001 10  

0.7                     
63.087 10                  

65.085 10                 
61.005 10                    

53.041 10  

0.8                     
73.045 10                  

66.047 10                 
58.006 10                    

57.770 10  

0.9                     
64.056 10                  

68.047 10                 
59.056 10                    

59.055 10  

 

 

Table 2. Absolute errors for sixth order OHAM solutions for different Reynolds and Hartmann numbers. 

x                      Re= 175, Ha=5                   Re=200, Ha=5              Re=50, Ha= 10                  Re=50, Ha=20 

0.1                     
55.004 10                  

41.018 10                 
45.032 10                    

42.005 10  

0.2                     
42.067 10                  

69.044 10                 
44.502 10                    

45.660 10  

0.3                      
68.046 10                  

64.222 10                 
55.177 10                    

69.995 10  

0.4                     
61.110 10                  

65.002 10                 
59.025 10                    

69.755 10  

0.5                     
68.096 10                  

69.023 10                 
55.023 10                    

51.067 10  

0.6                      
61.009 10                

52.055 10                 
65.023 10                    

45.905 10  

0.7                     
59.066 10                  

67.502 10                 
36.024 10                    

31.010 10  

0.8                     
64.068 10                  

65.065 10                 
42.014 10                    

46.012 10  

0.9                     
79.098 10                  

62.023 10                 
45.014 10                    

47.463 10  

 

5. Conclusion and Results 

 

In this study, we implement perturbation iteration 

method to find the approximate solutions of nonlinear 

differential equation governing Jeffery-Hamel flow. Our 

results clearly demonstrate that PIM can solve nonlinear 

problems with successive rapidly convergent 

approximations without any restrictive assumptions or 

transformations causing changes in the physical 

definition of the considered problem. One of the 

fundamental advantages of this method is to be 
applicable directly to the nonlinear terms. Also, 

resulting equations can also be solved by using simple 

analytical methods. We also make a comparison with 

the OHAM solution and see that PIM is more useful 

because it reduces the size of calculations and also its 

iterations are direct and straightforward. The figures and 

tables also reveal that new solutions agree very well 

with the numerical solutions obtained from 

Mathematica 9.0. Finally, we can say that PIM can be 

safely used to handle fluid mechanics and other 

problems in engineering. 
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1. Introduction 

 

Ionic liquids (ILs) are salts which are created by 

combination of different type of cations, e.g., 

imidazolium, pyrrolidine pyridiniums, phosphonium, 

sulfonium, ammonium and anions e.g., halides 

(chloride, bromide, iodide), hexafluorophosphate, 
tetrafluoroborate, tosylated alkyl sulfates derivatives, 

thiocyanate, etc. They have good physical (melting 

point, boiling point, density, and viscosity…etc) and 

also chemical properties. ILs are thermally stable, non-

volatile, non-flammable and have low toxicity solvents. 

Their melting points are generally below 100ºC. Their 

physical and chemical properties and behaviors can be 

changeable according to selected cation and anion and 

these flexible features make them most preferred 

materials for scientific and industrial fields [1-7].  

 

ILs have wide application areas for different purposes. 
In geology, they have been used for extraction of some 

materials [8], In the textile industry, IL's have been 

preferable materials for some important textile 

processes and have been used successfully because of 

ecologically and industrial importance [9]. They are also 

important compounds for many fields of chemistry, 

such as biochemistry, electrochemistry, synthetic 

chemistry. The electrochemical deposition has been 

carried out successfully in IL's [10, 11]. They have been 

used in different types of batteries as electrolytes (solar 

cells, Li-Ion batteries, etc.) [12, 13], in biological 
systems for enzyme extractions and biocatalytic 

reactions as solvents [14]. In the other study, ILs have 

been used as an additive for the preparation of oxygen 

sensing solid matrix [15].  

 

Ionic liquids have found attractive interest in the 

reactions as both solvent and also catalyst [16, 17, 18]. 

When IL's are used in reactions, the product isolation 

and setting up reactions are very easy and they take 
advantage in terms of recycling. They have perfect 

solubility for organic and inorganic materials. Laali's 

research group achieved great development by the use 

of ILs in synthetic chemistry. They used IL's as a 

solvent in different types of reactions (arylation, 

acylation, nitration, halogenation reactions …etc) and 

catalyst in metal-mediated bond-forming reactions.  The 

progress was summarized in Laali's review study [19].  

In the Welton's review study, it was also mentioned that 

ionic liquids were used for many synthesis and catalysis 

and green catalyst studies such as transition-Metal-

Mediated Catalysis, substitution reactions, diels-alder, 
alkylation reactions, etc.) [20]. 

 

IL’s are promising materials and synthesis of new 

derivatives and investigations on their properties is not 

enough yet. For this reason, synthesis and searching of 

properties of new IL's are crucial notably for their 

applications in different studies.    In this study, some 

novel ionic liquids compounds (Figure1) containing 

alkoxysilyl functional group with different aliphatic and 

aromatic groups have been synthesized and their 

structures were determined by FTIR and 1H and 13C 
NMR techniques and also their thermal properties were 

investigated. We preferred to study the synthesis of  

Abstract 
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green chemistry potential and superior properties. A series of some novel alkoxysilyl-functionalized 
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alkoxysilyl-functionalized ionic liquids because 

functionalized ionic liquids are important materials.  IL 

compounds can be designed for specific purposes 

through functional groups. For example alkoxysilyl 

groups provide easy binding of ionic liquids to the 

supporting materials. There are some examples of 

analogous of synthesized compounds [21-24], but these 

ionic liquid compounds will be presented for the first 

time in the literature. 
 

2. Materials and Methods 

 

1,4-Bis(bromomethyl)-2,3,5,6-tetramethyl benzene and 

pentamethylbenzyl bromide were synthesized according 

to the presented procedure in the literature [25-26], N-3-

(3-triethoxysilylpropyl)-4,5-dihydroimidazol was 

purchased from abcr. 1- Bromononane, diiodomethane, 

toluene were purchased from Sigma Aldrich. 

 
1H NMR and 13C NMR spectra were recorded at room 
temperature on a Varian Mercury AS 400 instrument at 

400 MHz (1H) and 100.56 MHz (13C) respectively. IR 

spectra were recorded on a Perkin Elmer-Spectrum 100 

series spectrophotometer preparing KBr pellets.  

Thermal stability tests of compounds were performed 

by using  Perkin Elmer Pyris 6 analyzer in the range 50-

950 ºC under nitrogen (flow rate: 20 cm3 / min) at a 

heating rate 20 ºC / min. 

 

2.1. Synthesis of Ionic Liquid Compounds 

2.1.1. Compound IL1 
 

1-Nonyl-3-(3-triethoxysilylpropyl)-4,5-dihydro 

imidazolium bromide 

Equal mole numbers of N-3-(3-triethoxysilylpropyl)-

4,5-dihydroimidazol and 1-bromononane were stirred in 

toluene at room temperature overnight. After that 

solvent and volatiles were evaporated from the resulting 

mixture under reduced pressure. Compound IL1 was 

purified by washing with hexane. The solid compound 

was recrystallized in ether and dichloromethane 

solution.  
 
Pale yellow solid; yield:  (98%). 1H NMR (400 MHz, 

CDCl3) δ (ppm) : 0.68 (m, 2H, CH2-CH2-Si), 0.82 (t, 

3H, J = 6.8 Hz, -CH2-CH3, ), 1.15-1.25 (m, 9H, CH3-

CH2-O + 8H, 4CH2 ), 1.60 (m, 2H, Si-CH2-CH2), 1.83 

(m, 2H, CH2), 2.22 (m, 2H, CH2), 3.13 (m, 2H, CH2),  

3.50 (m, 4H, Si-CH2-CH2-CH2-N, N-CH2-CH2-N-

nonyl), 3.61 (q, 6H, J = 6.8 Hz,  CH3-CH2-O,), 4.01 (m, 

4H, N-CH2-CH2---CH3, N-CH2-CH2--- CH3), 8.95 (s, 

1H, NCH-N). 13C NMR (100 MHz, CDCl3) δ (ppm): 
10.5, 14.0, 18.4, 21.2,  22.6,  26.5, 27.5, 29.2,  29.4, 

31.8, 48.4, 48.7, 50.2, 58.1, 157.6. FT-IR (KBr), (cm-1): 

3301, 2927, 2863, 1659, 1522, 1457, 1379, 1308, 1252, 

1199, 1134, 1030,  914, 790, 589. 

 

, 

 

2.1.2. Compound IL2 

 

1-(Pentamethybenzyl)-3-(triethoxysilylpropyl)-4,5-

dihydroimidazolium bromide 

Commercial N-3-(3-triethoxysilylpropyl)-4,5-

dihydroimidazol and pentamethylbenzyl bromide 

compound, synthesized according to the presented 

procedure [25-26], were refluxed in toluene for six 

hours. At the end of the reaction, mixture was cooled 
and solvent and volatiles were evaporated under 

reduced pressure. Synthesized solid compound was 

purified by washing with ether and recrystallized in 

ether and dichloromethane solution. 

 

White solid; yield: 99% 1H NMR (400 MHz, CDCl3) δ 

(ppm): 0.52 (t, 2H, J = 8.0 Hz, CH2-CH2-Si),  1.15 (m, 

9H, J = 8.0 Hz, CH3-CH2-O), 1.70 (m, 2H, Si-CH2-

CH2), 2.14-2.24 ( 6H, CH3C6H2, 6H,  m- CH3C6H2,  3H, 

p-CH3C6H2), 3.57 (t, 2H, J = 6.8 Hz, Si-CH2-CH2-CH2-

N), 3.73 (q, 6H, CH3-CH2-O), 3.93-3.97 (m, 4H N-CH2-
CH2-N), 4.85 (s, 2H, CH2C6H2Me3), 8.84 (s, 1H, NCH-

N). 13C NMR (100 MHz, CDCl3) δ (ppm) : 7.2, 17.0, 

17.2, 17.3, 18.5, 18.6, 21.2, 47.7, 48.6, 48.8, 50.5, 58.8, 

125.8, 133.6, 133.8, 136.8, 157.2. FT-IR (KBr), (cm-1) 

3412, 2973, 2927, 2883, 1651, 1514, 1473, 1445, 1378, 

1298, 1248, 1194, 1165, 1103, 1077, 1014, 958, 902, 

870, 788, 686, 620, 493, 467. 

 

2.1.3. Compound IL3 

 

1,1’-(Methylene)bis{3-(3-triethoxysilylpropyl)-4,5-
dihydroimidazolium iodide 

 N-3-(3-triethoxysilylpropyl)-4,5-dihydroimidazol (7.39 

mmol)  and diiodomethane (3.69 mmol) were stirred in 

toluene at reflux temperature for four hours. After 

cooling to room temperature solvent and volatiles were 

evaporated under reduced pressure. Further purification 

was done as mentioned before for IL1 and IL2. 

 

Yellow-orange  solid; yield: 96% 1H NMR (400 MHz, 

CDCl3) δ (ppm): 0.65 (t, 4H, J = 8.8 Hz, CH2-CH2-Si),  

1.23 (m, 18H, CH3-CH2-O), 1.86 (m, 4H, Si-CH2-CH2), 

3.60 (t, 4H, J = 7.2 Hz, -CH2), 3.83 (m, 12 H, CH3-CH2-
O), 4.10 (t, 4H, J = 11.2 Hz, -CH2) 4,45 (t, 4H, J = 9.6 

Hz, CH2), 5.90 (s, 2H, N-CH2-N), 9.65 (s, 2H, N-CH-

N). 13C NMR (100 MHz, CDCl3) δ (ppm): 7.8, 18.7, 

21.2, 49.6, 49.8, 51.5, 58.8, 59.5, 96.4, 158.9. FT-IR 

(KBr), (cm-1) : 3520, 3440, 3308, 2937, 2882, 2054, 

1651, 1526, 1449, 1378, 1304, 1249, 1195, 1102, 906, 

636, 554, 453. 

 

2.1.4. Compound IL4 

 

1,1’-(2,3,5,6-Tetramethyl-1,4-phenylene) 
bis(methylene)bis{3-[3-(triethoxysilyl)propyl]-4,5-

dihydroimidazolium bromide 

Commercial N-3-(3-triethoxysilylpropyl)-4,5-

dihydroimidazol and 1,4-Bis(bromomethyl)-2,3,5,6-

tetramethylbenzene, synthesized according to published 
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procedure [25-26], were refluxed in toluene. Reaction 

mixture was cooled and solvent and volatiles were 

evaporated under reduced pressure.  Synthesized yellow 

solid compound was purified by washing with ether and 

were recrystallized in ether and dichloromethane 

solution.  

yellow solid; yield: 98% 1H NMR (400 MHz, CDCl3) δ 

(ppm): 0.47 (m, 4H, CH2-CH2-Si), 1.12 (t, 18H, J = 6.4 

Hz, CH3-CH2-O), 1.55 (m, 4H, Si-CH2-CH2), 2.22 (s, 

12H, 4 CH3), 3.45 (t, 4H, J = 6.4  Hz, - CH2), 3.72 (q, 

12 H, J = 7.2 Hz CH3-CH2-O), 3.85 (m, 8H, -CH2), 4.65 

 
 

Figure 1. Structures of synthesized ionic liquid compounds. 

 

(s, 4H, 2N-CH2-Ph), 8.45 (s, 2H, N-CH-N). 13C NMR 

(100 MHz, CDCl3) δ (ppm): 7.2, 17.2, 18.4, 21.3, 47.9, 

48.5, 50.3, 58.6, 129.7, 135.5, 157.2. FT-IR (KBr), (cm-

1): 3579, 3440, 3180, 2936, 2881, 2055, 1652, 1627, 

1449, 1377, 1305, 1250, 1195, 1100, 905, 693, 552, 

461. 

 

3. Results and Discussion 

 
In this study, some novel ionic liquids by combining 

dihydroimidazol containing ethoxysilyl functional group 

with bromoalkyl(aryl) units were designed. The 

combinations of aryl and alkyl groups with 

dihydroimidazole rings were differentiated to give ionic  

liquid compounds of different styles. In compounds IL1 

and IL2, unilateral alkyl and benzyl groups are attached 

to the dihydroimidazole ring respectively. In 

compounds IL3 and IL4, the alkyl and xylyl groups are 

bridged between the two dihydroimidazole rings. These  

alkoxysilyl-functionalized ionic liquids are flexible to 

design materials for specific purposes. Four ionic liquid 

compounds were successfully synthesized, easily 

purified and obtained in high yields (96-99 %).  
Purifications were made with evaporation, washing with 

solvents and crystallization techniques. The structures 

of synthesized compounds were confirmed by FTIR and 
1H NMR, 13C NMR techniques. 1H NMR spectrum of 

IL2 ionic liquid compound is presented in figure 2. 

 

Figure 2. 1H NMR spectrum of IL2 ionic liquid compound.
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Figure 3.  TGA curve of IL1 compound.

 

 

Synthesized compounds are very valuable materials for 

applications. Ethoxysilyl functional groups allow them 
to bind some surfaces for different aims. Immobilization 

of catalysts or developing functionalized membrane 

systems can be provided easily [27-28]. They can be 

used as precursors of nanocomposites as well [29]. IL’s 

are generally known to have high thermal stability in the 

literature [30-31]. In this study, thermal properties we 

investigated for IL1-4. Determination of thermal 

decomposition points are important for applications 

such as the use of substances as solvents or catalysts or 

etc. Thermal decomposition points of synthesized ionic 

liquids are shown in table 1 and TGA curve of IL1 is 
also presented in figure 3. 

When the TGA curves of the synthesized molecules are 

examined, mass loss before 100 ºC is thought to be  

 

 

caused by water. In other words, it is thought to be 

caused by the hygroscopic structure of ionic liquids. 
Hygroscopic behavior of IL’s are known in the literature 

[32-33]. IL1-4 are also thought to have hygroscopic 

properties. This can be specified that it can be 

understood from the OH peak in the IR spectrum and 

the loss of mass below 100 ºC in TGA measurement.  

According to TGA curves, while IL1 (figure 3) and IL4 

compounds were stable up to 380 ºC and 376 ºC 

respectively, disintegration of IL2 and IL3 compounds 

started at temperatures above 100 ºC and 20% mass 

losses were observed well before the onset of the main 

weight loss (main weight loss points: 358 ºC for IL2, 
391 ºC for IL3), so Td values of IL2 and IL3 

compounds were recorded at lower temperatures.

 

Table 1. Thermal decomposition points of IL’s. 

 

Ionic liquid Td (ºC) T (ºC) 

(for main weight loss) 

IL1 380 380 

IL2 142 358 

IL3 155 391 

IL4 376 376 

Td: Degredation point (ºC)    

 

4. Conclusion 

 
In the study, triethoxy silyl attached ionic liquid 

compounds were synthesized successfully in different 

styles. The benzyl and alkyl groups were attached to a 

single imidazole (IL1 and IL2) or used as the bridge 

between two imidazole rings (IL3 and IL4). Their 

structures were verified by FTIR and 1H NMR, 13C 

NMR characterization techniques. It is important to 

identify the properties of the compounds to use the 

synthesized compounds in applications. In this sense, 

the thermal stability of the compounds was investigated 
in this study. The compounds IL1 and IL4 have also 

high thermal stability above 350 ºC and these ionic 

liquids suitable for use in high-temperature applications 

such as protection against high temperature corrosion of 

metals [34]. All new ionic liquids are very valuable for 

different applications because of ethoxysilyl functional 

group. Creating an immobilized catalyst systems with 

ILs can be one of the application area. Separation and 
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recycling of catalyst can become easier in catalytic 

reactions. They can be used in solid-phase 

microextraction (SPME) systems as coating materials as 

well. 
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1. Introduction 

 

The curves and surfaces are popular topics studied in 

classical differential geometry and the problem of 

acquiring mean and Gaussian curvature of a 

hypersurface in the Euclidean and other spaces is one of 

the most important problems for geometers. Nowadays, 

manifold with density (or weighted manifold) is a new 

topic in geometry and it has been studied in many areas 
of mathematics, physics and economics. On the other 

hand, a ruled surface is a surface that can be swept out 

by moving a line in space and they can be used on 

different areas such as architectural, CAD, electric 

discharge machining and etc [1-3].  

 

Furthermore, weighted manifold is a Riemannian 

manifold with positive density function 𝑒𝜑. In 2003, 

Gromow [4]  has introduced weighted curvature
 
(or 𝜑-

curvature) 𝜅𝜑 of a curve and weighted mean curvature
 

(or 𝜑-mean curvature) 𝐻𝜑 of an n-dimensional 

hypersurface on a manifold with density 𝑒𝜑. Also, the 

generalizations of weighted curvature
 

of a curve, 

weighted mean curvature and weighted Gaussian 

curvature (or 𝜑-Gaussian curvature) 𝐺𝜑
 
of a Riemannian 

manifold with density 𝑒𝜑 has been given in [5]. After 

these definitions, lots of studies about the different 

characterizations of the curves and surfaces in different  

spaces with density have been done, for instance, [6-23] 

and etc.  

 

In the present paper, striction curves, distribution 

parameters, mean and Gaussian curvatures of the ruled 

surfaces constructed by curves with zero weighted 

curvature in Euclidean 3-space with density and the 

Smarandache curves of them are obtained and some 

characterizations are given for them. 
 

2. Preliminaries 

 

Let 𝛼(𝑢) be a planar curve given by 𝛼(𝑢) =
(𝑥1(𝑢), 𝑥2(𝑢),0). Then the Frenet frame {𝑇, 𝑁, 𝐵} and 

curvature 𝜅 of it
 
in the Euclidean 3-space are [24]. 

 

𝑇(𝑢) =
1

√𝑥1
′ (𝑢)2 + 𝑥2

′ (𝑢)2
(𝑥1
′ (𝑢), 𝑥2

′ (𝑢), 0), 

𝑁(𝑢) =
1

√𝑥1
′ (𝑢)2 + 𝑥2

′ (𝑢)2
(−𝑥2

′ (𝑢), 𝑥1
′ (𝑢), 0), 

𝐵(𝑢) = (0,0,1),                                                         (2.1) 

𝜅(𝑢) =
𝑥1
′ (𝑢)𝑥2

′′(𝑢) − 𝑥1
′′(𝑢)𝑥2

′ (𝑢)

(𝑥1
′ (𝑢)2 + 𝑥2

′ (𝑢)2)
3
2

 . 

 

Also, Smarandache curves which are introduced with 

the aid of Frenet frame of a curve is an important topic 

Abstract 

In the present study, firstly we recall the parametric expressions of planar curves with zero 𝜑-curvature 

in Euclidean 3-space with density 𝑒𝑎𝑥1 and with the aid of the Frenet frame of these planar curves, we 

obtain the Smarandache curves of them. After that, we study on ruled surfaces which are constructed by 

the curves with zero 𝜑-curvature in Euclidean 3-space with density 𝑒𝑎𝑥1 and their Smarandache curves 

by giving the striction curves, distribution parameters, mean curvature and Gaussian curvature of these 

ruled surfaces. Also, we give some examples for these surfaces by plotting their graphs. We use 

Mathematica when we are plotting the graphs of examples. 

Keywords:  Ruled surfaces, Smarandache curves, Weighted curvature. 
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for differential geometry of curves and if we denote 𝑇𝑁- 

Smarandache curve as 𝛾𝑇𝑁, 𝑇𝐵-Smarandache curve as 

𝛾𝑇𝐵 , 𝑁𝐵-Smarandache curve as 𝛾𝑁𝐵  
and 𝑇𝑁𝐵–

Smarandache curve as 𝛾𝑇𝑁𝐵  
of 𝛼(𝑢), then they are 

defined as follows 

 

𝛾𝑇𝑁(𝑢) =
𝑇(𝑢)+𝑁(𝑢)

‖𝑇(𝑢)+𝑁(𝑢)‖
,  𝛾𝑇𝐵(𝑢) =

𝑇(𝑢)+𝐵(𝑢)

‖𝑇(𝑢)+𝐵(𝑢))‖
,          (2.2)                                      

 

𝛾𝑁𝐵(𝑢) =
𝑁(𝑢)+𝐵(𝑢)

‖𝑁(𝑢)+𝑁(𝑢)‖
  and  𝛾𝑇𝑁𝐵(𝑢) =

𝑇(𝑢)+𝑁(𝑢)+𝐵(𝑢)

‖𝑇(𝑢)+𝑁(𝑢)+𝐵(𝑢)‖
. 

 

The parametrization of 

 

         𝜑(𝑢, 𝑣) = 𝛼(𝑢) + 𝑣. 𝑋(𝑢),   𝑢, 𝑣 ∈ 𝐼 ⊂ ℝ       (2.3) 
 

is called a ruled surface, where the curve 𝛼(𝑢) is base 

curve and 𝑋(𝑢) is ruling of it. The striction curve and 

distribution parameter of a ruled surface are given by 
  

                  𝛽(𝑢) = 𝛼(𝑢) −
〈𝛼′(𝑢),𝑋′(𝑢)〉

‖𝑋′(𝑢)‖2
𝑋(𝑢)            (2.4) 

and 

                     𝛿 =
𝑑𝑒𝑡 [𝛼′(𝑢),𝑋(𝑢),𝑋′(𝑢)]

‖𝑋′(𝑢)‖2
 ,                  (2.5) 

 

respectively [25,26]. Also, the distribution parameter 

gives a characterization for ruled surface and it is known 

that, the ruled surface whose distribution parameter 

vanishes is developable. 

 

If  𝜅 and 𝑁 are the curvature and the normal vector of a 

curve, respectively, then the 𝜑-curvature 𝜅𝜑 of the 

curve on a manifold with density 𝑒𝜑 is defined by [5] 
 

                       𝜅𝜑 = 𝜅 −
𝑑𝜑

𝑑𝑁
 .                            (2.6) 

 

3. Results and Discussion 

3.1. Planar Curves with Zero 𝝋-Curvature in 𝑬𝟑 
with Density 

 
In [27], authors have found that, the planar curves with 

zero 𝜑-curvature in Euclidean space with density 𝑒𝑎𝑥1 ,
(𝑎 ≠ 0) can be parameterized by 

 

𝛼1(𝑢) = (𝑥1(𝑢), 𝑐2 ∓
𝑎𝑟𝑐𝑡𝑎𝑛 (√𝑐1𝑒

2𝑎𝑥1(𝑢) − 1)

𝑎
, 0) 

or 

𝛼2(𝑢) = (𝑑2 −
𝑙𝑛(𝑐𝑜𝑠(𝑑1+𝑎𝑥2(𝑢)))

𝑎
, 𝑥2(𝑢),0), 

 

where, 𝑐1 > 𝑒
−2𝑎𝑥1(𝑢), − 

𝜋

2
+ 2𝑘𝜋 < 𝑑1 + 𝑎𝑥2(𝑢) <

𝜋

2
+ 2𝑘𝜋  and 𝑐1, 𝑐2, 𝑑1, 𝑑2 ∈ ℝ, 𝑘 ∈ ℤ.  

 

So, the 𝑇𝑁-Smarandache curve 𝛾1𝑇𝑁, TB-Smarandache 

curve 𝛾1𝑇𝐵, 𝑁𝐵-Smarandache curve 𝛾1𝑁𝐵 
and 𝑇𝑁𝐵-

Smarandache curve 𝛾1𝑇𝑁𝐵  
of the curve 𝛼1(𝑢) 

are written 

as 

𝛾1𝑇𝑁(𝑢)

= (
√−1+ 𝑐1𝑒

2𝑎𝑥1(𝑢) − 1

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

,
√−1 + 𝑐1𝑒

2𝑎𝑥1(𝑢) + 1

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

, 0), 

𝛾1𝑇𝐵(𝑢) = (
√−1+𝑐1𝑒

2𝑎𝑥1(𝑢)

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

,
1

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

,
1

√2
),          (3.1) 

𝛾1𝑁𝐵(𝑢) = (
−1

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

,
√−1+𝑐1𝑒

2𝑎𝑥1(𝑢)

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

,
1

√2
),                                 

𝛾1𝑇𝑁𝐵(𝑢)

= (
√−1+ 𝑐1𝑒

2𝑎𝑥1(𝑢) − 1

√3𝑐1𝑒
2𝑎𝑥1(𝑢)

,
√−1 + 𝑐1𝑒

2𝑎𝑥1(𝑢) + 1

√3𝑐1𝑒
2𝑎𝑥1(𝑢)

,
1

√3
), 

 

respectively and the 𝑇𝑁-Smarandache curve 𝛾2𝑇𝑁, 𝑇𝐵-

Smarandache curve 𝛾2𝑇𝐵 , 𝑁𝐵-Smarandache curve 𝛾2𝑁𝐵 
and 𝑇𝑁𝐵-Smarandache curve 𝛾2𝑇𝑁𝐵 

of the curve 𝛼2(𝑢)  
are written as 

 

𝛾2𝑇𝑁(𝑢) =
1

√2
(𝑠𝑖𝑛(𝑑1 + 𝑎𝑥2(𝑢)) − 𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)),

                       𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)) + 𝑠𝑖𝑛(𝑑1 + 𝑎𝑥2(𝑢)),0),
                                                                      

 

𝛾2𝑇𝐵(𝑢) =
1

√2
(𝑠𝑖𝑛(𝑑1 + 𝑎𝑥2(𝑢)), 𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)),1),

         

 

                                                                                   (3.2)

 𝛾2𝑁𝐵(𝑢) =
1

√2
(−𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)), 𝑠𝑖𝑛(𝑑1 +

                           𝑎𝑥2(𝑢)),1), 

  𝛾2𝑇𝑁𝐵(𝑢) =
1

√3
(𝑠𝑖𝑛(𝑑1 + 𝑎𝑥2(𝑢)) − 𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)),

                          𝑠𝑖𝑛(𝑑1 + 𝑎𝑥2(𝑢)) + 𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)),1),

 

 
respectively. 

  

Furthermore, the results of the planar curves with zero  

𝜑-curvature in Euclidean space with density 𝑒𝑏𝑥2 can be 

obtained with similar procedure to the planar curve with 

zero 𝜑-curvature in Euclidean space with density 𝑒𝑎𝑥1. 

 

3.2. Ruled Surfaces Constructed by Planar Curves in 

Euclidean 3-Space with Density  

3.2.1. Ruled Surfaces Constructed by the curve             

𝜶𝟏(𝒖) and its Smarandache Curves 

 
In this subsection, firstly we construct the ruled surfaces 

with the help of the curve 𝛼1(𝑢) and its Smarandache 

curves. Also, we obtain the mean curvatures, Gaussian 

curvatures, distribution parameters and striction curves 

for each of these ruled surfaces and give some 

characterizations for them. 

 

Throughout this subsection, the base curves of ruled 

surfaces will be taken as the curve 𝛼1(𝑢). 
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If the ruling of the ruled surface is the 𝑇𝑁-Smarandache 

curve 𝛾1𝑇𝑁(𝑢) 
of the curve 𝛼1(𝑢), then from (2.3) and 

(3.1), the ruled surface 𝜑1𝑇𝑁(𝑢, 𝑣) can be given by 

 

𝜑1𝑇𝑁(𝑢, 𝑣) = 𝛼1(𝑢) + 𝑣𝛾1𝑇𝑁(𝑢) 
 

      = (𝑥1(𝑢) + 𝑣 (
√−1 + 𝑐1𝑒

2𝑎𝑥1(𝑢) − 1

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

), 

                   𝑐2 +
arctan(√𝑐1𝑒

2𝑎𝑥1(𝑢) − 1)

𝑎

+ 𝑣 (
√−1 + 𝑐1𝑒

2𝑎𝑥1(𝑢) + 1

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

) , 0). 

 

Since the ruled surface 𝜑1𝑇𝑁 is a parameterization of a 

plane, it is obvious that, the Gaussian and mean 

curvatures are zero and from (2.5), also the distribution 

parameter is zero and the surface is developable. 

 
Also, 

Theorem 3.2.1.1. The base curve and the striction curve 

of 𝜑1𝑇𝑁 never intersect. 

 

Proof.  From (2.4), the striction curve 𝛽1𝑇𝑁 of 𝜑1𝑇𝑁 is 

 

𝛽1𝑇𝑁(𝑢) = 𝛼1(𝑢) −
√𝑐1𝑒

2𝑎𝑥1(𝑢)

√2𝑎
𝛾1𝑇𝑁(𝑢) 

 

and this completes the proof.    

 

Example.  If we take 𝑎 = 1,  𝑥1(𝑢) = sin(𝑢) , 𝑐1 = 3 

and 𝑐2 = 5 in the ruled surface 𝜑1𝑇𝑁, we obtain that 

 

𝜑1𝑇𝑁(𝑢, 𝑣) = (𝑠𝑖𝑛(𝑢) + 𝑣 (
√−1 + 3𝑒2𝑠𝑖𝑛(𝑢) − 1

√6𝑒2𝑠𝑖𝑛(𝑢)
), 

 

𝑎𝑟𝑐𝑡𝑎𝑛 (√3𝑒2𝑠𝑖𝑛(𝑢) − 1) + 𝑣(
√−1 + 3𝑒2𝑠𝑖𝑛(𝑢) + 1

√6𝑒2𝑠𝑖𝑛(𝑢)
)

+ 5,0). 
 

In the following figure, one see this ruled surface for 

(𝑢, 𝑣) ∈ (0,
𝜋

2
) × (−5,5). 

 

 Figure 1. The ruled surface 𝜑1𝑇𝑁. 

If the ruling of the ruled surface is the 𝑇𝐵-Smarandache 

curve 𝛾1𝑇𝐵(𝑢) 
of the curve 𝛼1(𝑢), then from (2.3) and 

(3.1), the ruled surface 𝜑1𝑇𝐵(𝑢, 𝑣) is parametrized by 

 

 𝜑1𝑇𝐵(𝑢, 𝑣) = 𝛼1(𝑢) + 𝑣𝛾1𝑇𝐵(𝑢) 

= (𝑥1(𝑢) + 𝑣(
√−1+𝑐1𝑒

2𝑎𝑥1(𝑢)

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

), 

                 𝑐2 +
𝑎𝑟𝑐𝑡𝑎𝑛 (√𝑐1𝑒

2𝑎𝑥1(𝑢) − 1)

𝑎

+ 𝑣 (
1

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

) ,
𝑣

√2
). 

 

The Gaussian curvature and mean curvature of 𝜑1𝑇𝐵 are  

𝐺 = −
𝑎2𝑐1𝑒

2𝑎𝑥1

(𝑐1𝑒
2𝑎𝑥1 + 𝑎2𝑣2)2

 

and 

𝐻 =
𝑎2𝑣 (𝑎𝑣√𝑐1𝑒

2𝑎𝑥1(𝑢) − 𝑐1√2𝑐1𝑒
2𝑎𝑥1(𝑢) − 2)

√2√𝑐1𝑒
2𝑎𝑥1(𝑢)(𝑐1𝑒

2𝑎𝑥1(𝑢) + 𝑎2𝑣2)3/2
, 

 

respectively. 

 

Also, 

Theorem 3.2.1.2. i)  The ruled surface 𝜑1𝑇𝐵 is not 

developable.  

 

ii) The base curve and the striction curve of 𝜑1𝑇𝐵 
coincide. 

 

Proof.  From (2.5), the distribution parameter of 𝜑1𝑇𝐵 
is 

 

𝛿1𝑇𝐵 =
√𝑐1𝑒

2𝑎𝑥1(𝑢)

𝑎
. 

 

Since 𝛿1𝑇𝐵 cannot be zero, 𝜑1𝑇𝐵  is not developable. 

Also, from (2.4) the striction curve is 

 

𝛽1𝑇𝐵(𝑢) = 𝛼1(𝑢). 

 

So, the proof completes.   

 

Example.  If we take 𝑎 = 1,  𝑥1(𝑢) =  ln(𝑢),  𝑐1 = 3 

and 𝑐2 = 5 in the ruled surface 𝜑1𝑇𝐵, we obtain that 

 

𝜑1𝑇𝐵(𝑢, 𝑣) = (𝑙𝑛(𝑢) + 𝑣 (
√−1+3𝑒2𝑙𝑛(𝑢)

√6𝑒2𝑙𝑛(𝑢)
), 

            𝑎𝑟𝑐𝑡𝑎𝑛(√3𝑒2𝑙𝑛(𝑢) − 1) + 𝑣 (
1

√6𝑒2𝑙𝑛(𝑢)
) + 5,

𝑣

√2
).          

 
The following figure shows the graphic of this ruled 

surface for (𝑢, 𝑣) ∈ (
1

√3
, 8) × (−14,14). 
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Figure 2. The ruled surface 𝜑1𝑇𝐵. 

 

Let the ruling curve of the ruled surface be the 𝑁𝐵-

Smarandache curve 𝛾1𝑁𝐵(𝑢) 
of 𝛼1(𝑢). Thus from (2.3) 

and (3.1), the ruled surface 𝜑1𝑁𝐵(𝑢, 𝑣)  can be 

parametrized by 

 

𝜑1𝑁𝐵(𝑢, 𝑣) = 𝛼1(𝑢) + 𝑣𝛾1𝑁𝐵(𝑢)  

                   = (𝑥1(𝑢) + 𝑣(
−1

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

), 

                    𝑐2 +
𝑎𝑟𝑐𝑡𝑎𝑛 (√𝑐1𝑒

2𝑎𝑥1(𝑢) − 1)

𝑎

+ 𝑣 (
√−1 + 𝑐1𝑒

2𝑎𝑥1(𝑢)

√2𝑐1𝑒
2𝑎𝑥1(𝑢)

) ,
𝑣

√2
). 

 

The Gaussian curvature and mean curvature of 𝜑1𝑁𝐵 are  

 

𝐺 = 0 
and 

 

𝐻 =
𝑎 (𝑎2√𝑐1𝑒

2𝑎𝑥1(𝑢)𝑣2 + 2𝑐1𝑒
2𝑎𝑥1(𝑢) (√𝑐1𝑒

2𝑎𝑥1(𝑢) + √2𝑎𝑣))

2√𝑐1𝑒
2𝑎𝑥1(𝑢) (2𝑐1𝑒

2𝑎𝑥1(𝑢) + 𝑎𝑣 (2√2√𝑐1𝑒
2𝑎𝑥1(𝑢) + 𝑎𝑣))

, 

 

respectively. 

 

Also, 

Theorem 3.2.1.3.  i) The ruled surface 𝜑1𝑁𝐵 
is 

developable. 

 

ii) The base curve and the striction curve of 𝜑1𝑁𝐵 never 

intersect. 

 

Proof.  From (2.5), the distribution parameter of 𝜑1𝑁𝐵 is 

 

𝛿1𝑁𝐵 = 0 

 

and so, 𝜑1𝑁𝐵 
is developable. Also, from (2.4) the 

striction curve 𝛽1𝑁𝐵(𝑢) on 𝜑1𝑁𝐵 
is 

 

𝛽1𝑁𝐵(𝑢) = 𝛼1(𝑢) −
√2√𝑐1𝑒

2𝑎𝑥1(𝑢)

𝑎
𝛾1𝑁𝐵(𝑢) 

 

and this completes the proof.  

Example. Taking 𝑎 = 1, 𝑥1(𝑢) =  
1

𝑢
,  𝑐1 = 3 and 𝑐2 =

5 in the ruled surface 𝜑1𝑁𝐵, we get 

 

𝜑1𝑁𝐵(𝑢, 𝑣) = (1/𝑢 + 𝑣 (
−1

√6𝑒2/𝑢
), 

                 𝑎𝑟𝑐𝑡𝑎𝑛(√3𝑒2/𝑢 − 1) + 𝑣 (
√3𝑒2/𝑢−1

√6𝑒2/𝑢
) + 5,

𝑣

√2
). 

 

Figure 3 shows the graphic of this ruled surface  for 

(𝑢, 𝑣) ∈ (0.01,100) × (−50,50).     
              

 
Figure 3. The ruled surface 𝜑1𝑁𝐵. 

 

Finally, let the ruling curve of the ruled surface be the 

𝑇𝑁𝐵-Smarandache curve 𝛾1𝑇𝑁𝐵(𝑢) 
of the curve 𝛼1(𝑢). 

Thus from (2.3) and (3.1), the ruled surface 𝜑1𝑇𝑁𝐵 
can 

be given by 

 

𝜑1𝑇𝑁𝐵(𝑢, 𝑣) = 𝛼1(𝑢) + 𝑣𝛾1𝑇𝑁𝐵(𝑢) 
 

      = (𝑥1(𝑢) + 𝑣(
√−1 + 𝑐1𝑒

2𝑎𝑥1(𝑢) − 1

√3𝑐1𝑒
2𝑎𝑥1(𝑢)

) 

                     𝑐2 +
𝑎𝑟𝑐𝑡𝑎𝑛 (√𝑐1𝑒

2𝑎𝑥1(𝑢) − 1)

𝑎

+ 𝑣(
√−1 + 𝑐1𝑒

2𝑎𝑥1(𝑢) + 1

√3𝑐1𝑒
2𝑎𝑥1(𝑢)

) ,
𝑣

√3
). 

 

The Gaussian curvature and mean curvature of 𝜑1𝑇𝑁𝐵 
are  

 

𝐺 = −
𝑎2𝑐1𝑒

2𝑎𝑥1(𝑢)

4 (𝑐1𝑒
2𝑎𝑥1(𝑢) + 𝑎𝑣 (√3√𝑐1𝑒

2𝑎𝑥1(𝑢) + 𝑎𝑣))
2 

 
and 

 

 𝐻 = 

𝑎

(

 
 2𝑎2√𝑐1𝑒

2𝑎𝑥1(𝑢)𝑣2+

𝑐1𝑒
2𝑎𝑥1(𝑢)(√𝑐1𝑒

2𝑎𝑥1(𝑢)−√3𝑎(−2+√−1+𝑐1𝑒
2𝑎𝑥1(𝑢))𝑣)

)

 
 

4√2√𝑐1𝑒
2𝑎𝑥1(𝑢)(𝑐1𝑒

2𝑎𝑥1(𝑢)+𝑎𝑣(√3√𝑐1𝑒
2𝑎𝑥1(𝑢)+𝑎𝑣))

3 2⁄ , 

 
respectively.  

Also, 
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Theorem 3.2.1.4.  i) The ruled surface 𝜑1𝑇𝑁𝐵 is not 

developable. 

 

ii) The base curve and the striction curve of 𝜑1𝑇𝑁𝐵 never 

intersect. 

 

Proof.  From (2.5), the distribution parameter of 𝜑1𝑇𝑁𝐵 

is 

 

𝛿1𝑇𝑁𝐵 =
√𝑐1𝑒

2𝑎𝑥1(𝑢)

2𝑎
 

 

and from (2.4), the striction curve 𝛽1𝑇𝑁𝐵(𝑢) 
on 𝜑1𝑇𝑁𝐵 is 

 

𝛽1𝑇𝑁𝐵(𝑢) = 𝛼1(𝑢) −
√3√𝑐1𝑒

2𝑎𝑥1(𝑢)

2𝑎
𝛾1𝑇𝑁𝐵(𝑢). 

 

So, (i) and (ii) are obvious.       

 

Example. If we take 𝑎 = 1, 𝑥1(𝑢) =  ln(tan(𝑢)),  𝑐1 =
3 and  𝑐2 = 5 in this ruled surface, then we obtain 

 

𝜑1𝑇𝑁𝐵(𝑢, 𝑣) = (𝑙𝑛(𝑡𝑎𝑛(𝑢))

+ 𝑣 (
√−1 + 3𝑒2 𝑙𝑛(𝑡𝑎𝑛(𝑢)) − 1

√9𝑒2 𝑙𝑛(𝑡𝑎𝑛(𝑢))
), 

                                 5 + 𝑎𝑟𝑐𝑡𝑎𝑛 (√3𝑒2𝑙𝑛(𝑡𝑎𝑛(𝑢)) − 1)

+ 𝑣 (
√−1+ 3𝑒2𝑙𝑛(𝑡𝑎𝑛(𝑢)) + 1

√9𝑒2𝑙𝑛(𝑡𝑎𝑛(𝑢))
) ,
𝑣

√3
). 

 

Figure 4 shows this ruled surface for                      

(𝑢, 𝑣) ∈ (
7𝜋

6
,
8𝜋

6
) × (−1,1). 

 
Figure 4. The ruled surface 𝜑1𝑇𝑁𝐵. 

 

3.2.2. Ruled Surfaces Constructed by the curve              

𝜶𝟐(𝒖) and its Smarandache Curves 

 

In this subsection, firstly we construct the ruled surfaces 

with the help of the curve 𝛼2(𝑢) and its Smarandache 
curves. Also, we obtain the mean curvatures, Gaussian 

curvatures, distribution parameters and striction curves 

for each of these ruled surfaces and give some 

characterizations for them. 

Throughout this subsection, the base curves of ruled 

surfaces will be taken as the curve 𝛼2(𝑢). 
 

If the ruling curve of the ruled surface is the 𝑇𝑁-

Smarandache curve 𝛾2𝑇𝑁(𝑢)  
of the curve 𝛼2(𝑢), then 

from (2.3) and (3.2), the ruled surface 𝜑2𝑇𝑁(𝑢, 𝑣) can be 

given by 
 

𝜑2𝑇𝑁(𝑢, 𝑣) = 𝛼2(𝑢) + 𝑣𝛾2𝑇𝑁(𝑢)  

     

 

                     = (𝑑2 −
ln(cos(𝑑1+𝑎𝑥2(𝑢)))

𝑎
+

                    𝑣 (
𝑠𝑖𝑛(𝑑1+𝑎𝑥2(𝑢))−𝑐𝑜𝑠(𝑑1+𝑎𝑥2(𝑢))

√2
), 

                    𝑥2(𝑢) + 𝑣 (
𝑐𝑜𝑠 (𝑑1+𝑎𝑥2(𝑢))+𝑠𝑖𝑛 (𝑑1+𝑎𝑥2(𝑢))

√2
) , 0). 

 

Since the ruled surface 𝜑2𝑇𝑁 is a parametrization of a 

plane, it is obvious that, the Gaussian curvature and 

mean curvature are zero and from (2.5), the distribution 

parameter 𝛿2𝑇𝑁 of it is zero and so it is developable.  

 

Also, 

Theorem 3.2.2.1. The base curve and the striction curve 

of 𝜑2𝑇𝑁 never intersect. 

 

Proof. From (2.4), the striction curve 𝛽2𝑇𝑁(𝑢) on 𝜑2𝑇𝑁 

is 
 

𝛽2𝑇𝑁(𝑢) = 𝛼2(𝑢) −
𝑠𝑒𝑐(𝑑1 + 𝑎𝑥2(𝑢))

√2𝑎
𝛾2𝑇𝑁(𝑢), 

 

which completes the proof.   

 

Example. Taking 𝑎 = −1, 𝑥2(𝑢) =  𝑢2,  𝑑1 = 3 and 

 𝑑2 = 5 in the ruled surface 𝜑2𝑇𝑁, we get 

 

𝜑2𝑇𝑁(𝑢, 𝑣) = (5 + 𝑙𝑛(𝑐𝑜𝑠(3 − 𝑢
2)) +

𝑣 (
𝑠𝑖𝑛(3−𝑢2)−𝑐𝑜𝑠(3−𝑢2)

√2
), 

  𝑢2 + 𝑣 (
𝑐𝑜𝑠 (3−𝑢2)+𝑠𝑖𝑛 (3−𝑢2)

√2
) , 0).

 

 

Figure 5 shows the graphic of this ruled surface for 

(𝑢, 𝑣) ∈ (√3−
𝜋

2
, √3 +

𝜋

2
) × (−1,1).

  
      

            

 
Figure 5. The ruled surface 𝜑2𝑇𝑁 
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If the ruling of the ruled surface is the 𝑇𝐵-Smarandache 

curve 𝛾2𝑇𝐵(𝑢) 
of 𝛼2(𝑢), then from (2.3) and (3.2), the 

ruled surface 𝜑2𝑇𝐵(𝑢, 𝑣) can be given by 

 

𝜑2𝑇𝐵(𝑢, 𝑣) = 𝛼2(𝑢) + 𝑣𝛾2𝑇𝐵(𝑢) 
 

                  = (𝑑2 −
𝑙𝑛(𝑐𝑜𝑠(𝑑1+𝑎𝑥2(𝑢)))

𝑎
+ 𝑣 (

𝑠𝑖𝑛(𝑑1+𝑎𝑥2(𝑢))

√2
), 

   𝑥2(𝑢) + 𝑣 (
𝑐𝑜𝑠(𝑑1+𝑎𝑥2(𝑢))

√2
) ,

𝑣

√2
).

 

 

The Gaussian curvature and mean curvature of the ruled 

surface 𝜑2𝑇𝐵  are 

 

𝐺 = −
4𝑎2cos(𝑑1 + 𝑎𝑥2(𝑢))

(2 + 𝑎2𝑣2 + 𝑎2𝑣2cos(2(𝑑1 + 𝑎𝑥2(𝑢))))
2
 

 
and 

 

𝐻 =
𝑎2𝑣(𝑎𝑣+𝑎𝑣cos(2(𝑑1+𝑎𝑥2))−2√2sin(𝑑1+𝑎𝑥2))

√2sec(𝑑1+𝑎𝑥2)(2+𝑎
2𝑣2+𝑎2𝑣2cos(2(𝑑1+𝑎𝑥2)))

3 2⁄ , 

 

respectively. 

 

Also, 

Theorem 3.2.2.2. i) The ruled surface 𝜑2𝑇𝐵 
is not 

developable.  

 

ii) The base curve and the striction curve of 𝜑2𝑇𝐵 
coincide. 

 

Proof. From (2.5), the distribution parameter of 𝜑2𝑇𝐵  
is 

 

𝛿2𝑇𝐵 =
𝑠𝑒𝑐 (𝑑1 + 𝑎𝑥2(𝑢))

2𝑎
 

 

and from (2.4), the striction curve 𝛽2𝑇𝐵(𝑢) on 𝜑2𝑇𝐵 is 

  

𝛽2𝑇𝐵(𝑢) = 𝛼2(𝑢). 

 
So, we have (i) and (ii).   

 

Example. If we take 𝑎 = 1,  𝑥2(𝑢) =  𝑢,  𝑑1 = 3 and 

𝑑2 = 5 in the ruled surface 𝜑2𝑇𝐵, we obtain that 

 

𝜑2𝑇𝐵(𝑢, 𝑣) = (5 − 𝑙𝑛(𝑐𝑜𝑠(𝑢 + 3)) + 𝑣 (
𝑠𝑖𝑛(𝑢+3)

√2
), 

                         𝑢 + 𝑣 (
𝑐𝑜𝑠(𝑢+3)

√2
) ,

𝑣

√2
). 

 

In figure 6, one see this ruled surface for                  

(𝑢, 𝑣) ∈ (−3 −
𝜋

2
, −3 +

𝜋

2
) × (−15,15). 

 

. 

Figure 6. The ruled surface 𝜑2𝑇𝐵 

 

If the ruling of the ruled surface is the 𝑁𝐵-Smarandache 

curve 𝛾2𝑁𝐵(𝑢) 
 of the curve 𝛼2(𝑢), then from (2.3) and 

(3.2), the ruled surface 𝜑2𝑁𝐵(𝑢, 𝑣)  can be given by 

 

𝜑2𝑁𝐵(𝑢, 𝑣) =  𝛼2(𝑢) + 𝑣𝛾2𝑁𝐵(𝑢) 
       

                 =(𝑑2 −
𝑙𝑛(𝑐𝑜𝑠(𝑑1+𝑎𝑥2(𝑢)))

𝑎
− 𝑣 (

𝑐𝑜𝑠(𝑑1+𝑎𝑥2(𝑢))

√2
), 

  𝑥2(𝑢) + 𝑣 (
sin(𝑑1+𝑎𝑥2(𝑢))

√2
) ,

𝑣

√2
 ). 

 

The Gaussian curvature and mean curvature of the ruled 

surface 𝜑2𝑁𝐵  are  

 

𝐺 = 0 
and 

 

H= 
𝑎(4+𝑎2𝑣2+4√2𝑎𝑣cos(𝑑1+𝑎𝑥2(𝑢))+𝑎

2𝑣2cos(2(𝑑1+𝑎𝑥2(𝑢))))

4(2+2√2𝑎𝑣cos(𝑑1+𝑎𝑥2(𝑢))+𝑎
2𝑣2cos2(2(𝑑1+𝑎𝑥2(𝑢))))

3
2⁄
, 

 

respectively. 

 

Also, 

Theorem 3.2.2.3. i) The ruled surface 𝜑2𝑁𝐵 
is 

developable. 

 

ii) The base curve and the striction curve of  𝜑2𝑁𝐵 never 

intersect. 

 

Proof. From (2.5), the distribution parameter of 𝜑2𝑁𝐵 is 

 

𝛿2𝑁𝐵 = 0. 

 

So, 𝜑2𝑁𝐵 
is developable. Also, from (2.4) the striction 

curve 𝛽2𝑁𝐵(𝑢) on 𝜑2𝑁𝐵 
is 

 

𝛽2𝑁𝐵(𝑢) = 𝛼2(𝑢) −
√2𝑠𝑒𝑐 (𝑑1+𝑎𝑥2(𝑢))

𝑎
𝛾2𝑁𝐵(𝑢) 

   

 

and this completes the proof.   

 

Example.  Taking 𝑎 = 1, 𝑥2(𝑢) =  ln(𝑢),  𝑑1 = 3 and 

𝑑2 = 5 in the ruled surface 𝜑2𝑁𝐵, we get 

 

𝜑2𝑁𝐵(𝑢, 𝑣)=(5 − 𝑙𝑛(𝑐𝑜𝑠(𝑙𝑛(𝑢) + 3)) −

                    𝑣 (
𝑐𝑜𝑠(𝑙𝑛(𝑢)+3)

√2
) , 𝑙𝑛(𝑢) + 𝑣 (

𝑠𝑖𝑛(𝑙𝑛(𝑢)+3)

√2
) ,

𝑣

√2
). 
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In the following figure, one see this ruled surface for 

(𝑢, 𝑣) ∈ (𝑒−3−
𝜋

2 , 𝑒−3+
𝜋

2) × (−5,5).
 
   

 

. 

Figure 7. The ruled surface 𝜑2𝑁𝐵  

 

Finally, if the ruling of the ruled surface is the 𝑇𝑁𝐵-

Smarandache curve 𝛾2𝑇𝑁𝐵(𝑢) 
 
 
of the curve 𝛼2(𝑢), 

then 

from (2.3) and (3.2), the ruled surface 𝜑2𝑇𝑁𝐵(𝑢, 𝑣) 
can 

be given by 

 

𝜑2𝑇𝑁𝐵(𝑢, 𝑣) = 𝛼2(𝑢) + 𝑣𝛾2𝑇𝑁𝐵(𝑢) 

  = (𝑑2 −
ln(cos(𝑑1+𝑎𝑥2(𝑢)))

𝑎
+

        𝑣 (
𝑠𝑖𝑛(𝑑1+𝑎𝑥2(𝑢))−𝑐𝑜𝑠(𝑑1+𝑎𝑥2(𝑢))

√3
), 

        𝑥2(𝑢) + 𝑣 (
𝑐𝑜𝑠(𝑑1+𝑎𝑥2(𝑢))+𝑠𝑖𝑛(𝑑1+𝑎𝑥2(𝑢))

√3
) ,

𝑣

√3
). 

 

The Gaussian and mean curvatures of the ruled surface 

𝜑2𝑇𝑁𝐵  
are  

 

𝐺 = −
𝑎2𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢))

(
2 + 𝑎2𝑣2 + 2√3𝑎𝑣𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)) +

𝑎2𝑣2𝑐𝑜𝑠(2(𝑑1 + 𝑎𝑥2(𝑢)))
)

2 

and 

 

𝐻 = 

𝑎 (
1 + 2√3𝑎𝑣𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)) +

𝑎2𝑣2 𝑐𝑜𝑠 (2(𝑑1 + 𝑎𝑥2(𝑢))) − √3𝑎𝑣𝑠𝑖𝑛(𝑑1 + 𝑎𝑥2(𝑢))
)

2(
2 + 𝑎2𝑣2 + 2√3𝑎𝑣𝑐𝑜𝑠(𝑑1 + 𝑎𝑥2(𝑢)) +

𝑎2𝑣2 𝑐𝑜𝑠 (2(𝑑1+ 𝑎𝑥2(𝑢)))
)

3 2⁄
, 

 

respectively. 

 

Also, 

Theorem 3.2.2.4. i) The ruled surface 𝜑2𝑇𝑁𝐵 is not 

developable. 

 

ii) The base curve and the striction curve of 𝜑2𝑇𝑁𝐵 

never intersect. 

 

Proof. From (2.5), the distribution parameter of 𝜑2𝑇𝑁𝐵 

is 

𝛿2𝑇𝑁𝐵 =
√3𝑠𝑒𝑐(𝑑1 + 𝑎𝑥2(𝑢))

2𝑎
 

 

and from (2.4), the striction curve 𝛽2𝑇𝑁𝐵  
on the ruled 

surface 𝜑2𝑇𝑁𝐵 is 

 

𝛽2𝑇𝑁𝐵 = 𝛼2(𝑢) −
√3 sec(𝑑1+𝑎𝑥2(𝑢))

2𝑎
𝛾2𝑇𝑁𝐵(𝑢). 

   

 
Thus, these equations prove (i) and (ii).  

 

Example.  If we take 𝑎 = 1, 𝑥2(𝑢) =  𝑢,  𝑑1 = 3 and 

𝑑2 = 5 in the ruled surface 𝜑2𝑇𝑁𝐵, we obtain that 

 

𝜑2𝑇𝑁𝐵(𝑢, 𝑣) =      (5 − 𝑙𝑛(𝑐𝑜𝑠(𝑢 + 3)) +

𝑣 (
𝑠𝑖𝑛(𝑢+3)−𝑐𝑜𝑠(𝑢+3)

√3
), 

                         𝑢 + 𝑣 (
𝑐𝑜𝑠(𝑢+3)+𝑠𝑖𝑛(𝑢+3)

√3
) ,

𝑣

√3
). 

 

In figure 8, one see this ruled surface for                

(𝑢, 𝑣) ∈ (−3 −
𝜋

2
, −3 +

𝜋

2
) × (−1.5,1.5). 

 
Figure 8. The ruled surface 𝜑2𝑇𝑁𝐵. 

 

4. Conclusion 

 

In the present study, we give some important results for 

ruled surfaces constructed by curves with zero 𝜑-

curvature in Euclidean 3-space with density. We hope 

that, this study will help to engineers and geometers 

who are dealing with surfaces in Euclidean space with 

density and in near future, this study can be tackled in 

Minkowski space, Galilean space and etc. 
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1. Introduction 

 

Let ∑𝑥𝑛 be a given infinite series with sequence of 

partial sums (𝑠𝑛)  and 𝐴 = (𝑎𝑛𝑣) be an infinite matrix 

of complex numbers. By 𝐴(𝑠) = (𝐴𝑛(𝑠)), we denote 

the 𝐴-transform of the sequence 𝑠 = (𝑠𝑛), i.e.,  

 

𝐴𝑛(𝑠) =∑𝑎𝑛𝑣𝑠𝑣

∞

𝑣=0

 

 

which converges for 𝑛 ≥ 0.   
The 𝑛th (𝑁, 𝑝𝑛) weighted mean of the sequence (𝑠𝑛) is 
given by  

𝑇𝑛 =
1

𝑃𝑛
∑𝑝𝑣𝑠𝑣

𝑛

𝑣=0

, 

 

where (𝑝𝑛) is a sequence of positive real constants such 

that 𝑃𝑛 = ∑ 𝑝𝑣
𝑛
𝑣=0 → ∞ as 𝑛 → ∞  (𝑃−1 = 𝑝−1 = 0).  

Let (𝜑𝑛) be any sequence of positive real constants. 

Then the series ∑𝑥𝑛 is said to be summable 
|𝑁, 𝑝𝑛 , 𝜑𝑛|𝑘 , 𝑘 ≥ 1, if (see [1])  

 

∑(𝜑𝑛)
𝑘−1

∞

𝑛=1

|𝑇𝑛 − 𝑇𝑛−1|
𝑘 < ∞.               (1.1) 

 

Note that |𝑁, 𝑝𝑛 , 𝑃𝑛 𝑝𝑛⁄ |𝑘 = |𝑁, 𝑝𝑛|𝑘 and |𝑁, 𝑝𝑛 , 𝑛|𝑘 =
|𝑅, 𝑝𝑛|𝑘 , which are defined by Bor and Sarıgöl in [2,3].  

Taking account of  

𝑇𝑛 − 𝑇𝑛−1 =
𝑝𝑛

𝑃𝑛𝑃𝑛−1
∑𝑃𝑣−1𝑥𝑣

𝑛

𝑣=1

 

 

the relation (1.1) can be stated as  

 

∑(𝜑𝑛)
𝑘−1

∞

𝑛=1

|
𝑝𝑛

𝑃𝑛𝑃𝑛−1
∑𝑃𝑣−1𝑥𝑣

𝑛

𝑣=1

|

𝑘

< ∞.    (1.2) 

 

An appropriate extension of (1.2) to a factorable matrix 

would be as follows [4]. Let 𝐴𝑓 = (𝑎𝑛𝑣) denote the 

factorable matrix defined by 

 

𝑎𝑛𝑣 = {
𝑎̂𝑛𝑎𝑣 ,   0 ≤ 𝑣 ≤ 𝑛,
0,      𝑣 > 𝑛,

 

 

where (𝑎̂𝑛) and (𝑎𝑛) are any sequences of real numbers. 

Then the series ∑𝑥𝑛 is said to be summable |𝐴𝑓 ,𝜑𝑛|𝑘
, 

𝑘 ≥ 1, if (see [4])  

 

∑(𝜑𝑛)
𝑘−1

∞

𝑛=1

|𝑎̂𝑛∑𝑎𝑣𝑥𝑣

𝑛

𝑣=1

|

𝑘

< ∞.  

 

If we take 𝑎̂𝑛 =
𝑝𝑛

𝑃𝑛𝑃𝑛−1
  and 𝑎𝑣 = 𝑃𝑣−1, then |𝐴𝑓 ,𝜑𝑛|𝑘

 

summability is equivalent to |𝑁, 𝑝𝑛 , 𝜑𝑛|𝑘  summability. 

 

Abstract 

In this paper, we establish the general summability factor theorems related to generalized absolute 

Cesàro summability |𝐶, 𝛼, 𝛽|𝑘 and absolute factorable matrix summability  |𝐴𝑓 ,𝜑𝑛|𝑘
 methods for 𝑘 ≥ 1, 

 𝛼 + 𝛽 > −1, where (𝜑𝑛) is arbitrary sequence of positive real constants and 𝐴𝑓 = (𝑎𝑛𝑣) is a  factorable 

matrix such that 𝑎𝑛𝑣 = 𝑎̂𝑛𝑎𝑣 for 0 ≤ 𝑣 ≤ 𝑛, 𝑎𝑛𝑣 = 0 for  𝑣 > 𝑛, (𝑎̂𝑛) and (𝑎𝑛) are any sequences of 

real numbers.  Also, absolute factorable summability method includes all absolute Riesz summability 

and absolute weighted summability methods in the special cases.  Therefore, not only some well  known 
results but also several new results for absolute Cesàro and weighted means are obtained as corollaries. 

 

Keywords: Absolute Cesàro summability, Factorable matrix, Matrix methods, Sequence spaces, 

Summability factors. 
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Borwein [5] has introduced the 𝑛th generalized Cesàro 

mean (𝐶, 𝛼, 𝛽) of order (𝛼, 𝛽) with 𝛼 + 𝛽 > −1,  of the 

sequence (𝑠𝑛) by 
 

𝜎𝑛
𝛼,𝛽

=
1

𝐴𝑛
𝛼+𝛽

∑𝐴𝑛−𝑣
𝛼−1

𝑛

𝑣=1

𝐴𝑣
𝛽
𝑠𝑣 , 

 

where  𝐴𝑛
𝛼+𝛽

= 𝑂(𝑛𝛼+𝛽), 𝛼 + 𝛽 > −1,  𝐴0
𝛼+𝛽

= 1,

 𝐴𝑛
𝛼 =

(𝛼+1)(𝛼+2)…(𝛼+𝑛)

𝑛!
 𝑎𝑛𝑑  𝐴−𝑛

𝛼+𝛽
= 0, 𝑛 ≥ 1.  

 

Obviously, (𝐶, 𝛼, 0) is the same as (𝐶, 𝛼) whereas 

(𝐶, 0, 𝛽) is (𝐶, 0).   
 

We write 𝜏𝑛
𝛼,𝛽

 as the (𝐶, 𝛼, 𝛽)  transform of the 

sequence (𝑛𝑥𝑛),  i.e.,  
 

𝜏𝑛
𝛼,𝛽

=
1

𝐴𝑛
𝛼+𝛽

∑𝐴𝑛−𝑣
𝛼−1

𝑛

𝑣=1

𝐴𝑣
𝛽
𝑣𝑥𝑣 . 

 

Then, the series ∑𝑥𝑛 is said to be summable  |𝐶, 𝛼, 𝛽|𝑘, 

𝑘 ≥ 1, for 𝛼 + 𝛽 > −1, if (see [6]) 
 

∑
1

𝑛

∞

𝑛=1

|𝜏𝑛
𝛼,𝛽|

𝑘
< ∞. 

 

The summability |𝐶, 𝛼, 𝛽|𝑘 includes all Cesàro methods 

in the special cases. For example, if we take 𝛽 = 0, 𝛼 =
0 and 𝛼 = 1,  then the summability |𝐶, 𝛼, 𝛽|𝑘 reduces to 
|𝐶, 𝛼|𝑘 defined by Flett in [7], to |𝐶, 0|𝑘   and the 

absolute Riesz summability |𝑅, 𝑝𝑛|𝑘  with 𝑝𝑛 = 𝐴𝑛
𝛽

 for 

𝛽 ≥ 0 [3].  
 

Throughout this paper, 𝑘∗ denotes the conjugate of 𝑘 >
1,  i.e., 1/𝑘 + 1/ 𝑘∗ = 1, and 1/ 𝑘∗ = 0 for 𝑘 = 1. 

Let 𝑋 and 𝑌 be two summability methods. If ∑𝜀𝑛𝑥𝑛 is 

summable by the method 𝑌 whenever ∑𝑥𝑛 is summable 

by the method 𝑋, then we say that the sequence 𝜀 =
(𝜀𝑛)  is a summability factor of type (𝑋, 𝑌) and we 

write 𝜀 ∈ (𝑋, 𝑌). Also, note that if 𝜀 = 1, then 1 ∈
(𝑋, 𝑌) means the comparisons of these methods, where 

1 = (1,1, . . . ) , i.e.,  𝑋 ⊂ 𝑌. 
 

Absolute summability factors and comparison of the 

methods related to |𝑁, 𝑝𝑛|𝑘 and |𝐶, 𝛼|𝑘  were widely 
studied by many authors [8-12]. We refer the reader to 

[11-13] for the most recent work in this topic. Also the 

Cesàro series spaces have been defined as the set of all 

series summable by absolute Cesàro summability 

methods in [14-16]. 
 

2. Results and Discussion 
 

The aim of this paper is to characterize the sets 

(|𝐶, 𝛼, 𝛽|, |𝐴𝑓 ,𝜑𝑛|𝑘
), 𝑘 ≥ 1 and 

(|𝐴𝑓 , 𝜑𝑛|𝑘
, |𝐶, 𝛼, 𝛽|) , 𝑘 > 1 for 𝛼 + 𝛽 > −1. As a 

direct consequence of these results, we also obtain 

various new results as corollaries. 
 

We use the following lemmas to prove our results.  

Lemma 2.1. Let 1 < 𝑘 < ∞.  Then,  𝐴(𝑥) ∈ ℓ whenever 

𝑥 ∈ ℓ𝑘 if and only if 
 
 

∑(∑|𝑎𝑛𝑣|

∞

𝑛=0

)

𝑘∗∞

𝑣=0

< ∞ 

 

where ℓ𝑘 = {𝑥 = (𝑥𝑣) ∶  ∑ |𝑥𝑣|
𝑘

𝑣 < ∞}, ℓ1 =  ℓ, [17]. 

Lemma 2.2. Let 1 ≤ 𝑘 < ∞. Then, 𝐴(𝑥) ∈ ℓ𝑘 whenever 

𝑥 ∈ ℓ if and only if  

 

sup
𝑣
∑|𝑎𝑛𝑣|

𝑘

∞

𝑛=0

< ∞, 

[18]. 

 

Lemma 2.3. Let 𝜇 > −1, 1 ≤ 𝑘 < ∞ and 𝜆 < 𝜇. Then, 

for 𝑘 = 1, 

𝐸𝑣 = {
𝑂(𝑣−𝜇−1),    𝜆 ≤ −1

𝑂(𝑣−𝜇+𝜆),    𝜆 > −1
 

and  

𝐸𝑣 = {

𝑂(𝑣−𝑘𝜇−1),    𝜆 < −1 𝑘⁄

𝑂(𝑣−𝑘𝜇−1𝑙𝑜𝑔𝑣), 𝜆 = −1 𝑘⁄

𝑂(𝑣−𝑘𝜇+𝑘𝜆),    𝜆 > −1 𝑘⁄

 

 

for 1 < 𝑘 < ∞, where 𝐸𝑣 = ∑
|𝐴𝑛−𝑣
𝜆 |

𝑘

𝑛(𝐴𝑛
𝜇
)
𝑘

∞
𝑛=𝑣  for 𝑣 ≥ 1, [9]. 

 

Now, we are ready to prove the main theorems. 

 

Theorem 2.4. Let 𝑘 ≥ 1 and 𝛼 + 𝛽 > −1. Then the 

necessary and sufficient condition for 𝜀 ∈

(|𝐶, 𝛼, 𝛽|, |𝐴𝑓 ,𝜑𝑛|𝑘
) is that 

 

sup
𝑟
{∑|𝜑𝑛

1 𝑘∗⁄
𝑎̂𝑛𝑟𝐴𝑟

𝛼+𝛽
∑

𝑎𝑣𝜀𝑣𝐴𝑣−𝑟
−𝛼−1

𝑣𝐴𝑣
𝛽

𝑛

𝑣=𝑟

|

𝑘∞

𝑛=𝑟

} < ∞.  (2.1) 

 

Proof. Let 𝜏𝑛
𝛼,𝛽

 be the 𝑛th (𝐶, 𝛼, 𝛽) mean of the 

sequence (𝑛𝑥𝑛) and define the sequence (𝑦𝑛) by  

 

𝑦𝑛 =
𝜏𝑛
𝛼,𝛽

𝑛
=

1

𝑛𝐴𝑛
𝛼+𝛽

∑𝐴𝑛−𝑣
𝛼−1

𝑛

𝑣=1

𝐴𝑣
𝛽
𝑣𝑥𝑣 ,

𝑛 ≥ 1      𝑎𝑛𝑑    𝑦0 = 𝑥0.           (2.2) 
 

So, ∑𝑥𝑛 is summable |𝐶, 𝛼, 𝛽| iff  𝑦 = (𝑦𝑛) ∈ ℓ. Also, 

by inversion of  (2.2), we have for  𝑛 ≥ 1 

𝑥𝑛 =
1

𝑛𝐴𝑛
𝛽
∑𝐴𝑛−𝑣

−𝛼−1𝑣𝐴𝑣
𝛼+𝛽

𝑦𝑣 .

𝑛

𝑣=1

                 (2.3) 
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Using definition of factorable matrix 𝐴𝑓, we define the 

sequence (𝑦̃𝑛) by  

 

𝑦̃𝑛 = 𝜑𝑛
1 𝑘∗⁄

𝑎̂𝑛∑𝑎𝑣𝑥𝑣𝜀𝑣

𝑛

𝑣=1

  , 𝑦̃0 = 𝜀0𝑥0. 

 

This gives us that ∑𝜀𝑛𝑥𝑛 is summable |𝐴𝑓 , 𝜑𝑛|𝑘
 iff  𝑦̃ =

(𝑦̃𝑛) ∈ ℓ𝑘. 
 

Hence, in view of (2.3), we get for 𝑛 ≥ 1, 

𝑦̃𝑛 = 𝜑𝑛
1 𝑘∗⁄

𝑎̂𝑛∑𝑎𝑣𝜀𝑣

𝑛

𝑣=1

𝑥𝑣

= 𝜑𝑛
1 𝑘∗⁄

𝑎̂𝑛∑𝑎𝑣𝜀𝑣

𝑛

𝑣=1

1

𝑣𝐴𝑣
𝛽
∑𝐴𝑣−𝑟

−𝛼−1𝑟𝐴𝑟
𝛼+𝛽

𝑦𝑟 

𝑣

𝑟=1

= 𝜑𝑛
1 𝑘∗⁄

𝑎̂𝑛∑ 

𝑛

𝑟=1

(𝑟𝐴𝑟
𝛼+𝛽∑

𝑎𝑣𝜀𝑣𝐴𝑣−𝑟
−𝛼−1

𝑣𝐴𝑣
𝛽

𝑛

𝑣=𝑟

)𝑦𝑟

=∑𝑑𝑛𝑟

𝑛

𝑟=1

𝑦𝑟 

where  

𝑑𝑛𝑟 = {
𝜑𝑛
1 𝑘∗⁄

𝑎̂𝑛𝑟𝐴𝑟
𝛼+𝛽∑

𝑎𝑣𝜀𝑣𝐴𝑣−𝑟
−𝛼−1

𝑣𝐴𝑣
𝛽

𝑛

𝑣=𝑟

 , 1 ≤ 𝑟 ≤ 𝑛

0, 𝑟 > 𝑛.

 

 

Then, ∑𝜀𝑛𝑥𝑛 is summable |𝐴𝑓 ,𝜑𝑛|𝑘
 whenever ∑𝑥𝑛 is 

summable |𝐶, 𝛼, 𝛽| if and only if 𝑦̃ ∈ ℓ𝑘 whenever 𝑦 ∈
ℓ. Hence using Lemma 2.2, we obtain that 𝜀 ∈

(|𝐶, 𝛼, 𝛽|, |𝐴𝑓 ,𝜑𝑛|𝑘
)   if and only if  

sup
𝑟
{∑ |𝜑𝑛

1 𝑘∗⁄
𝑎̂𝑛𝑟𝐴𝑟

𝛼+𝛽∑
𝑎𝑣𝜀𝑣𝐴𝑣−𝑟

−𝛼−1

𝑣𝐴𝑣
𝛽

𝑛

𝑣=𝑟

|

𝑘∞

𝑛=𝑟

} < ∞ 

which completes the proof. 

 

Theorem 2.5. Let 𝑘 > 1, 𝛼 + 𝛽 > −1 and 𝛽 > −1. 

Then the necessary and sufficient condition for  

𝜀 ∈  (|𝐴𝑓 , 𝜑𝑛|𝑘
 , |𝐶, 𝛼, 𝛽|)  is that   

 

∑(∑|
1

𝑛𝐴𝑛
𝛼+𝛽

𝜑𝑣
1 𝑘∗⁄

𝑎̂𝑣
Ω𝑛𝑣|

∞

𝑛=𝑣

)

𝑘∗∞

𝑣=1

< ∞, (2.4) 

where Ω = (Ω𝑛𝑣) is defined by  

Ω𝑛𝑣 = {
𝐴𝑛−𝑣
𝛼−1𝐴𝑣

𝛽
𝑣𝜀𝑣

𝑎𝑣
−
𝐴𝑛−𝑣−1
𝛼−1 𝐴𝑣+1

𝛽
(𝑣+1)𝜀𝑣+1

𝑎𝑣+1
, 1 ≤ 𝑣 ≤ 𝑛,

0, 𝑣 > 𝑛.

 

 

Proof. Let (𝑦̃𝑛) denote the sequence defined by  

 

𝑦̃𝑛 = 𝜑𝑛
1 𝑘∗⁄

𝑎̂𝑛∑𝑎𝑣𝑥𝑣

𝑛

𝑣=1

, 𝑛 ≥ 1, 𝑎𝑛𝑑 𝑦̃0 = 𝑥0.  (2.5) 

 

So, we can write that ∑𝑥𝑛 is summable |𝐴𝑓 ,𝜑𝑛|𝑘
 iff  

𝑦̃ = (𝑦̃𝑛) ∈ ℓ𝑘. By inversion of (2.5), we obtain for 𝑛 ≥
1, 

𝑥𝑛 =
1

𝑎𝑛
(

𝑦̃𝑛

𝜑𝑛
1 𝑘∗⁄

𝑎̂𝑛
−

𝑦̃𝑛−1

𝜑𝑛−1
1 𝑘∗⁄

𝑎̂𝑛−1
).        (2.6) 

 

Also let (𝑢𝑛
𝛼,𝛽) be the 𝑛th (𝐶, 𝛼, 𝛽) mean of the 

sequence (𝑛𝑥𝑛𝜀𝑛), i.e.,   

𝑢𝑛
𝛼,𝛽

=
1

𝐴𝑛
𝛼+𝛽

∑𝐴𝑛−𝑣
𝛼−1

𝑛

𝑣=1

𝐴𝑣
𝛽
𝑣𝜀𝑣𝑥𝑣 . 

 

If we define 𝑦 = (𝑦𝑛) by 

 

𝑦𝑛 =
𝑢𝑛
𝛼,𝛽

𝑛
=

1

𝑛𝐴𝑛
𝛼+𝛽

∑𝐴𝑛−𝑣
𝛼−1

𝑛

𝑣=1

𝐴𝑣
𝛽
𝑣𝜀𝑣𝑥𝑣 , 

 

then, we say that ∑𝜀𝑛𝑥𝑛 is summable |𝐶, 𝛼, 𝛽| iff  𝑦 =
(𝑦𝑛) ∈ ℓ.  Hence, by virtue of the (2.6), we get for 𝑛 ≥
1, 

 

𝑦𝑛 =
1

𝑛𝐴𝑛
𝛼+𝛽

∑𝐴𝑛−𝑣
𝛼−1

𝑛

𝑣=1

𝐴𝑣
𝛽
𝑣𝜀𝑣𝑥𝑣

=
1

𝑛𝐴𝑛
𝛼+𝛽

∑𝐴𝑛−𝑣
𝛼−1

𝑛

𝑣=1

𝐴𝑣
𝛽
𝑣𝜀𝑣

1

𝑎𝑣
(

𝑦̃𝑣

𝜑𝑣
1 𝑘∗⁄

𝑎̂𝑣
−

𝑦̃𝑣−1

𝜑𝑣−1
1 𝑘∗⁄

𝑎̂𝑣−1
)

=
1

𝑛𝐴𝑛
𝛼+𝛽

(∑
𝐴𝑛−𝑣
𝛼−1𝐴𝑣

𝛽
𝑣𝜀𝑣𝑦̃𝑣

𝑎𝑣𝜑𝑣
1 𝑘∗⁄

𝑎̂𝑣

𝑛

𝑣=1

−∑
𝐴𝑛−𝑣−1
𝛼−1 𝐴𝑣+1

𝛽
(𝑣 + 1)𝜀𝑣+1𝑦̃𝑣

𝑎𝑣+1𝜑𝑣
1 𝑘∗⁄

𝑎̂𝑣

𝑛−1

𝑣=0

)

= −
𝐴𝑛−1
𝛼−1𝐴1

𝛽
𝜀1𝑦̃0

𝑛𝐴𝑛
𝛼+𝛽𝑎1𝜑0

1 𝑘∗⁄
𝑎̂0

+
1

𝑛𝐴𝑛
𝛼+𝛽

∑(
𝐴𝑛−𝑣
𝛼−1𝐴𝑣

𝛽
𝑣𝜀𝑣

𝑎𝑣

𝑛

𝑣=1

−
𝐴𝑛−𝑣−1
𝛼−1 𝐴𝑣+1

𝛽
(𝑣 + 1)𝜀𝑣+1

𝑎𝑣+1
)

𝑦̃𝑣

𝜑𝑣
1 𝑘∗⁄

𝑎̂𝑣
=∑𝑑𝑛𝑣𝑦̃𝑣

𝑛

𝑣=0

 

 

where 𝐷 = (𝑑𝑛𝑣) is defined by 

 

𝑑𝑛𝑣 =

{
 
 

 
 −

𝐴𝑛−1
𝛼−1𝐴1

𝛽
𝜀1

𝑛𝐴𝑛
𝛼+𝛽

𝑎1𝜑0
1 𝑘∗⁄

𝑎̂0
, 𝑣 = 0, 𝑛 ≥ 1,

1

𝑛𝐴𝑛
𝛼+𝛽

𝜑𝑣
1 𝑘∗⁄

𝑎̂𝑣
Ω𝑛𝑣 , 1 ≤ 𝑣 ≤ 𝑛

0, 𝑣 > 𝑛,

 

and Ω = (Ω𝑛𝑣) is as in Theorem 2.5. 
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Then, ∑𝜀𝑛𝑥𝑛 is summable  |𝐶, 𝛼, 𝛽| whenever ∑𝑥𝑛 is 

summable |𝐴𝑓 ,𝜑𝑛|𝑘
 if and only if 𝑦 ∈ ℓ whenever 𝑦̃ ∈

ℓ𝑘. Hence in view of Lemma 2.1, we obtain that 𝜀 ∈

 (|𝐴𝑓 ,𝜑𝑛|𝑘
 , |𝐶, 𝛼, 𝛽|)   if and only if  

∑(∑|𝑑𝑛𝑣|

∞

𝑛=𝑣

)

𝑘∗∞

𝑣=0

< ∞ 

which gives that 

 

(∑|𝑑𝑛0|

∞

𝑛=1

)

𝑘∗

+∑(∑|𝑑𝑛𝑣|

∞

𝑛=𝑣

)

𝑘∗∞

𝑣=1

= (∑|
𝐴𝑛−1
𝛼−1𝐴1

𝛽
𝜀1

𝑛𝐴𝑛
𝛼+𝛽

𝑎1𝜑0
1 𝑘∗⁄

𝑎̂0
|

∞

𝑛=1

)

𝑘∗

 

+∑(∑|
1

𝑛𝐴𝑛
𝛼+𝛽𝜑𝑣

1 𝑘∗⁄
𝑎̂𝑣
(
𝐴𝑛−𝑣
𝛼−1𝐴𝑣

𝛽
𝑣𝜀𝑣

𝑎𝑣

∞

𝑛=𝑣

∞

𝑣=1

−
𝐴𝑛−𝑣−1
𝛼−1 𝐴𝑣+1

𝛽 (𝑣 + 1)𝜀𝑣+1
𝑎𝑣+1

)|)

𝑘∗

< ∞. 

Since  ∑ |
𝐴𝑛−1
𝛼−1

𝑛𝐴𝑛
𝛼+𝛽|

∞
𝑛=1 < ∞ from Lemma 2.3 , we get that 

(2.4) holds, which completes the proof. 

 

3. Conclusion 

 

Our results have several consequences depending on 

𝛼, 𝛽, (𝑎̂𝑛) and (𝑎𝑛) .  
 

If we consider the special case 𝜀 = 1 in the Theorem 2.4 

and Theorem 2.5, we have following results dealing 
with comparison of summability fields of methods 

|𝐶, 𝛼, 𝛽| and |𝐴𝑓 ,𝜑𝑛|𝑘
.  

 

Corollary 3.1. Let 𝑘 ≥ 1 and 𝛼 + 𝛽 > −1. Then, 

|𝐶, 𝛼, 𝛽| ⊂ |𝐴𝑓 , 𝜑𝑛|𝑘
 if and only if 

 

sup
𝑟
{∑ |𝜑𝑛

1 𝑘∗⁄
𝑎̂𝑛𝑟𝐴𝑟

𝛼+𝛽∑
𝑎𝑣𝐴𝑣−𝑟

−𝛼−1

𝑣𝐴𝑣
𝛽

𝑛

𝑣=𝑟

|

𝑘∞

𝑛=𝑟

} < ∞.  

 

Corollary 3.2. Let 𝑘 > 1, 𝛼 + 𝛽 > −1 and 𝛽 > −1.  

Then |𝐴𝑓 , 𝜑𝑛|𝑘
⊂ |𝐶, 𝛼, 𝛽| if and only if 

 

∑(∑|
1

𝑛𝐴𝑛
𝛼+𝛽

𝜑𝑣
1 𝑘∗⁄

𝑎̂𝑣
(
𝐴𝑛−𝑣
𝛼−1𝐴𝑣

𝛽
𝑣

𝑎𝑣

∞

𝑛=𝑣

∞

𝑣=1

−
𝐴𝑛−𝑣−1
𝛼−1 𝐴𝑣+1

𝛽
(𝑣 + 1)

𝑎𝑣+1
)|)

𝑘∗

< ∞. 

 

Taking 𝑎̂𝑛 =
𝑝𝑛

𝑃𝑛𝑃𝑛−1
 , 𝑎𝑣 = 𝑃𝑣−1 in the Theorem 2.4 and  

Theorem 2.5, we get the following results, respectively.  

 

Corollary 3.3. Let 𝑘 ≥ 1 and 𝛼 + 𝛽 > −1. Then the 

necessary and sufficient condition for 𝜀 ∈
(|𝐶, 𝛼, 𝛽|, |𝑁, 𝑝𝑛 , 𝜑𝑛|𝑘)  is that 

sup
𝑟
{∑ |𝜑𝑛

1 𝑘∗⁄ 𝑝𝑛
𝑃𝑛𝑃𝑛−1

𝑟𝐴𝑟
𝛼+𝛽∑

𝑃𝑣−1𝜀𝑣𝐴𝑣−𝑟
−𝛼−1

𝑣𝐴𝑣
𝛽

𝑛

𝑣=𝑟

|

𝑘∞

𝑛=𝑟

}

< ∞.  
 

Corollary 3.4. Let 𝑘 > 1, 𝛼 + 𝛽 > −1 and 𝛽 > −1. 

Then the necessary and sufficient condition for 𝜀 ∈
(|𝑁, 𝑝𝑛 , 𝜑𝑛|𝑘 , |𝐶, 𝛼, 𝛽|) is that 

 

∑(∑|
𝑃𝑣𝑃𝑣−1

𝑛𝐴𝑛
𝛼+𝛽𝜑𝑣

1 𝑘∗⁄
𝑝𝑣
(
𝐴𝑛−𝑣
𝛼−1𝐴𝑣

𝛽
𝑣𝜀𝑣

𝑃𝑣−1

∞

𝑛=𝑣

∞

𝑣=1

−
𝐴𝑛−𝑣−1
𝛼−1 𝐴𝑣+1

𝛽
(𝑣+1)𝜀𝑣+1
𝑃𝑣

)|)

𝑘∗

< ∞.   
 

If we take 𝛽 = 0, Theorem 2.4 and Theorem  2.5 reduce 

to the next results, respectively.  

 

Corollary 3.5. Let 𝑘 ≥ 1 and 𝛼 > −1. Then the 

necessary and sufficient condition for 𝜀 ∈

(|𝐶, 𝛼|, |𝐴𝑓 ,𝜑𝑛|𝑘
) is that 

 

sup
𝑟
{∑|𝜑𝑛

1 𝑘∗⁄
𝑎̂𝑛𝑟𝐴𝑟

𝛼∑
𝑎𝑣𝜀𝑣𝐴𝑣−𝑟

−𝛼−1

𝑣

𝑛

𝑣=𝑟

|

𝑘∞

𝑛=𝑟

} < ∞.  

 

Corollary 3.6. Let 𝑘 > 1 and 𝛼 > −1. Then the 

necessary and sufficient condition for 𝜀 ∈

(|𝐴𝑓 , 𝜑𝑛|𝑘
, |𝐶, 𝛼|) is that 

 

∑(∑|
1

𝑛𝐴𝑛
𝛼𝜑𝑣

1 𝑘∗⁄
𝑎̂𝑣
(
𝐴𝑛−𝑣
𝛼−1𝑣𝜀𝑣
𝑎𝑣

∞

𝑛=𝑣

∞

𝑣=1

−
𝐴𝑛−𝑣−1
𝛼−1 (𝑣+1)𝜀𝑣+1

𝑎𝑣+1
)|)

𝑘∗

< ∞.   

 

Also, taking 𝑎̂𝑛 =
𝑝𝑛

𝑃𝑛𝑃𝑛−1
 ,  𝑎𝑣 = 𝑃𝑣−1 in the Corollary 

3.5. and Corollary 3.6, we have:  
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Corollary 3.7. Let 𝑘 ≥ 1 and 𝛼 > −1. Then the 

necessary and sufficient condition for 𝜀 ∈
(|𝐶, 𝛼|, |𝑁, 𝑝𝑛 , 𝜑𝑛|𝑘) is that 
 

sup
𝑟
{∑|𝜑𝑛

1 𝑘∗⁄ 𝑝𝑛
𝑃𝑛𝑃𝑛−1

𝑟𝐴𝑟
𝛼∑

𝑃𝑣−1𝜀𝑣𝐴𝑣−𝑟
−𝛼−1

𝑣

𝑛

𝑣=𝑟

|

𝑘∞

𝑛=𝑟

} < ∞. 

 

Corollary 3.8. Let 𝑘 > 1 and 𝛼 > −1. Then the 

necessary and sufficient condition for 𝜀 ∈
(|𝑁, 𝑝𝑛 , 𝜑𝑛|𝑘 , |𝐶, 𝛼|) is that 

 

 

∑(∑|
𝑃𝑣𝑃𝑣−1

𝑛𝐴𝑛
𝛼𝜑𝑣

1 𝑘∗⁄
𝑝𝑣
(
𝐴𝑛−𝑣
𝛼−1𝑣𝜀𝑣
𝑃𝑣−1

∞

𝑛=𝑣

∞

𝑣=1

−
𝐴𝑛−𝑣−1
𝛼−1 (𝑣+1)𝜀𝑣+1

𝑃𝑣
)|)

𝑘∗

< ∞.  
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1. Introduction 

 

Stability of proteins refers to a wide range of area, such 

as stability against aggregation, against sedimentation or 

against structural integrity. Native proteins, due to the 

presence of ionic groups in their structure, are affected 

by the electrostatic interactions. In this review, we 

focused on the structure and stability of different 

proteins (namely whey proteins, caseins and gelatin) in 

dispersions particularly considering the electrostatic 
interactions through pH change. These proteins are 

widely used in food industry and their micro- and nano-

particulate forms could give several properties to food 

products. Therefore, their behaviour at different pH 

values in aqueous media is important to know. The 

chosen proteins are from different sources, have 

different chemical structures, and thereby having all 

different properties from each other.  

 

Whey proteins are the by-product in cheese production 

and constitute almost 0.6% (w/v) of the proteins in milk. 

Of the total protein, nearly 20% (w/w) is whey proteins 

and 80% (w/w) is caseins. Whey proteins include β-

lactoglobulin (BLG), α-lactalbumin (ALAC), bovine 

serum albumin and immunoglobulin, and therefore it is 

highly complex [1]. In whey proteins, secondary and 

tertiary structures, including α-helix and β-sheets, are 

present [2]. BLG and ALAC have disulfide bonds, 

which could change the hydrophobicity and thereby the 
solubility of the protein. Therefore, solubility of whey 

proteins is also affected by the chemical structure 

besides physical conditions, such as acidification or 

heating [3]. Such treatments often cause aggregation of 

whey proteins that result in increased turbidity or 

viscosity in aqueous solutions. In addition, heating of 

whey protein solution with a high concentration could 

result in gel formation. These changes in liquid food 

Abstract 

This review focused on the characteristics of protein particles from different sources, namely whey 

proteins, sodium caseinate and gelatin, their structural stability and the stability of dispersions at 

different pH values. To create particles, controlled aggregation and gelation were used in several 

methods. Different chemical structures of the proteins provide different gelation properties. Whey 

proteins undergo thermal denaturation above 68ᵒC, therefore heat-set gelatin was often used for particle 

preparation. When whey protein particles were prepared at the iso-electric point (IEP) of proteins, they 

became dense and small; whereas at other pH values, particles were soft and spherical due to increased 

repulsive forces between proteins. Such particles could swell when the pH of the aqueous phase was 

away from the IEP. Sodium caseinate is more heat stable compared to whey proteins; however, it is pH-

sensitive. When sodium caseinate particles were prepared through acidification, particles were stable 
against disintegration only around the IEP of proteins. More stable caseinate particles could be produced 

using enzymatic crosslinking. On the other hand, gelatin particles, which were prepared via cold-set 

gelation, were stable over a wide pH range; however, as they were thermo-sensitive, particles 

disintegrated above 30ᵒC. This review explained the chemical differences of proteins, preparation of 

particles using different methods, and stability of particles and their dispersions at different conditions. 

Such differences in protein particles should be carefully investigated before they are used in food 

products, which could have complex matrix.   

Keywords: Aggregation, gelatin, microstructure, sodium caseinate, whey protein 
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products including whey proteins are not desired as the 
product acceptability decreases.  

 

Caseins, another protein from milk source, has a 

complex structure with little amount of secondary or 

tertiary structure [4]. Caseins show amphiphilic 

characteristics and therefore they are highly used in 

emulsion or foaming systems [5]. Caseins could also 

give texture and increase the water binding capacity of 

food products. The main function of casein in bovine 

milk is thought to be nutritional [6], however there are 

many techno-functional properties in food products. αS1, 
αS2-, β-, and κ-casein are the different types and they 

found in the ratio 4:1:4:1.3 [7]. In the native form, κ-

caseins forms a hairy layer around the micelles and 

these hairs becomes inactive upon acidification at or 

around the iso-electric point (IEP) of casein (pH 4.6) 

and thereby forming aggregates through formation of 

salt bridges [8]. On the other hand, stability of casein 

against aggregation upon heating is quite high compared 

to whey proteins. Heat coagulation of casein could 

happen above 120ᵒC [9]. Therefore, gelation or 

aggregation of caseins is often achieved by acidification 

or enzymatic crosslinking [10]. 
 

Caseins are often found in micelle form in milk, 
however in food products salt derived forms, which are 

caseinates, are more commonly used. At the IEP of 

caseins, washing is done to obtain pure precipitate of 

caseins and then it is neutralized. When NaOH is used 

for neutralization process, sodium caseinate (NaCas) is 

obtained [11]. In food systems, NaCas has several 

techno-functional properties such as texturizer, 

thickening or gelling agent, or more commonly as 

emulsifier due to its amphiphilic property [12].  
 

Another protein from animal source is gelatin, which is 

obtained through hydrolysis of collagen [13]. Molecular 

structure of gelatin includes single or multiple strands of 

polypeptides in a helix conformation [14]. The most 
commonly known characteristic of gelatin is being a 

thermo-reversible gel. Below the melting point, gelatin 

has a triple-helix structure; whereas above the melting 

point, hydrogen bonds between helical structures are 

broken and the molecular structure turns into a random-

coil state [15].  
 

Gelatin could be obtained from different sources such as 

pork, bovine or fish, each of which has different 

properties. Gelling and melting temperatures of gelatin 

changes with respect to the species. For instance, cold 

water fish gelatin can melt at 4ᵒC and gel below at 17ᵒC, 

whereas warm water fish gelatin can melt at 18ᵒC and 

gel at 24ᵒC. On the other hand, melting temperature of 
pork or bovine gelatin can be above 30ᵒC [13]. 

Depending on the pretreatment during the extraction 

process, either alkaline or acid conditions, two main 

types of gelatin are obtained, which are namely type-A 

and type-B. The IEP of type-A gelatin is around at pH 
8-9, whereas that of type-B is around at pH 4-5 [13]. 

Another classification of gelatin can be made based on 

the gel strength, which is often expressed using Bloom 

number. Bloom number is mainly a function of source 

of gelatin and its processing conditions [16]. Source of 

gelatin determines the amino acid composition and 

processing conditions could change the molecular 

weight distribution, both of which affect the bloom 

number. Bloom number affects the physical properties 

of gelatin, and thereby determining its use area.  
 

Whey proteins, NaCas and gelatin are all from different 

sources and have different physical and chemical 

properties, thereby having different functional 
properties. Their gelation conditions are also different 

from each other. Their potential use areas vary from 

solid state food materials, such as dough, to fluids, such 

as emulsion and foam systems. Therefore, in this review 

we focus on the particle formation through controlled 

gelation of these proteins and their behavior against 

changing pH in an aqueous medium.    
 

2. Preparation Methods of Protein Particles 
 

Preparation of functional foods and functional 

components are important [17]. One possible way to 

give extra functionality is to create particles through 

gelation of proteins. Particles produced using different 

biomaterials were studied previously [18, 19, 20]. 

Presence of proteins in these studies supply many 
functional and structural properties, such as biocatalysis, 

bioactivity, thickening, drug delivery or possible 

applications in tissue engineering.  
 

Protein aggregation or gelation under certain conditions 

can be turned into an advantage for further stability of 

proteins. To make protein particles with a better control 

over the physicochemical properties, several methods 

were described in literature, such as heat-set or cold-set 

gelation [21, 22]. In aggregation or gelation of proteins, 

peptide chains interact through hydrophobic 

interactions, hydrogen bonding, electrostatic 

interactions, disulfide bridges or van der Waals 

interactions, and therefore rearrangement of proteins 
occurs [23]. Once the aggregation or gelation is done in 

a controlled way, protein particles with different 

properties could be obtained. 
   
Heat-set gelation of proteins is a commonly used 

method to make particles from globular proteins, 

especially from the whey proteins [21, 22, 24, 25]. 

Whey protein solutions were heated above their 

denaturation temperature (68ᵒC), which allows the 

reactive groups of amino acids to be free, and 

subsequently aggregates were formed via hydrophobic 

interactions, hydrogen bonding, and disulfide bonding 

[24]. Heat-set gelation is irreversible; therefore, stable 

forms of aggregates can be obtained. The size of 
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aggregates, which depended on the heating time and 
temperature, has ranged between a few hundred nm to a 

few microns [24, 26]. Larger aggregate formation was 

reported at higher temperatures during the gelation 

process and longer heating times through nucleation and 

growth process. Heat application can also be used as a 

pre-application in particle formation, as many proteins 

are susceptible to heating.  

 

Cold-set gelation is another method to prepare protein 

particles. In cold-set gelation, often acidification [27, 

28, 29], salt addition [26, 30], or enzymatic crosslinking 
[31, 32, 33] methods were used. A heating step either 

before or after the cold process can be used to create 

aggregates or to stabilize the aggregates [22, 34]. 

 

To create protein particles, acidification can be done 

using either acid solutions [27, 28] or acidifying agents, 

such as glucono-δ-lactone (GDL) [35, 36]. This method 

uses the principle of decreasing or totally inhibiting the 

net charge of the proteins and as a result, aggregates are 

formed. For many proteins, acidification is done until 

IEP is reached as the net charge is zero at the point. Salt 

addition also has a similar effect on the net charge of 
proteins; however the mechanism is different from pH-

induced aggregation. Salt ions screen the charges of 

proteins, which are responsible for the repulsive forces. 

Monovalent salt (e.g. NaCl) ions can only screen the 

charges, whereas multivalent salt (e.g. MgCl2, AlCl3) 

ions can have additional effects, such as salt bridge 

formation or specific ion adsorption, besides screening 

[25, 37].  

 

Enzymatic cross-linking of proteins is an alternative 

method for the production of particles [31, 32]. In this 
method, protein solutions with or without a 

pretreatment, such as heating or pH adjustment, were 

mixed with an enzyme. As enzyme functions, protein 

cross-linking has been achieved, and therefore particles 

have been formed as separate stable entities.  

 

A recent method to produce protein particles is the 

emulsification method [32, 38]. In this method, a 

protein solution has been emulsified in an oil solution to 

create droplets. Then, the gelation of these droplets has 

been induced using one of the methods explained above. 

After gelation of the protein in droplets, particles have 
been separated from the water-in-oil emulsion using a 

centrifuge. This method was used for several proteins 

using different gelation techniques and was shown to be 

flexible to change the size, source, concentration, and 

pH of the protein particles [39, 40]. Changing these 

properties allow changing the internal and surface 

structure of particles, influencing the functional 

properties and thus the use area of them.  

  

3. Effect of pH on Whey Protein Particles and Their 

Dispersions 

 

Whey proteins have an IEP of around pH 5.1 and native 

whey proteins in their neutral aqueous solution are 

negatively charged. At different pH values, overall 

charge of whey proteins varies. The net charge of 

proteins at pH values away from the IEP prevents the 

aggregation due to the presence of repulsive forces. The 

pH of the aqueous phase influences the stability against 

aggregation of proteins, which could limit the 

acceptability of beverages. Such stability problems 
could be solved to some extent by using controlled 

aggregation and thereby creating protein particles or 

changing the surface properties of protein particles [41].  

 

Protein particles behave like colloidal particles and they 

can be stabilized against coagulation by changing their 

surface properties. For instance, increasing the 

electrostatic or steric repulsive forces through changing 

pH, adding salt, or coating the particles with different 

polymers prevents the particles from approaching to 

each other, thereby preventing the coagulation [42]. 

 
In a study, soft and hard whey protein isolate (WPI) 

particles were prepared using a two-step emulsification 

method [43]. Sağlam and co-workers [43] prepared soft 

WPI particles, which were at pH 6.8, and hard WPI 

particles, which were at pH 5.5. These particles had 

different physical properties from each other [44]. For 

instance, soft WPI particles, which were spherical, had 

lower internal protein concentration, more open 

microstructure and smoother surface structure than the 

hard WPI particles [44]. On the other hand, hard WPI 

particles had a denser network inside particle than soft 
ones and a cauliflower-like shape. These properties 

affect the stability and colloidal behavior of particles. 

For example, the maximum volume fraction of the 

particles for a stable dispersion in the case of soft ones 

was found to be lower than that in the case of 

corresponding rigid particles. The theoretical approach 

for this difference explained the reason as the smaller 

energy barrier for two interacting colloids, which 

includes the electrical energy and van der Waals energy, 

for the soft particles than for the rigid ones [45]. 

Practically, the porous structure and swelling ability of 

the soft particles, as a result of the interaction with the 
co-solvents, allow a lower volume fraction of particles 

for a stable dispersion. At the same protein 

concentrations (in terms of weight) and the same size of 

particles, soft WPI particles had a volume fraction of 

0.35, whereas hard WPI particles had a volume fraction 

of 0.15 [46]. This finding suggests that the volume 

fraction of soft particles increase faster due to the 

flexible network inside particles, which disrupts the 

colloidal stability, than that of hard particles. 
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Other than the colloidal stability, the stability of particle 
integrity is also highly dependent on the electrostatic 

interactions. Both soft and hard WPI particles were 

found to be sensitive to changes in pH of the dispersion 

[47].  When pH of the dispersion was changed from 

neutral to alkaline values, the protein network inside the 

particle was disrupted with the increasing repulsive 

force. Depending on the strength of this repulsive force, 

particles either swelled or at the extremes they 

disintegrated. When the pH of the dispersion was 

lowered, until the IEP was reached, WPI particles were 

reported to shrink, and below the IEP, due to the 
increased repulsive forces, particles again showed 

swelling. Soft WPI particles had relatively an open 

structure compared to the hard particles, and therefore 

the sensitive characteristics of soft particles to any 

changes in the medium, like pH or salt concentration, is 

expected. In the case of hard WPI particles, due to their 

dense and compact structure, the sensitivity to pH or salt 

may be less expected. However, they showed the similar 

vulnerability to changes in electrostatic forces [47]. At 

highly alkaline pH, the protein leakage from the hard 

particles was even more than the soft ones. The reason 

of the situation could be that during preparation of the 
hard particles, dominant contribution of electrostatic 

forces to the aggregation of proteins besides covalent 

interactions, such as disulfide bonds, which can stabilize 

the network as in the case of heat-set gelation [23, 34].  

 

Disintegration of soft WPI particles could have been 

observed from the appearance of dispersions [47]. 

Particularly at pH 2 and pH 9.5, dispersions became 

translucent, most probably due to the disintegration of 

the particles. On the other hand, at other pH values in 

between pH 2 and pH 9.5, dispersions seemed more 
homogeneous and opaque, which means particle 

integrity was not largely disrupted. At or around the IEP 

of proteins, at pH 5, dispersions showed phase 

separation with a clear upper phase. In the same study, a 

flow-cell set-up for CLSM indicated that increasing pH 

of the continuous phase up to 10.5 resulted in swelling 

of particles and decreasing pH till 5.5 resulted in 

shrinking of particles. These results indicate that soft 

WPI particles were reversible pH-responsive micro-

gels, as they kept their integrity upon consecutive 

increase and decrease of pH of the continuous phase. 

Such pH-responsive micro-gels could be promising in 
controlled delivery systems, particularly in 

pharmaceutical applications. 

 

4. Effect of pH on Sodium Caseinate (NaCas) 

Particles and Their Dispersions 

 

NaCas particles were produced using two-step 

emulsification method and using acidification in the 

gelation step [40]. In this case, emulsification was 

followed by acidification using GDL, which hydrolyses 

slowly in the aqueous phase, and thereby lowering the 

pH of NaCas droplets in the emulsion till its IEP. At this 
point, electrostatic repulsion between proteins decreased 

and therefore aggregation occurred. NaCas particles 

were a few hundred microns, highly porous and had 

irregular shapes. In that study, there was whey protein 

as co-solvent in the aqueous phase, and therefore pH-

dependent phase separation was observed at pH 5 due to 

reduced electrostatic repulsion. NaCas dispersions were 

stable and opaque at pH values between 3 and 4. At 

lower and higher pH values than these, appearances of 

dispersions were less opaque and translucent, indicating 

disintegration of protein particles. SEM images of 
NaCas particles at pH 2, pH 3.5, and pH 6 also proved 

the pH-dependent disintegration away from the IEP of 

proteins. Above pH 6, translucent appearance was more 

pronounced and few particles could have been observed 

under CLSM, indicating that the particle integrity was 

not kept due to strong electrostatic repulsion [40]. In the 

same study, rheological behavior of dispersions at 

different pH values was also investigated to determine 

the effect of swelling of particles. Before disintegration 

of particles due to strong repulsion, there were pH 

values at which particles still kept their integrity, 

however depending on the strength of repulsion size of 
particles could have increased and microstructure of 

particles have changed. Viscosity measurements in 

rheological tests showed that at pH 2, the viscosity of 

dispersions increased, indicating the swelling of 

particles; whereas at pH 6, viscosity of dispersions 

decreased, indicating the disintegration of particles. 

 

In another study, NaCas was used as a stabilizer for zein 

colloidal particles [48]. Zein particles were prepared 

using a controlled precipitation method, and NaCas was 

then added to cover the zein particles. Zein particles 
with negative surface charge density attracted the 

NaCas electrostatically, and the IEP of the new system 

became in between those of native proteins. As the pH 

of the system shifted from the IEP of zein, where zein 

aggregated, particles became stable against aggregation. 

In the same study, zein dispersion system was found to 

be stable in the presence of different NaCl 

concentrations, which means screening of charges did 

not affect the stability of colloidal particles and there 

was still enough repulsion. Stability of dispersion in the 

presence of NaCas was attributed to both electrostatic 

and steric interactions. Repulsive forces kept particles 
from approaching to each other and full surface 

coverage of particles by NaCas supplied steric 

stabilization. Thus, the concentration of NaCas could 

determine the strength of steric and electrostatic 

interactions; at higher concentrations complete surface 

coverage could have been reached and therefore 

dispersions became more stable against aggregation or 

precipitation [48]. 

 

A more recent and similar study was done with zein 

particles including NaCas for encapsulation and 
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controlled release systems [49]. An aromatic organic 
chemical, coumarin, was encapsulated using 

zein/NaCas-mix particles and also using NaCas coated 

zein particles. They have investigated the effect of 

several parameters during fabrication of particles, such 

as mixing ratio, concentration of protein, and 

temperature; and thus they obtained either nano- or 

micro-particles with optimized concentration and 

temperature for high stability against aggregation. In 

addition, the mechanisms of particle formation in both 

cases (either mix particles or NaCas coated particles) 

were explained and resulting particles were found to be 
similar. In the case of zein/NaCas mix particle 

formation, they proposed adsorption driven particle 

formation and coacervate formation during mixing. 

Both adsorption and coacervation could have occurred 

in short time during the course of mixing, therefore 

particles probably included both proteins inside their 

structure, changing the microstructure of particles. On 

the other hand, the size distribution and zeta potential 

values of particles showed that NaCas most probably sat 

on the surface of zein particles. Similar to this structure, 

already-formed zein particles with a NaCas coating on 

their surface had a core and shell structure. However, 
for the coated particles, FTIR results showed a shift to 

lower peak values, indicating the bonding interactions 

were different from zein/NaCas mix particles [49]. 

 

In another study, effect of pH on the accumulation of 

NaCas on alginate micro-gels was studied [50]. In that 

study, interaction between NaCas and alginate micro-

gels was determined at different pH values. Alginate 

gels were always negatively charged at pH values 

between 3 and 7, whereas as NaCas has an IEP around 

pH 4.1, at pH 3, it is positively charged and at and 
above pH 5 it is negatively charged. Therefore, at these 

pH values, interaction was shaped by the electrostatic 

forces. Alginate particles could have been coated with 

NaCas at pH 3 as a result of attractive forces, whereas at 

and above pH 5 they repel each other. Interestingly, 

authors showed an accumulation of NaCas around 

alginate particles at pH 4, where no electrostatic 

attraction was expected. They reported the reason of this 

behavior as the presence of positively charged patches 

on the surface of NaCas protein at the IEP, as the point 

was actually indicated a narrow range of pH values. The 

IEP being a range rather than a single value is due to the 
presence of NaCas from different sources. Different 

sources of caseins provided a different distribution of 

carboxyl and amine groups, and this distribution 

resulted in a range of IEP of protein instead of 

specifying an exact single pH value [51]. 

 

5. Effect of pH on Gelatin Particles and Their 

Dispersions 

 

As gelatin is a thermo-reversible protein, its particles 

are highly sensitive to temperature changes [40]. Gelatin 

micro-particles were prepared via two-step 
emulsification method with cold-set gelation. Physical 

properties of these particles were investigated in a broad 

pH range, from pH 2 to pH 12. SEM pictures showed 

homogeneous and spherical structures for all tested pH 

values between 2 and 12, indicating that gelatin micro-

gels were stable against disintegration upon pH changes. 

Alternatively, dispersions of gelatin particles in whey 

protein solution showed stability against sedimentation 

for all pH values except pH 6. At pH 6, a phase 

separation was observed probably due to the 

electrostatic attraction between gelatin and whey 
proteins, which occurred as a result of charge 

neutralization [40]. 

 

Gelatin gels have triple-helix structure and flexible, 

therefore changes in the strength of repulsive forces 

affect the strength of gels [52]. Gelatin micro-gels were 

able to swell; they had an average diameter of 4 µm at 

neural pH of the medium and at other pH values their 

sizes were found to increase [40]. Viscosity 

measurements of dispersions also indicated the swelling 

of particles at pH values away from pH 6, at which the 

overall charge of particles was close to zero. Strength of 
repulsive forces increased at pH values away from pH 6 

and thereby increasing the effective size of particles, 

which increased the volume fraction of particles in the 

dispersion. Dispersions showed higher viscosities at 

acidic pH values than the alkaline pH values, indicating 

that acidic pH values had stronger repulsive effect on 

gelatin micro-gels. 

 

Other than emulsification method, gelatin nano-particles 

were produced using desolvation method [53, 54]. With 

this method under controlled conditions, homogeneous 
and monodisperse gelatin particles could have been 

obtained. Such particles, due to their flexible network 

structure and thermo-sensitive properties, were used in 

controlled release systems. In controlled release 

systems, size of particles and their internal network 

density were found to be important [54]. Microstructure 

of nano-particles was shown to depend on the changing 

pH of gelatin. Adjusted pH values of gelatin solutions 

altered the hydration characteristics, and thereby 

changing the electrostatic interactions [29]. As a result 

of changing electrostatic forces; different shapes of 

gelatin particles such as spherical, needle-like or 
irregular-shaped were obtained. Such morphological 

differences were found to be dependent also on the 

concentration of gelatin through hydrophobic 

interactions, hydrogen bonding, or van der Waals 

forces. Particularly, at the IEP of gelatin, as there was 

no net charge on the protein, these weak non-covalent 

interactions were more favored [53]. On the other hand, 

Ahsan and Rao [54] explained that at lower pH values 

than the IEP of proteins could have increased the 

number of hydrogen bonds via increasing available 

hydrophilic sections of gelatin with water. As a result of 
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increasing water retention, gelatin network became 
denser. Particle size increase at pH values away from 

the IEP was mainly a result of increased electrostatic 

repulsion. When gelatin concentration was high, the 

reason of particle size increase at pH values lower than 

the IEP was further explained with the macromolecular 

crowding, which could induce swelling of particles or 

deposition of biomaterials on the surface of particles. It 

was also reported that even under strong electrostatic 

repulsion, it was still possible to produce nano-particles 

using desolvation method and the particles could keep 

their integrity well at different pH values.  
 

6. Conclusion 

 

In this review, we considered three different types of 

protein in micro- or nano-sized particles and their 

stability against disintegration or swelling at different 

pH values. We have explained the chemical and 

physical properties of whey proteins, caseins and 

gelatin. As a globular protein, whey proteins aggregate 

above denaturation temperature and therefore most of 

the time heat-set gelation was used with different 

techniques. Whey proteins have a net charge except 
their IEP, so pH of the medium affected the integrity 

and stability of the particles. Whey protein particles 

could have swollen depending on the strength of the 

electrostatic forces. On the other hand, sodium caseinate 

particles were heat stable but highly sensitive to pH 

changes. As they were often formed via acidification to 

the IEP of casein, they kept their integrity only around 

that pH. Alternatively, gelatin particles were highly 

stable against pH changes; they could keep their 

integrity well at different pH values. As gelatin also has 

a net charge in aqueous environment, flexible micro-
particles can swell or shrink depending on the strength 

of the electrostatic repulsion, which was similar to the 

case of whey protein particles. These particles have a 

high potential use in food and pharmaceutical industries, 

as texturizer and/or in controlled delivery systems. 

Therefore, it is important to know the physicochemical 

properties of these particles in aqueous media. To gain 

more insight on the behaviour of the protein particles, 

further research should focus on the interaction of these 

particles with other biopolymers in the matrix.  
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1. Introduction 

 
Genus Fraxinus (family Oleaceae) contain significant 

amounts of phytochemicals aimed at scavenging the 

reactive oxygen species (ROS) causing important 

damage to cellular structures. This valuable content has 

led to intensive research in phenolic compounds in the 

leaves of Oleaceae family. 

 

Natural products from plants have proven their worth as 

main sources of chemical compounds having medicinal 

properties. To this end, several studies were carried out 

to determine the phytochemical profiles of different 

plant materials [1,2]. 
 

People traditionally prefer the hot water infusion, which 

is the easiest way to extract the pharmaceutical 

properties of plants. On the other hand, more 

complicated extraction methods, such as microwave-

assisted extraction (MAE) [3,4], ultrasound-assisted 

extraction (UAE) [5–7], supercritical fluid extraction 

(SFE) [8,9], accelerated solvent extraction (ASE) 

[10,11], soxhlet [12,13] and heat reflux extraction 

(HRE) [13] were all followed to extract the bioactive 

compounds (especially phenolic compounds) with a 
higher yield before analytical determination of the 

phenolic contents of plants. However, these extraction 

techniques were usually carried out using a mixture 

comprising methanol which is not suitable for human 

consumption to enhance the extraction efficiency. 
 

In this study, infusion extraction (IE) and UAE 

techniques were followed to determine the antioxidant 

capacities, radical scavenging activities and phenolic 

profiles of leaves extracts of two different species of 

fraxinus (Fraxinus excelsior and Fraxinus americana). 

UAE was carried out using methanol/water mixture 

(70/30, v/v) which is an efficient aid to extract the 

bioactive compounds from different plant parts. Then 

the phytochemical contents of the leaves were 

determined by using the extracts obtained by UAE. 

Otherwise, IE was performed using only water. 
Therefore, the efficacy of the IE method was compared 

to the efficient UAE technique. For this purpose, leaves 

extracts of both species obtained by UAE and IE 

methods were firstly screened for their total antioxidant 

capacities (TACs), total phenolic contents (TPCs) and 

radical scavenging activities (RSAs) via CUPRAC, 

Folin-Ciocalteu and DPPH methods, respectively. 

Afterwards, liquid chromatography-electrospray tandem 

mass spectrometry (LC-ESI-MS/MS) technique was 

used for scanning 34 individual phenolics in the 

extracts. 
 

Present work is quite original in its nature since it 

provides information on the efficacy of the simple hot 
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water infusion method that is traditionally applied at 

homes compared to UAE method, which has proven to 

be effective extracting phenolic compounds from plant 

matrices. On the other hand, this is the first 

comprehensive report in terms of number of individual 

phenolics determined in two species of genus Fraxinus. 

It gives a comprehensive insight to the literature about 

the phytochemical properties of Fraxinus excelsior and 

Fraxinus americana leaves extracts. 
 

2. Materials and Methods 

2.1. Apparatus 
 

A Jasco V-530 UV/Vis Spectrophotometer was used for 

the spectrophotometric measurements. Agilent 1260 LC 

system hyphenated to an Agilent 6420 Triple 

Quadrupole MS system was used to determine the 

individual phenolics. 
 

2.2. Reagents 
 

All commercial phenolic standards were purchased from 

Sigma-Aldrich (St. Louis, MO, USA), Fluka (St. Louis, 

MO, USA) and HWI Analytik (Ruelzheim, Germany). 

Trolox, neocuproine, methanol and 2,2-diphenyl-1-

picrylhydrazyl (DPPH) were obtained from Sigma-

Aldrich (St. Louis, MO, USA). Sodium carbonate, 

copper (II) chloride, Folin-Ciocalteu reagent and formic 
acid were purchased from Merck (Darmstadt, 

Germany). 
 

2.3. Plants 
 

Fraxinus excelsior and Fraxinus americana leaves 

(Figure 1) were washed with distilled water, and dried 

in the dark. Dried plant leaves were kept at +4 °C. Dried 

plant material was powdered and sieved before the 
extraction. 
 

 
 

Figure 1. The leaves (a) Fraxinus excelsior, (b) 

Fraxinus Americana 
 

2.4. Extraction procedures 
 

For UAE, sample powder (0.2 g) was extracted initially 

with 20 mL of methanol/water mixture (70/30, v/v) in 

ultrasonic bath for 60 min. Then, the procedure was 

repeated twice in a row using 20 and 10 mL of the same 

mixture for 45 and 15 min respectively to enhance the 

extraction efficiency. For IE, 50 mL of ultrapure water 

was added on 0.2 g sample powder and brewed for 1 

hour at 95 °C. 
 

2.5. LC-ESI-MS/MS technique 
 

Two different chromatographic techniques were 

followed to determine 34 phenolic compounds in the 

leaves extracts. 31 of these compounds were scanned 

following the procedure described in our previous work 

[14]. On the other hand, oleuropein (a secoiridoid) and 

phenyl ethyl alcohols (hydroxytyrosol and tyrosol), 

which are specific groups of Oleaceae family, was 
determined by a separate method given below. The 

chromatographic column was Poroshell 120 EC-C18 

(100 mm x 4.6 mm I.D., 2.7 µm). The mobile phase was 

made up from solvent A (5mM ammonium acetate 

solution) and solvent B (methanol). The gradient profile 

was set as follows: 0.00 min 5% solvent B, 2.00 min 

25% solvent B, 4.00 min 50% solvent B, 6.00 min 95% 

solvent B, 8.00 min 95% solvent B, and 9.00 min 5% 

solvent B. The injection volume was 5.0 µL. The 

column temperature was 25 °C and the flow rate was 

0.4 mL/min. 
 

All the method details and LC-ESI-MS/MS 

chromatograms for the 31 phenolic compounds were 

provided in the previous work [14]. MS/MS parameters 

and retention times of each compounds determined by 
the second method proposed were provided in Table 1 

and a representative LC-ESI-MS/MS chromatogram of 

the phenolics were represented in Figure 2. 
 

2.6. Total phenolic content, cupric reducing 

antioxidant capacity, and DPPH radical 

scavenging activity assays 
 

The Folin–Ciocalteu method [15] was followed to 

determine the TPCs of the extracts. Total antioxidant 
capacities (TACs) of the extracts were determined 

following the method, which is CUPRAC of Apak et al. 

[16]. The scavenging of 2,2-diphenyl-1-picrylhydrazyl 

(DPPH) radicals was used to determine the RSAs of the 

leaves extracts [17]. 

 

Table 1. MS/MS parameters for target compounds and retention times. 
 

Compounds Rt (min) Precursor ion 
MRM1 

(CE, V) 

MRM2 

(CE, V) 

Linear range 

(µg/L) 
R2 

Hydroxytyrosol 5.667 153.0 [M  ̶  H] ̶ 123.0 (10) 94.9 (18) 25-500 0.9986 

Tyrosol 6.263 137.0 [M  ̶  H] ̶ 119.1 (12) 105.8 (12) 25-500 0.9965 

Oleuropein 6.941 539.2 [M  ̶  H] ̶ 377.1 (10) 275.1 (16) 25-500 0.9975 

Rt, retention time; MRM, multiple reaction monitoring; CE, collision energy. 

a b 
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Figure 2. LC-ESI-MS/MS MRM chromatogram of the standard phenolic compounds. 1-3 represent the 
chromatograms of hydroxytyrosol, tyrosol and oleuropein, respectively. 

  
3. Results and Discussion 

 

TPCs, TACs and RSAs of the leaves extracts of both 

species were provided in Table 2. In all cases, the leaves 

extracts obtained by UAE showed higher antioxidant 

capacity and were found to be richer in terms of the 

phenolic compounds when compared to extracts 

obtained by IE. In addition, especially the results of the 

leaves extracts obtained by UAE technique which is 

more effective to extract phytochemicals from plant 
matrices showed that Fraxinus americana contains 

higher amount of phenolic compounds and has higher 

antioxidant capacity. In contrast, there was no 

significant difference in the RSAs of the leaves extracts 

of the species obtained by both extraction techniques.  

LC-ESI-MS/MS method was used to determine the 

some potential phenolic compounds in both leaves 

extracts of the species. The phenolic compounds 

contents of the extracts were provided in Table 3. 

Among phenolics, 22 compounds were quantitatively 

determined with oleuropein as the dominant one. It is 
well known that secoiridoids are the most common 

compounds in Oleaceae [18]. However, their 

concentrations and those of their derivatives are also 

dependent on the season [19]. 

 

While the TPCs and TACs of the ultrasound-assisted 

extracts of the leaves of Fraxinus excelsior was lower 

(see Table 2), it was clear from Table 3 that the amount 

of oleuropein was determined higher in both leaves 

extracts of Fraxinus excelsior. This result reveals that 

Fraxinus americana leaves are richer in some other 

phenolic compounds (except for the 34 phenolic 

compounds involved in the study) showing antioxidant 

properties compared to Fraxinus excelsior leaves. The 

other dominant compounds in the extracts were 

verbascoside and hesperidin.  

 

In concluding, oleuropein, tyrosol, hydroxytyrosol, 

protocatechuic acid, chlorogenic acid, 2,5-

dihydroxybenzoic acid, 4-hydroxybenzoic acid, vanillic 

acid, caffeic acid, verbascoside, p-coumaric acid, ferulic 
acid, luteolin 7-glucoside, hesperidin, hyperoside, 

apigenin 7-glucoside and pinoresinol were determined 

in both leaves extracts of the species. In some cases, the 

IE technique provided a more efficient phenolic 

compound extraction from the leaves of the species 

compared to UAE. Especially, hydroxytyrosol and 

tyrosol (the phenyl ethyl alcohols) concentrations were 

higher in the both leaves extracts obtained via IE 

technique using only water as extractant. The results 

indicated that the hot water infusion technique is more 

efficient in extracting phenyl ethyl alcohols, which are 
more polar and relatively small phenolic compounds. 

Also, gallic acid and 3,4–dihydroxyphenylacetic acid 

were determined only in aqueous extract obtained by 

using IE technique. In contrast, quercetin was found 

only in methanolic extract obtained via UAE method. 

Finally, (+)-catechin, pyrocatechol, (−)-epicatechin, 

syringic acid, vanillin, taxifolin, rosmarinic acid, 3-

hydroxybenzoic acid, 2-hydroxycinnamic acid, sinapic 

acid, eriodictyol and kaempferol were not detected in 

both extracts. 

 
Table 2. TPCs, TACs and RSAs of Fraxinus americana and Fraxinus excelsior leaves extracts (n=3). 

 

Species 
Extraction 

technique 

TPCs 

(mg GAE/g dry sample) 

TACs 

(mg TE/g dry sample) 

RSAs 

(mg TE/g dry sample) 

Fraxinus 

americana 

UAE 110.92±4.75 238.38±6.74 2.21±0.01 

IE 45.06±5.16 76.74±3.31 2.08±0.07 

Fraxinus 

excelsior 

UAE 70.21±3.64 138.45±5.07 2.19±0.04 

IE 46.45±4.49 91.42±2.66 2.08±0.07 

3 

x10 

0 

1 

2 

3 

4 

 

Counts vs. Acquisition Time (min) 

1 2 3 4 5 6 7 8 

2 3 

1 
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Table 3. Quantitative results of phenolic compounds in Fraxinus americana and Fraxinus excelsior leaves extracts 

obtained by ultrasound-assisted extraction and infusion extraction techniques (n=3). 

 

Compound 

Fraxinus americana  Fraxinus excelsior 

UAE 

(µg/g dry sample) 

IE 

(µg/g dry sample) 
 

UAE 

(µg/g dry sample) 

IE 

(µg/g dry sample) 

Oleuropein 27085±1896 17299±1211  55192±3863 29443±2061 

Tyrosol 119±16 363±25  154±12 406±27 

Hydroxtyrosol 161±19 496±27  118±15 392±26 

Gallic acid nd 1.0±0.1  nd 2.3±0.5 

Protocatechuic acid 54.4±1.0 12.8±1.0  3.9±0.2 61.3±4.4 

3,4 -Dihydroxyphenylacetic acid nd 0.4±0.1  nd 1.6±0.1 

(+)-Catechin nd nd  nd nd 

Pyrocatechol nd nd  nd nd 

Chlorogenic acid 265±16 963±52  1765±25 153±18 

2,5-Dihydroxybenzoic acid 5.3±0.1 1.6±0.2  2.3±0.1 4.9±0.3 

4-Hydroxybenzoic acid 1.7±0.1 3.5±0.1  3.0±0.1 2.3±0.1 

(−)-Epicatechin nd nd  nd nd 

Vanillic acid 3.6±0.7 4.6±1.0  4.0±0.3 3.1±0.6 

Caffeic acid 2.9±0.2 33.0±1.3  6.9±0.6 23.0±0.7 

Syringic acid nd nd  nd nd 

3-Hydroxybenzoic acid nd nd  nd nd 

Vanillin nd nd  nd nd 

Verbascoside 18585±265 846±134  2809±79 6850±968 

Taxifolin nd nd  nd nd 

Sinapic acid nd nd  nd nd 

p-Coumaric acid 5.3±0.3 10.9±0.3  4.9±0.3 9.5±0.6 

Ferulic acid 2.9±0.1 11.4±0.8  9.0±0.4 4.5±0.3 

Luteolin 7-glucoside 984±31 0.6±0.1  0.8±0.1 304±12 

Hesperidin 14369±238 11086±1131  23691±1147 7092±306 

Hyperoside 793±7.8 317±16  805±53 329±25 

Rosmarinic acid nd nd  nd nd 

Apigenin 7-glucoside 372±51 0.8±0.1  1.0±0.1 156±18 

2-Hydroxycinnamic acid nd nd  nd nd 

Pinoresinol 5.1±0.3 56.6±2.5  58.8±7.4 7.5±1.6 

Eriodictyol nd nd  nd nd 

Quercetin 0.8±0.1 nd  0.9±0.1 nd 

Luteolin 17.0±1.3 nd  nd 3.1±0.2 

Kaempferol nd nd  nd nd 

Apigenin 7.8±0.5 nd  nd 1.6±0.2 

 

4. Conclusion 

 

Present work addressed two important issues. The first 

one was a detailed investigation in terms of number of 
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individual phenolic compounds in two species of genus 

Fraxinus. Twenty two compounds were identified and 

quantified in the extracts with oleuropein as the 

dominant one. The other important issue was the 

demonstration of the efficacy of the simple hot water 

infusion technique which can easily be applied at home. 

It was clear from the results that both extraction solvent 

and extraction technique play important roles in the 

extraction efficacy of the phenolics from different plant 
leaves. Although, higher amounts of oleuropein 

(approximately 2-fold) were extracted in all cases from 

the leaves of genus Fraxinus by using UAE method with 

methanol as the extractant, it was considered that the hot 

water infusion technique was also effective enough to 

extract phenolic compounds from the leaves. In 

addition, some relatively polar compounds (especially 

phenyl ethyl alcohols) were only determined in the 

extracts obtained by IE method using only water as the 

extraction solvent. 
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