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Abstract. A new family of lifetime distributions is introduced via distribu-
tion of the upper record values, the well-known concept in survival analysis
and reliability engineering. Some important properties of the proposed model
including quantile function, hazard function, order statistics are obtained in a
general setting. A special case of this new family is proposed by considering the
exponential and Weibull distribution as the parent distributions. In addition
estimating unknown parameters of specialized distribution is examined from
the perspective of the traditional statistics. A simulation study is presented
to investigate the bias and mean square error of the maximum likelihood esti-
mators. Moreover, one example of real data set is studied; point and interval
estimations of all parameters are obtained by maximum likelihood and boot-
strap (parametric and non-parametric) procedures. Finally, the superiority of
the proposed model in terms of the parent exponential distribution over other
known distributions is shown via the example of real observations.

1. Introduction

The statistical distribution theory has been widely explored by researchers in
recent years. Given the fact that the data from our surrounding environment follow
various statistical models, it is necessary to extract and develop appropriate high-
quality models. In addition, sometimes it is necessary to provide applications from
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existing models. For more details, see the Samuel et al. (2018) and Ababneh et al.
(2018).
Recently, Alzaatreh et al. (2013) have introduced a new model of lifetime distrib-

utions, which the researchers refer to its special case as generalized−G distribution.
It is based on the combination of one arbitrary CDF F of a continuous random
variable X with the baseline CDF G. The integration form of new CDF H is
stated as

H(x) =
1

F (1)

∫ G(x)

−∞
f(t)dt, x ∈ R, (1)

where f is the corresponding density function of F and F (1) = P (X ≤ 1). This
interesting method attracted the attention of some researchers. Generating new
model based on this method resulted in creating very flexible statistical modeling.
The upper and lower record values, in a sequence of independent and identically

distributed (iid) random variables X1, X2, ..., have applications in different areas of
applied probability and reliability engineering. Let Xi ’s have a common absolutely
continuous distribution G with survival function Ḡ. Define a sequence of record
times U(n), n = 1, 2, ..., as follows:

U(n+ 1) = min {j : j > U(n), Xj > X}, n ≥ 1,

with U(1) = 1. Then, the sequence of upper record values {Rn, n ≥ 1} is defined
by Rn = XU (n), n ≥ 1, where R1 = X1. The survival function of Rn is given by

ḠUn (t) = Ḡ(t)

n−1∑
x=0

[− log Ḡ(t)]x

x!
, t ≥ 0, n = 1, 2....

The corresponding CDF of the random variable Rn is

GUn (t) = 1− Ḡ(t)

n−1∑
x=0

[− log Ḡ(t)]x

x!
, t ≥ 0, n = 1, 2....

Here, we introduce a new family of lifetime distributions by compounding CDF
of upper record values GUn (t) of a parent distribution G and an arbitrary CDF F
with PDF f .
This new model will be denote by G−UR−G(or GURG) distribution. One of

our main motivation to introduce this new category of distributions is to provide
more flexibility for fitting real datasets in comparing with other well-known classic
statistical distributions.
We first derive the fundamental and statistical properties of GURG in a general

setting and then we propose a special case of this model by considering Weibull dis-
tribution instead of the parent distribution G and exponential distribution instead
of the parent distribution F for fixed value n = 2. It is referred to as GURWE
distribution. We provide a comprehensive discussion about the statistical and reli-
ability properties of the new GURWE model. Furthermore, we consider Maximum
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likelihood and bootstrap estimation procedures to estimate the unknown parame-
ters of the new model for complete data set. In addition, the asymptotic confidence
intervals and parametric and non-parametric bootstrap confidence intervals are cal-
culated.

2. New general model and its properties

In this section, we provide the structure of our new model and some of its main
properties in a general setting. Motivated by the idea of Alzaatreh et al. (2013),
a new class of statistical distributions is proposed. The new model is constructed
by implementing Alzaattreh idea to the upper record value distribution GUn (t). Let
the non-negative random variable X have CDF and PDF F and f , respectively.
In view of (1), the CDF of new general class of lifetime distributions is defined as:

H(x, n) =
1

F (1)

∫ GUn (x)

0

f(t)dt

=
F (GUn (x))

F (1)
, x ≥ 0, n = 1, 2... (2)

The (PDF ) is

h(x, n) =
gUn (x)

F (1)
f(GUn (x)), x > 0, n = 1, 2... (3)

where gUn (x) is the PDF of the n− upper record value distribution and

gUn (x) = g(x)
[− log Ḡ(x)]n−1

(n− 1)!
, x > 0, n = 1, 2... (4)

Using (2) and (4), the survival H̄(x, n) and the hazard rate r(x, n) functions for
GURG distribution are given, respectively, by:

H̄(x, n) = 1− F (GUn (x))

F (1)

and

r(x, n) =
gUn (x) f(GUn (x))

F (1)− F (GUn (x))
, x > 0, n = 1, 2....

The pth quantile xp of the GURG distribution can be obtained from

xp = GU
−1

n

(
F−1(F (1)p)

)
,

where GU
−1

n is the inverse function of CDF GUn .
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3. Special case based on the parent Weibull and Exponential
Distributions

Let G(x) = 1− e−αxβ , F (x) = 1− e−λx and n = 2. From (2) we have:

H(x) = H(x, n = 2)

=
1

F (1)

∫ G(x)+Ḡ(x) log Ḡ(x)

−∞
f(t)dt

=
1

1− e−λ [1− e−λ(G(x)+Ḡ(x) log Ḡ(x))]

=
1

1− e−λ e
−λ

(
1−e−αx

β
(1+αxβ)

)
, x ≥ 0. (5)

The corresponding PDF is :

h(x) =
α2βλ

1− e−λx
2β−1e−αx

β

e−λ(1−e−αx
β

(1+αxβ)),

where x > 0, α, λ, β > 0.

Figure 1. Plots of the GUREW (α, β, λ) density (left) and failure rate
function (right) for selected values of α, β, λ.

The survival and hazard rate functions are

H̄(x) = 1− 1

1− e−λ

(
1− e−λ

(
1−e−αx

β
(1+αxβ)

))
,

and

r(x) =
h(x)

H̄(x)
=

α2βλ
1−e−λx

2β−1e−αx
β

e−λ(1−e−αx
β

(1+αxβ))

1− 1
1−e−λ

(
1− e−λ(1−e−αxβ (1+αxβ))

) ,
respectively.
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Figure 2. Plots of failure rate function for selected values of the parameters.

3.1. Some properties of the GUREW distribution. In this section, we obtain
some properties of the GUREW distribution, such as quantiles, moments, mo-
ment generating function and order statistics distribution. The characterizations
of GUREW distribution are presented in subsection 3.5.

3.2. Quantiles. For the GUREW distribution, the pth quantile xp is the solution
of H(xp) = p, hence

xp =

(
− 1

α
− 1

α
W−1

(
−e−1

(
1 +

1

λ
log(1− (1− e−λ)p)

)))1/β

, 0 ≤ p ≤ 1,

which is the base of generating GUREW random variates, where W−1 denotes the
negative branch of the Lambert function.

3.3. Moments and Moment generating function. In this subsection, moments
and related measures including coeffi cients of variation, skewness and kurtosis are
presented. Tables of values for the first six moments, standard deviation (SD),
coeffi cient of variation (CV ), coeffi cient of skewness (CS) and coeffi cient of kurtosis
(CK) are also presented. The rth moment of the GUREW distribution, denoted
by µ

′
r , is

µ
′
r = E(Xr) =

∞∑
k=0

k∑
t=0

t∑
j=0

(−1)k(−1)t
(
k
t

)(
t
j

)
αj+1λk+1

(1− e−λ)(t+ 1)
EXW [Xr+(j+1)β ],
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where XW ∼Weibull(α(t+ 1), β) and EXW [Xr+(j+1)β ] =
Γ(1+ r+jβ+jβ

β )
(α(t+1))r+(j+1)β

.
The variance, CV , CS, and CK are given by

σ2 = µ
′
2 − µ2, CV =

σ

µ
=

√
µ
′
2 − µ2

µ
=

√
µ′2
µ2
− 1, (6)

CS =
E[(X − µ)3]

[E(X − µ)2]3/2
=
µ′3 − 3µµ′2 + 2µ3

(µ′2 − µ2)3/2
, (7)

and

CK =
E[(X − µ)4]

[E(X − µ)2]2
=
µ′4 − 4µµ′3 + 6µ2µ′2 − 3µ4

(µ′2 − µ2)2
, (8)

respectively. Table 1 lists the first six moments of the GUREW distribution for
selected values of the parameters, when α = 3. Table 2 lists the first six moments
of the GUREW distribution for selected values of the parameters, when β = 0.5.
These values can be determined numerically using R.
The moment generating function of the GUREW distribution is given by

E(etX) =

∞∑
k=0

k∑
t=0

t∑
j=0

(−1)t(−1)k λk+1
(
k
t

)(
t
j

)
Γ(j + 2)

k!(t+ 1)j (1− e−λ)
EXG [etX

1/β

],

where XG ∼ Gamma (j + 2, α(t+ 1)).

Table 1. Moments of the GUREW distribution for selected pa-
rameter values when α = 3.

µ′r β = 0.5, λ = 0.5 β = 0.5, λ = 1.5 β = 1.5, λ = 0.5 β = 1.5, λ = 1.5

µ′1 0.5671076 0.3992706 0.6760747 0.5884041
µ′2 1.179537 0.709571 0.5688418 0.4399216
µ′3 5.38217 3.07405 0.5671076 0.3992693
µ′4 42.7557 24.04752 0.6488483 0.4256478
µ′5 521.4693 291.9992 0.832901 0.519231
µ′6 9033.24 5051.822 1.179537 0.709571
SD 0.9262429 0.7417237 0.3343124 0.3061082
CV 1.6332755 1.8576967 0.4944904 0.5202346
CS 4.706703 5.762384 0.8405167 1.051078
CK 44.17227 65.22099 3.881779 4.575555
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Table 2. Moments of the GUREW distribution for selected pa-
rameter values when β = 0.5.

µ′r α = 0.5, λ = 0.5 α = 1, λ = 1 α = 1.5, λ = 1.5 α = 2, λ = 2

µ′1 20.33652 4.299195 1.597077 0.7470063
µ′2 1478.852 74.72371 11.35314 2.721693
µ′3 218312 2993.463 196.7392 25.74113
µ′4 48809999 212208.3 6156.162 449.2581
µ′5 13959548045 23124985 299005.4 12245.5
µ′6 4.637651e+12 3540458803 20691289 476369.5
SD 32.638596 7.499375 2.966898 1.470943
CV 1.604925 1.744367 1.857705 1.969118
CS 4.168103 5.189165 5.762391 6.433476
CK 30.14692 53.11153 65.221 81.28218

3.4. Order statistics. Order statistics play an important role in probability and
statistics. In this subsection, we present the distribution of the ith order statistic
from the GUREW distribution. The PDF of the ith order statistic from the
GUREW PDF , fGUREW (x), is given by

fi:n(x) =
n!

(i− 1)!(n− i)! fGUREW (x) [FGUREW (x)]
i−1

[1− FGUREW (x)]
n−i

=
n!

(i− 1)!(n− i)! fGUREW (x)

n−i∑
m=0

(
n− i
m

)
(−1)m [FGUREW (x)]

m+i−1
.

Using the binomial expansion

[1− FGUREW (x)]
n−i

=

n−i∑
m=0

(
n− i
m

)
(−1)m [FGUREW (x)]

m
,

we have

fi:n(x) =
1

B(i, n− i+ 1)

n−i∑
m=0

(
n− i
m

)
(−1)m [FGUREW (x)]

m+i−1
fGUREW (x)

3.5. Characterization Results. This section is devoted to the characterizations
of the GUREW distribution in different directions: (i) based on the ratio of two
truncated moments; (ii) in terms of the reverse hazard function and (iii) based
on the conditional expectation of certain function of the random variable. Note
that (i) can be employed also when the cdf does not have a closed form. We
would also like to mention that due to the nature of GUREW distribution, our
characterizations may be the only possible ones. We present our characterizations
(i) − (iii) in three subsections.
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3.5.1. Characterizations based on two truncated moments. This subsection deals
with the characterizations of GUREW distribution based on the ratio of two trun-
cated moments. Our first characterization employs a theorem due to Glänzel (1987),
see Theorem 1 of Appendix A . The result, however, holds also when the interval
H is not closed, since the condition of the Theorem is on the interior of H.
Proposition 3.5.1. Let X : Ω → (0,∞) be a continuous random variable

and let q1 (x) = x−βe
λ
(

1−e−αx
β
(1+αxβ)

)
and q2 (x) = q1 (x) e−αx

β

for x > 0. The
random variable X has PDF (6) if and only if the function ξ defined in Theorem
1 is of the form

ξ (x) =
1

2
e−αx

β

, x > 0.

Proof. Suppose the random variable X has PDF (6), then

(1− F (x))E [q1 (X) | X ≥ x] =
αλ

1− e−λ e
−αxβ , x > 0,

and

(1− F (x))E [q2 (X) | X ≥ x] =
αλ

2(1− e−λ)
e−2αxβ , x > 0.

Further,

ξ (x) q1 (x)− q2 (x) = −q1 (x)

2
e−αx

β

< 0 , for x > 0.

Conversely, if ξ is of the above form, then

s′ (x) =
ξ′ (x) q1 (x)

ξ (x) q1 (x)− q2 (x)
= αβxβ−1, x > 0,

and consequently
s (x) = αxβ , x > 0.

Now, according to Theorem 1, X has density (6) .
Corollary 3.5.1. Let X : Ω → (0,∞) be a continuous random variable and

let q1 (x) be as in Proposition A.1. The random variable X has PDF (6) if and
only if there exist functions q2 and ξ defined in Theorem 1 satisfying the following
differential equation

ξ′ (x) q1 (x)

ξ (x) q1 (x)− q2 (x)
= αβxβ−1, x > 0.

Corollary 3.5.2. The general solution of the differential equation in Corollary
3.5.1 is

ξ (x) = eαx
β

[
−
∫
αβxβ−1e−αx

β

(q1 (x))
−1
q2 (x) dx+D

]
,

where D is a constant. We like to point out that one set of functions satisfying the
above differential equation is given in Proposition 3.5.1 with D = 0. Clearly, there
are other triplets (q1, q2, ξ) which satisfy conditions of Theorem1.
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3.5.2. Characterization in terms of reverse hazard function. The reverse hazard
function, rF , of a twice differentiable distribution function, F , is defined as

rF (x) =
f (x)

F (x)
, x ∈ support of F.

In this subsection we present a characterization of GUREW distribution in terms
of the reverse hazard function.

Proposition 3.5.2. Let X : Ω → (0,∞) be a continuous random variable.
The random variable X has PDF (6) if and only if its reverse hazard function
rF (x) satisfies the following differential equation

r′F (x) + αβxβ−1rF (x) = α2βλ (2β − 1)x2(β−1)e−αx
β

, x > 0.

Proof. If X has PDF (6) , the clearly the above differential equation holds.
Now, if this equation holds, the

d

dx

{
eαx

β

rF (x)
}

= α2βλ
d

dx

{
x2β−1

}
, x > 0.,

from which we obtain the reverse hazard function corresponding to the PDF (6).

3.5.3. Characterization based on the conditional expectation of certain function of
the random variable. In this subsection we employ a single function ψ of X and
characterize the distribution of X in terms of the truncated moment of ψ (X) . The
following proposition has already appeared in Hamedani’s previous work (2013), so
we will just state it here which can be used to characterize GUREW distribution.
Proposition 3.5.3. Let X : Ω→ (e, f) be a continuous random variable with

cdf F . Let ψ (x) be a differentiable function on (e, f) with limx→f− ψ (x) = 1.
Then for δ 6= 1 ,

E [ψ (X) | X ≤ x] = δψ (x) , x ∈ (e, f)

implies that

ψ (x) = (F (x))
1
δ−1

, x ∈ (e, f) .

Remark 3.5.1. For (e, f) = (0,∞) , ψ (x) = 1

(1−e−λ)1/λ
e
−
(

1−e−αx
β
(1+αxβ)

)
and δ = λ

λ+1 , Proposition 3.5.3 provides a characterization of GUREW.

4. Inference procedure

In this section, we consider estimation of the unknown parameters of the
GUREW (α, β, λ) distribution via maximum likelihood method and bootstrap es-
timation.
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4.1. Maximum likelihood estimation. Let x1, . . . , xn be a random sample from
the GUREW distribution and ∆ = (α, β, λ) be the vector of parameters. The log-
likelihood function is given by

L = L(∆) =2n logα+ n log β + n log
λ

1− e−λ + (2β − 1)

n∑
i=1

log xi

− α
n∑
i=1

xβi − λ
n∑
i=1

(
1− e−αx

β
i (1+αxβi )

)
.

(9)

The elements of the score vector are given by

dL

dα
=

2n

α
−

n∑
i=1

xβi − λα
n∑
i=1

x2β
i e
−αxβi = 0,

dL

dβ
=

n

β
+ 2

n∑
i=1

log xi − α
n∑
i=1

xβi log xi

−α2λ

n∑
i=1

x2β
i log xi e

−αxβi = 0,

and
dL

dλ
=
n

λ
− ne−λ

1− e−λ −
n∑
i=1

(
1− e−αx

β
i (1+αxβi )

)
= 0.

respectively.
The maximum likelihood estimate, ∆̂ of ∆ = (α, β, λ) is obtained by solving

the nonlinear equations dL
dα = 0, dLdβ = 0, dLdλ = 0 simultaneously. These equations

do not have closed forms so, the values of the parameters α,λ and β must be
found using iterative methods. Therefore, the maximum likelihood estimate, ∆̂ of
∆ = (α, β, λ) can be determined using an iterative method such as the Newton-
Raphson procedure.

4.2. Bootstrap estimation. The parameters of the fitted distribution can be es-
timated by parametric (resampling from the fitted distribution) or non-parametric
(resampling with replacement from the original data set) bootstraps resampling (see
Efron and Tibshirani, 1994). These two parametric and nonparametric bootstrap
procedures are described as below.

Parametric bootstrap procedure:
(1) Estimate θ (vector of unknown parameters), say θ̂ , by using the MLE

procedure based on a random sample.
(2) Generate a bootstrap sample {X∗1 , . . . , X∗m} using θ̂ and obtain the boot-

strap estimate of θ, say θ̂∗, from the bootstrap sample based on the MLE
procedure.
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(3) Repeat Step 2 NBOOT times.
(4) Order θ̂∗1, . . . , θ̂

∗
NBOOT as θ̂

∗
(1), . . . , θ̂

∗
(NBOOT ) . Then obtain γ-quantiles

and 100(1− α)% confidence intervals for the parameters.

In the case of GUREW distribution, the parametric bootstrap estimators (PBs)
of α, β and λ, are α̂PB , β̂PB and λ̂PB , respectively.

Nonparametric bootstrap procedure
(1) Generate a bootstrap sample {X∗1 , . . . , X∗m} , with replacement from the

original data set.
(2) Obtain the bootstrap estimate of θ with MLE procedure, say θ̂∗, by using

the bootstrap sample.
(3) Repeat Step 2 NBOOT times.
(4) Order θ̂∗1, . . . , θ̂

∗
NBOOT as θ̂

∗
(1), . . . , θ̂

∗
(NBOOT ) . Then obtain γ-quantiles

and 100(1− α)% confidence intervals for the parameters.

In the case of GUREW distribution, the nonparametric bootstrap estimators
(NPBs) of α, β and λ, are α̂NPB , β̂NPB and λ̂NPB , respectively.

5. Algorithm and a simulation study

In this section, we give an algorithm for generating the random data x1, . . . , xn
from the GUREW distribution and hence a simulation study is done to evaluate
the performance of the MLEs.

5.1. Algorithm. Here, we obtain an algorithm for generating the random data
x1, . . . , xn from the GUREW distribution as follows.
The algorithm is based on generating random data from the inverse CDF of the

GUREW distribution.

• Generate Ui ∼ Uniform(0, 1); i = 1, . . . , n,
• set

Xi =

(
− 1

α
− 1

α
W−1

(
−e−1

(
1 +

1

λ
log(1− (1− e−λ)Ui)

)))1/β

,

where W−1 denote the negative branch of the Lambert function.

5.2. Monte Carlo simulation study. Here, we assess the performance of the
MLE’s of the parameters with respect to the sample size n for the GUREW dis-
tribution. The assessment of the performance is based on a simulation study via
Monte Carlo method. Let α̂, β̂ and λ̂ be the MLEs of the parameters α, β and
λ, respectively. We calculate the mean square error (MSE) and bias of the MLE’s
of the parameters α, β and λ based on the simulation results of 2000 independent
replications. Results are summarized in Table 3 for different values of α, β and λ.
From Table 3 the results verify that MSE of the MLE’s of the parameters decrease
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Table 3. MSEs and Average biases(values in parentheses) of the
simulated estimates.

α = 2 β = 0.5 λ = 0.5

n 30 0.5782 (0.1286) 3.7220 (0.0262) 0.0082 (0.0070)
50 0.5484 (0.1170) 3.7073 (-0.0058) 0.0057 (-0.0058)
100 0.4796 (0.1137) 3.4564 (-0.0365) 0.0040 (-0.0117)
200 0.3955 (0.0774) 3.1149 (0.0061) 0.0030 (-0.0134)

α = 2 β = 1 λ = 1.5

n 30 0.8754 (0.3646) 4.8570 (0.0593) 0.2866 (-0.5077)
50 0.8185 (0.3408) 4.3000 (0.0907) 0.2953 (-0.5256)
100 0.6055 (0.2053) 4.0039 (0.3363) 0.2927 (-0.5301)
200 0.4345 (0.1305) 3.1229 (0.4160) 0.2856 (-0.5276)

α = 1.5 β = 1.5 λ = 1.5

n 30 0.6282 (0.3410) 4.6770 (-0.5706) 0.0650 (-0.0135)
50 0.5480 (0.2777) 4.6123 (-0.3817) 0.0438 (-0.0450)
100 0.4122 (0.1702) 4.1145 (-0.1196) 0.0284 (-0.0428)
200 0.3085 (0.1111) 3.1749 (-0.0368) 0.0188 (-0.0417)

α = 0.5 β = 2 λ = 2

n 30 0.1439 (0.1702) 8.8891 (-0.6927) 0.1047 (-0.0097)
50 0.1472 (0.1552) 5.5487 (-0.5219) 0.0773 (-0.0453)
100 0.1072 (0.1136) 4.2505 (-0.2866) 0.0450 (-0.0544)
200 0.0815 (0.0845) 3.2902 (-0.1761) 0.0296 (-0.0529)

α = 1 β = 1 λ = 1

n 30 0.2922 (0.1631) 4.0435 (-0.2354) 0.0297 (-0.0041)
50 0.2635 (0.1397) 4.1884 (-0.1596) 0.0213 (-0.0189)
100 0.2186 (0.0984) 3.6548 (0.0001) 0.0140 (-0.0253)
200 0.1774 (0.0895) 3.1011 (-0.0176) 0.0100 (-0.0303)

α = 0.5 β = 1.5 λ = 1.5

n 30 0.1469 (0.1499) 4.5239 (-0.5508) 0.0641 (-0.0076)
50 0.1378 (0.1378) 4.3793 (-0.3924) 0.0444 (-0.0400)
100 0.1094 (0.0994) 3.8707 (-0.1563) 0.0289 (-0.0439)
200 0.0675 (0.0696) 2.8043 (-0.1028) 0.0172 (-0.0396)

with respect to sample size n for all the parameters. So, the MLEs of α, β and λ
are consistent estimators.
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6. Practical data application

In this section, we present an application of the GUREW distribution to a
practical data set to illustrate its flexibility among a set of competitive models. In
order to achieve this goal, we consider a real data set corresponding to the remission
times (in months) of a random sample of 128 bladder cancer patients. These data
were previously studied by Lee and Wang (2003). This data set consists of the
following observations:
0.08 0.20 0.40 0.50 0.51 0.81 0.90 1.05 1.19 1.26 1.35 1.40 1.46 1.76 2.02 2.02 2.07 2.09

2.23 2.26 2.46 2.54 2.62 2.64 2.69 2.69 2.75 2.83 2.87 3.02 3.25 3.31 3.36 3.36 3.48 3.52 3.57
3.64 3.70 3.82 3.88 4.18 4.23 4.26 4.33 4.34 4.40 4.50 4.51 4.87 4.98 5.06 5.09 5.17 5.32 5.32
5.34 5.41 5.41 5.49 5.62 5.71 5.85 6.25 6.54 6.76 6.93 6.94 6.97 7.09 7.26 7.28 7.32 7.39
7.59 7.62 7.63 7.66 7.87 7.93 8.26 8.37 8.53 8.65 8.66 9.02 9.22 9.47 9.74 10.06 10.34 10.66
10.75 11.25 11.64 11.79 11.98 12.02 12.03 12.07 12.63 13.11 13.29 13.80 14.24 14.76 14.77
14.83 15.96 16.62 17.12 17.14 17.36 18.10 19.13 20.28 21.73 22.69 23.63 25.74 25.82 26.31
32.15 34.26 36.66 43.01 46.12 79.05

Graphical measure: The total time test (TTT ) plot due to Aarset (1987) is
an important graphical approach to verify whether the data can be applied to a
specific distribution or not. According to Aarset (1987), the empirical version of
the TTT plot is given by plotting T (r/n) = [

∑r
i=1 yi:n + (n − r)yr:n]/

∑n
i=1 yi:n

against r/n, where r = 1, . . . , n and yi:n(i = 1, . . . , n) are the order statistics of the
sample. Aarset (1987) showed that the hazard function is constant if the TTT plot
is graphically presented as a straight diagonal, the hazard function is increasing
(or decreasing) if the TTT plot is concave (or convex). The hazard function is
U-shaped if the TTT plot is convex and then concave, if not, the hazard function
is unimodal. The TTT plots for data set is presented in Fig 3. These plots indicate
that the empirical hazard rate functions of the data set is upside-down bathtub
shapes. Therefore, the GUREW distribution is appropriate to fit this data set.

6.1. Bootstrap inference for GUREW parameters. In this section, we obtain
point and 95% confidence interval (CI) estimation of the GUREW parameters by
parametric and non-parametric bootstrap methods. We provide results of bootstrap
estimation in Table 4 for the complete data set. It is interesting to observe the joint
distribution of the bootstrapped values in a scatter plot in order to understand the
potential structural correlation between the parameters. The corresponding plots
of the bootstrap estimation are shown in Fig 4.

6.2. MLE inference and comparison with other models. Now, we fit the
GUREW distribution to a data set and compare it with Lidley, Generalized Lindley
(GL), Gamma Lindley (GaL), Power Lindley (PL), Exponential Lindley (EL),
gamma, generalized exponential, exponential and Weibull distributions. Table 5
shows the MLEs of the parameters, log-likelihood, Akaike information criterion
(AIC), Cramrvon Mises(W ∗), AndersonDarling (A∗) and p − value(P ) statistics
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Figure 3. Scaled-TTT plot of the data set.

Table 4. Bootstrap point and interval estimation of the parame-
ters α, β and λ.

parametric bootstrap non-parametric bootstrap
point estimation CI point estimation CI

α 0.183 (0.055,0.336) 0.172 (0.052,0.313)
β 0.770 (0.602,0.913) 0.765 (0.578,0.906)
λ 3.703 (0.775,46.763) 3.898 (1.100,66.902)

for the data set. The GUREW distribution provides the best fit for the data
set as it shows the lowest AIC, A∗ and W ∗ than other considered models. The
relative histograms, fitted GUREW , Lindley, GL, GaL,EXP , PL, EL, gamma,
generalized exponential and Weibull PDFs for data are plotted in Fig 5. The plots
of the empirical and fitted survival functions, P − P plots and Q−Q plots for the
GUREW and other fitted distributions are displayed in Fig 5 and Fig 6 respectively.
These plots also support the results in Table 5. We compare the GUREW model
with a set of competitive models, namely:
(i) Lindley distribution (Lindley, 1958). The one-parameter Lindley density func-
tion is given by

f(x;β) =
β2

1 + β
(1 + x) e−βx; x > 0,

where β > 0.
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Figure 4. Parametric (left) and non-parametric (right) bootstrapped
values of parameters of the GUREW distribution for the real data.

(ii) Generalized Lindley distribution (GL) (Zakerzadeh and Dolati, 2009) . The
three-parameter GL density function is given by

f(x; θ, α, β) =
θα+1

(θ + β)Γ(α+ 1)
xα−1 (α+ βx) e−θx; x > 0,

where θ > 0, α > 0 and β > 0.
(iii) Exponentiated Lindley distribution (EL) (Nadarajah et al., 2011). The two-
parameter EL density function is given by

f(x; θ, α) =
αθ2

(1 + θ)
(1 + x)e−θx

[
1−

(
1 +

θx

1 + θ

)
e−θx

]α−1

; x > 0,

where θ > 0 and α > 0.
(iv) Power Lindley distribution (PL) (Ghitany et al., 2013). The two-parameter
PL density function is given by

f(x; θ, α) =
α θ2

θ + 1
(1 + xα)xα−1e−θx

α

; x > 0

where α > 0 and θ > 0.
(v) Gamma Lindley distribution (GaL) (Zeghdoudi and Nedjar. 2015). The two-
parameter GaL density function is given by

f(x; θ, α) =
θ2

α(1 + θ)
[(α+ αθ − θ)x+ 1]e−θx; x > 0,

where θ > 0 and α > 0.
(vi) The two-parameter Weibull distribution is given by

f(x;α, β) =
α

β
(
x

β
)α−1 e−( xβ )α ; x > 0
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where α > 0 and β > 0.
(vii) The two-parameter Gamma distribution is given by

f(x;α, θ) =
1

θα Γ(α)
xα−1 e−(x/θ); x > 0

where α > 0 and θ > 0 and Γ(α) =
∫∞

0
tα−1 e−tdt.

(viii) The one parameter Exponential distribution is given by

f(x;λ) = λ e−λx

where λ > 0.
(ix) The two-parameter generalized exponential (GE) distribution is given by

f(x;α, λ) = αλ e−λx(1− e−λx)α−1; x > 0

where α > 0 and λ > 0.

Figure 5. Estimated densities and Empirical and Estimated cdf for
the data set.

7. Conclusion

In this article, a new model for the lifetime distributions is introduced and its
main properties are discussed. A special submodel of this family is taken up by con-
sidering exponential distributions in place of the parent distribution F and Weibull
distribution in place of the parent distribution G. We show that the proposed
distribution has variability of hazard rate shapes such as increasing, decreasing
and upside-down bathtub shapes. From a practical point of view, we show that
the proposed distribution is more flexible than some commonly known statistical
distributions for a given data set.
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Figure 6. Q-Q and P-P plots for the data set.

Table 5. Parameter estimates (standard errors), log-likelihood
values and goodness of fit measures

M o d e l MLEs o f p a r am e t e r s ( s . e ) L o g - l ik e l ih o o d AIC BIC A∗ W∗ K.S P

GUREW α̂ = 0.17(0.06) −409.78 825.56 834.12 0.13 0.01 0.03 0.99

β̂ = 0.77 (0.08)

λ̂ = 3.94 (3.02)

Lindley β̂ = 0.19 (0.01) −419.52 841.05 843.91 2.78 0.51 0.11 0.06

GL θ̂ = 1.25e − 01 (1.72e − 02) −413.36 832.73 841.29 0.77 0.13 0.07 0.49
α̂ = 1.71e − 01 (1.30e − 01)

β̂ = 3.03e − 05 (8.38e + 03)

PL θ̂ = 0.29 (0.03) −413.35 830.70 836.41 0.78 0.12 0.06 0.59
α̂ = 0.83 (0.04)

EL θ̂ = 0.16 (0.01) −416.28 836.57 842.27 1.32 0.24 0.09 0.21
α̂ = 0.73 (0.09)

GaL θ̂ = 0.10 (0.02) −414.34 832.68 838.38 1.17 0.17 0.08 0.31
α̂ = 0.09 (0.03) GE

GE α̂ = 1.21 (0.14) −413.07 830.15 835.85 0.71 0.12 0.07 0.51

λ̂ = 0.69 (0.09)

EXP λ̂ = 0.10 (0.009) −414.34 830.68 833.53 1.17 0.17 0.08 0.31

Weibull α̂ = 1.04 (0.06) −414.08 832.17 837.87 0.95 0.15 0.06 0.55

β̂ = 9.56 (0.85)

Gamma α̂ = 1.17 (0.13) −413.36 830.73 836.43 0.77 0.13 0.07 0.49

θ̂ = 0.12 (0.01)

Appendix A

Theorem 1. Let (Ω,F ,P) be a given probability space and let H = [a, b]
be an interval for some d < b (a = −∞, b =∞ might as well be allowed) . Let
X : Ω→ H be a continuous random variable with the distribution function F and
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let q1 and q2 be two real functions defined on H such that

E [q2 (X) | X ≥ x] = E [q1 (X) | X ≥ x] ξ (x) , x ∈ H,
is defined with some real function η. Assume that q1, q2 ∈ C1 (H), ξ ∈ C2 (H) and
F is twice continuously differentiable and strictly monotone function on the set H.
Finally, assume that the equation ξq1 = q2 has no real solution in the interior of
H. Then F is uniquely determined by the functions q1, q2 and ξ , particularly

F (x) =

∫ x

a

C

∣∣∣∣ ξ′ (u)

ξ (u) q1 (u)− q2 (u)

∣∣∣∣ exp (−s (u)) du ,

where the function s is a solution of the differential equation s′ = ξ′ q1
ξq1−q2 and C

is the normalization constant, such that
∫
H
dF = 1.
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ALMOST CONTACT METRIC AND METALLIC RIEMANNIAN
STRUCTURES
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ALGERIA

Abstract. The metallic structure is a fascinating topic that continually gen-
erates new ideas. In this work, new metallic manifolds are constructed starting
from both almost contact metric manifolds and we obtain some important no-
tions like the metallic deformation. We give a concrete example to confirm
this construction.

1. Introduction

Manifolds equipped with certain differential-geometric structures possess rich
geometric structures and such manifolds and relations between them have been
studied widely in differential geometry. Indeed, almost complex manifolds, almost
contact manifolds and almost product manifolds and relations between such mani-
folds have been studied extensively by many authors.
The differential geometry of the Golden on Riemannian manifolds is a popu-

lar subject for mathematicians. In 2007, Hrȩtcanu [12] introduced the Golden
structure on manifolds and in [14] the geometry of the golden structure on mani-
folds was studied. Now, Such manifolds have been studied by various authors (see
[3, 5, 11, 15, 16]). Later, the author in [3] gave a set of techniques to construct
many compatible well-known structures on a Riemannian manifold, starting from
a Golden Riemannian manifold. And also he established in [4] an interesting class
of almost Golden Riemannian manifolds such as the s-Golden manifolds.
As generalization of the Golden mean, the metallic means family appear in 1997

by Vera W. de Spinadel (see [10]) which contains the silver mean, the bronze mean,
the copper mean and the nickel mean, etc. The metallic mean family plays an
important role in establishing a relationship between mathematics and architecture.
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For example, silver and golden mean can be seen in the sacred art of India, Egypt,
China, Turkey and different ancient civilizations. Now, there are also several recent
works in this direction [13, 14, 7] and others. Recently, a new type of structure on a
differentiable manifold is studied in [9] and the relation between metallic structure
and almost quadratic ϕ-structure is considered in [17].
Here we show that there exists a correspondence between the metallic Riemann-

ian structures and the almost contact metric structures.
This text is organized in the following way:
Section 2 is devoted to the background of the structures which will be used in the
sequel.
In Section 3, starting from an almost contact metric structures we define metallic
Riemannian structures and we investigate conditions for those structures being in-
tegrable and parallel then we give an example to confirm these latter properties.
In Section 4, we give the notion of metallic transformation and we use it for some
questions of the characterization of certain geometric structures.
The Section 5 is devoted to give a generalization of the notion of metallic transfor-
mation which deduces the particular known cases.
In the last Section, we give an open question where we propose the first step to
study the reverse, i.e. the construction of an almost contact metric structure start-
ing from a metallic Riemannian structure.

2. Review of needed notions

In this section, we give a brief information for metallic Riemannian manifolds and
almost contact metric manifolds. We note that throughout this paper all manifolds
and bundles, along with sections and connections, are assumed to be of class C∞.
Let (M, g) be a Riemannian manifold. We present metallic Riemannian mani-

folds following [14]. A (p, q)-metallic structure on M is a polynomial structure of
second degree given by a (1, 1)-tensor field Φ which satisfies

Φ2 = pΦ + qI, (1)

where I is the identity transformation and p, q are fixed integers such that x2 −
px− q = 0 has a positive irrational root σp,q.
The number σp,q is usually named a member of the metallic family. These

numbers, denoted by:

σp,q =
p+

√
p2 + 4q

2
, (2)

are also called (p, q)-metallic numbers.
For example, we can talk about Golden structure if p = 1, q = 1 when the

σ1,1 is exactly the golden ratio φ = 1+
√

5
2 , or about the silver structure (p = 2,

q = 1, σ2,1 = 1 +
√

2), the bronze structure (p = 3, q = 1, σ3,1 = 3+
√

13
2 ) ,

the nickel structure (p = 1, q = 3, σ1,3 = 1+
√

13
2 ) , the copper structure (p = 1,

q = 2, σ1,2 = 2). The above numbers are closely related with different mathematical
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domains as dynamical systems, quasicristales, theory of Cantorial fractal-like micro-
space-time.
For the Riemannian manifold (M, g) endowed with the (p, q)-metallic structure,

we say that the metric g is Φ-compatible and that M is a Riemannian metallic
manifold [14], if

g(ΦX,Y ) = g(X,ΦY ), (3)
for all X, Y vectors fiels on M . If we substitute ΦX into X in (3), equation (3)
may also written as

g(ΦX,ΦY ) = g(Φ2X,Y ) = g((pΦ + qI)X,Y ) = pg(ΦX,Y ) + qg(X,Y ).

Here, we can show that such a metric always exists on a manifold with a metallic
structure Φ.

Proposition 1. If (M,Φ) is a metallic manifold, then M admits a Riemannian
metric g such that

g(ΦX,Y ) = g(X,ΦY ).

Proof. Let h be any Riemannian metric on M and define g by

g(X,Y ) = h(ΦX,ΦY ) + qh(X,Y ),

and check the details. �
Note from Proposition 3.2 of [14] that every almost product structure J induces

two metallic structures on M given as follows:

Φ1,2 =
1

2

(
pI ± (2σp,q − p)J

)
(4)

is an almost product structure on M .
Conversely, every metallic structure Φ onM induces two almost product structures
on M given as follows:

J1,2 = ± 2Φ− pI
2σp,q − p

. (5)

For a metallic manifold (M,Φ, g) and the associated almost product J , it is easy
to see that

g(JX, Y ) = g(X, JY ), (6)
for every tangent vector fields X on M .
In order that the Golden structure Φ is integrable, it is necessary and suffi cient

that it is possible to introduce a torsion-free affi ne connection ∇ with respect to
which the structure tensor Φ is covariantly constant. Also, we know that the
integrability of Φ is equivalent to the vanishing of the Nijenhuis tensor NΦ [14],
where

NΦ(X,Y ) = Φ2[X,Y ] + [ΦX,ΦY ]− Φ[ΦX,Y ]− Φ[X,ΦY ]. (7)
The link between the Nihenjuis tensors Φ and J is given by

NJ =
4

p2 + 4q
NΦ, (8)
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which show that the metallic structure Φ is integrable if and ony if the associated
almost product J is integrable.
An odd-dimensional Riemannian manifold (M2n+1, g) is said to be an almost

contact metric manifold if there exist on M a (1, 1) tensor field ϕ, a vector field ξ
(called the structure vector field) and a 1-form η such that

η(ξ) = 1, ϕ2(X) = −X + η(X)ξ and g(ϕX,ϕY ) = g(X,Y )− η(X)η(Y ), (9)

for any vectors fieldsX,Y onM . In particular, in an almost contact metric manifold
we also have

ϕξ = 0 and η ◦ ϕ = 0. (10)

Such a manifold is said to be a contact metric manifold if

dη = Ω, (11)

where Ω(X,Y ) = g(X,ϕY ) is called the fundamental 2-form of M .
On the other hand, the almost contact metric structure of M is said to be normal
if

Nϕ(X,Y ) = [ϕ,ϕ](X,Y ) + 2dη(X,Y )ξ = 0, (12)

for any X and Y vectors fields on M , where [ϕ,ϕ] denotes the Nijenhuis torsion of
ϕ, given by

[ϕ,ϕ](X,Y ) = ϕ2[X,Y ] + [ϕX,ϕY ]− ϕ[ϕX, Y ]− ϕ[X,ϕY ].

An almost contact metric structure (ϕ, ξ, η, g) on M is said to be: (a) : Sasaki ⇔ Ω = dη and (ϕ, ξ, η) is normal,
(b) : Cosymplectic ⇔ dΩ = dη = 0 and (ϕ, ξ, η) is normal,
(c) : Kenmotsu ⇔ dη = 0, dΩ = 2Ω ∧ η and (ϕ, ξ, η) is normal.

(13)

where d denotes the exterior derivative.
In [20], the author proves that (ϕ, ξ, η, g) is trans-Sasakian structure if and only

if (ϕ, ξ, η, g) is normal and

dη = αΩ, dΩ = 2βη ∧ Ω, (14)

where α = 1
2nδΩ(ξ), β = 1

2ndivξ and δ is the codifferential of g.

A trans-Sasakian structure (ϕ, ξ, η, g) on M is said to be (a) : α− Sasaki if β = 0,
(b) : β −Kenmotsu if α = 0,
(c) : Cosymplectic if α = β = 0.

(15)

(see [6], [18] and [23]).
The relation between trans-Sasakian, α-Sasakian and, β-Kenmotsu structures

was discussed by Marrero [19].
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Proposition 2. (Marrero [19])
A trans-Sasakian manifold of dimension ≥ 5 is either α-Sasakian, β-Kenmotsu or
cosymplectic.

Proposition 3. (Marrero [19], Proposition 4.2)
Let (M,ϕ, ξ, η, g) be a 3-dimensional Sasakian manifold. If we take g = fg + (1−
f)η ⊗ η where f > 0 a non-constant function on M then, , (M,ϕ, ξ, η, g) is a
trans-Sasakian structure of type

(
1
f ,

1
2ξ(ln f)

)
.

3. Induced Metallic structures by almost contact structures

In this section, starting from an almost contact metric structure we define a
metallic Riemannian structure and we investigate conditions for those structures
being integrable and parallel.

Theorem 4. Every almost contact metric structure (ϕ, ξ, η, g) on a (2n + 1)-
dimensional Riemannian manifold (M, g) induces only two metallic structures on
(M, g), given as follows:

Φ1 = σp,qI + (p− 2σp,q)η ⊗ ξ, Φ2 = σ∗p,qI + (p− 2σ∗p,q)η ⊗ ξ, (16)

where ξ is the unique eigenvector of Φ1 and Φ2 associated with σ∗p,q = p− σp,q and
σp,q respectively.

Proof. We try to write the metallic structure Φi with i ∈ {1, 2} defined on a (2n+1)-
dimensional Riemannian manifold (M, g), using almost contact metric structure
(ϕ, ξ, η, g), in the form Φ = aiI + biη ⊗ ξ, where ai and bi are non-zero constant.
Thus

Φ2 = a2
i I + bi(2ai + bi)η ⊗ ξ,

and using formula (1) with Φ1ξ = σ∗p,qξ and Φ2ξ = σp,qξ, we obtain the formulas
(16). Moreover, we have

g(ΦiX,Y ) = g(X,ΦiY )⇔ g(ϕX, Y ) = −g(X,ϕY ),

for every i ∈ {1, 2} and for every tangent vectors fields X and Y on M .
On the other hand, suppose that there exist another metallic structure onM induces
by the almost contact metric structure (ϕ, ξ, η, g) denoted by Ψ and admits ξ as
the unique eigenvector associated with σp,q ( resp. σ∗p,q) then, we have

Ψ2 = pΨ + qI, Ψξ = σp,qξ (resp.Ψξ = σ∗p,qξ). (17)

First, note that for all i ∈ {1, 2} we have

ΦiΨ = ΨΦi,

and using (1) and (17) we get

Ψ2 − Φ2
i = p

(
Ψ− Φi

)
, i = 1, 2
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which gives

Ψ = p− Φi ∈ {Φ1,Φ2}.
�

Remark 5. Using the two formulas in (16) we note that

Φ1 + Φ2 = pI.

Proposition 6. If (M,Φ, g) is a metallic Riemannian manifold, then (M,Φ, G) is
also a metallic Riemannian manifold, where G is a Riemannian metric given by:

G(X,Y ) = g(ϕX,ϕY ),

for all vectors fields X,Y on M .

Proof. Since the proof of the following proposition is obvious, we don’t give the
proof of it. �

Using formula (4), we get the following:

Proposition 7. Every almost contact metric manifold (M2n+1, ϕ, ξ, η, g) induces
four almost product structures on (M, g), given as follows:

J1 = I − 2η ⊗ ξ, J2 = I + 2η ⊗ ξ, (18)

J3 = −I + 2η ⊗ ξ, J4 = −I − 2η ⊗ ξ.

We note that through out this paper, we shall be setting

Φ = σp,qI + (p− 2σp,q) η ⊗ ξ. (19)

Observe that,

σ2
p,q = pσp,q + q, σp,q + σ∗p,q = p and σp,q.σ

∗
p,q = −q.

We know that the metallic structure Φ is integrable ( i.e. NΦ = 0 ) if and only
if the almost product J is integrable ( i.e. NJ = 0) with

NJ(X,Y ) = [X,Y ] + [JX, JY ]− J [X, JY ]− J [JX, Y ].

So, for all X,Y vectors fields on M and using (18), we get

1

8
NJ(X,Y ) =

(
dη(X,Y ) + η(X)dη(ξ, Y ) + η(Y )dη(X, ξ)

)
ξ, (20)

witch give the following theorem:

Theorem 8. Let (M2n+1,Φ, g) be a metallic Riemannian manifold induced by the
almost contact metric manifold (M2n+1, ϕ, ξ, η, g). Then Φ is integrable if and only
if η is closed.
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Proof. Using the formula (20) with supposing that dη = 0, we get NJ = 0.
For the inverse, suppose that NJ = 0. From (20) we have

dη(X,Y ) + η(X)dη(ξ, Y ) + η(Y )dη(X, ξ) = 0, (21)

taking Y = ξ we obtain for all X vector field on M ,

dη(X, ξ) = 0, (22)

Applying (22) in (21) we get
dη(X,Y ) = 0,

for all X and Y vectors fields tangent to M . �

Remark 9. If (M,ϕ, ξ, η, g) is an almost cosymplectic or an almost Kenmotsu
manifold then (M,Φ, g) is an integrable metallic Riemannian manifold but for the
contact case it is never integrable.

Lemma 10. If (Φ, g) is a metallic Riemannian structure induced by an almost
contact metric structure (ϕ, ξ, η, g) on M then we have

ϕΦ = Φϕ = σp,qϕ. (23)

Proof. Using formulas (19) and (10), the proof is direct. �

Proposition 11. Let (M2n+1,Φ, g) be a metallic Riemannian manifold induced
by the almost contact metric manifold (M2n+1, ϕ, ξ, η, g). If ∇ is the Levi-Cevita
connection then for all X and Y vectors fields tangent to M we have

(∇XΦ)Y = (p− 2σp,q)
(
g(∇Xξ, Y )ξ + η(Y )∇Xξ

)
. (24)

Proof. From
(∇XΦ)Y = ∇XΦY − Φ∇XY,

and using formula (19), the proof is direct. �

On the other hand, we know that the integrability of Φ is equivalent to the
existence of a torsion-free affi ne connection with respect to which the equation
∇Φ = 0 holds. Now we shall introduce another possible suffi cient condition of the
integrability of metallic structures on Riemannian manifolds.

Proposition 12. Let (M2n+1,Φ, g) be a metallic Riemannian manifold induced by
the almost contact metric manifold (M2n+1, ϕ, ξ, η, g). Then Φ is integrable ( i.e.
∇Φ = 0 ) if and only if ∇Xξ = 0 for all X vector field on M where ∇ is the the
Levi-Cevita connection of g.

Proof. The necessity was observed above (see (24)). For the suffi ciency, it suffi ces
to replace Y by ξ in (24). �

Remark 13. If (ϕ, ξ, η, g) is a cosymplectic structure then (Φ, g) is a parallel metal-
lic Riemannian structure.
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Example 14. For this example, we rely on our example in [1]. We denote the
Cartesian coordinates in a 3-dimensional Euclidean space E3 by (x, y, z) and define
a symmetric tensor field g by

g =

 ρ2 + τ2 0 −τ
0 ρ2 0
−τ 0 1


where ρ and τ are functions on E3 such that ρ 6= 0 everywhere.
Further, we define an almost contact metric (ϕ, ξ, η) on E3 by

ϕ =

 0 −1 0
1 0 0
0 −τ 0

 , ξ =

 0
0
1

 , η = (−τ , 0, 1).

Using the formula (19) we get

Φ =

 σp,q 0 0
0 σp,q 0

τ(2σp,q − p) 0 1− σp,q

 ,

where we can check that Φ2 = pΦ + qI.
The fundamental 1-form η have the form,

η = dz − τdx,

and hence

dη = τ2dx ∧ dy + τ3dx ∧ dz.
With a straightforward computation, one can get

∇∂xξ =
1

ρ2

 ρρ3 + ττ3

τ2

τρρ3 + ττ3

 ; ∇∂yξ =
1

ρ2

 −τ2

ρ3

−ττ2

 ; ∇∂zξ =
1

ρ2

 −τ3

0
−ττ3

 ,

where ρi = ∂ρ
∂xi

and τ i = ∂τ
∂xi

.

On the other hand, according to the cases given in [1], the structure (ϕ, ξ, η, g)
is a:

(1) Cosymplectic when ρ3 = τ2 = τ3 = 0 ,
(2) Kenmotsu when ρ3 = ρ, τ2 = 0 and τ3 = 0.

So,

(a) If τ2 = τ3 = 0 ( i.e. dη = 0 ) then the metallic structure Φ is integrable.
(b) If ρ3 = τ2 = τ3 = 0 ( i. e. ∇Xξ = 0 ) then the metallic structure Φ is

parallel.
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4. Metallic transformation

Let (M2n+1,Φ, g) be a metallic Riemannian manifold induced by the almost
contact metric manifold (M2n+1, ϕ, ξ, η, g).
We mean a change of structures tensors of the form

ϕ̃ = ϕ, ξ̃ =
1

p− σp,q
ξ, η̃ = (p− σp,q)η,

g̃(X,Y ) = g(ΦX,ΦY ) = σ2
p,qg + p(p− 2σp,q)η ⊗ η.

Proposition 15. If (ϕ, ξ, η, g) is an almost contact metric structure, then (ϕ̃, ξ̃, η̃, g̃)
is also an almost contact metric structure.

Proof. Obvious (using formulas (9)). �

We refer to this construction as metallic deformation.

Theorem 16. Let (M,ϕ, ξ, η, g) be an almost contact metric manifold and (M, ϕ̃, ξ̃, η̃, g̃)
is an almost contact metric manifold obtained as above, then it is:

(a) α-Sasaki with α =
p−σp,q
σ2p,q

if and only if (M,ϕ, ξ, η, g) is a Sasakian mani-
fold.

(b) β-Kenmotsu with β = 1
p−σp,q if and only if (M,ϕ, ξ, η, g) is a Kenmotsu

manifold.
(c) Cosymplectic if and only if (M,ϕ, ξ, η, g) is a cosymplectic manifold.

Proof. Let (M,ϕ, ξ, η, g) be a trans-Sasakian manifold of type (α, β). The funda-
mental 1-form η̃ and the 2-forme Ω̃ of the structure (ϕ̃, ξ̃, η̃, g̃) defined as above
have the forms,

η̃ = (p− σp,q)η and Ω̃ = σ2
p,qΩ,

where Ω is the 2-form of the almost contact metric structure (ϕ, ξ, η, g) and hence

dη̃ = (p− σp,q)dη and dΩ̃ = σ2
p,qdΩ, (25)

using the formulas (14) we get

dη̃ =
p− σp,q
σ2
p,q

αΩ̃ and dΩ̃ =
2β

p− σp,q
η̃ ∧ Ω̃. (26)

Knowing that the trans-Sasakian manifolds of type (1, 0), (0, 1) and (0, 0) are called
Sasakian, Kenmotsu and cosymplectic manifolds respectively then the proof is com-
pleted. �

Remark 17. Note that the metallic transformation preserve the structure cosym-
plectic for all two positive integers p and q and the Kenmotsu structure only for
q = p+ 1 but the Sasakian structure is never preserved.

A straightforward computation yields the following proposition:
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Proposition 18. If (Φ, g) be a metallic Riemannian structure induced by the almost
contact metric structure (ϕ, ξ, η, g), then the structure (ϕ̂, ξ̂, η̂, ĝ) given by

ϕ̂ = ϕ, ξ̂ =
1

(p− σp,q)n
ξ, η̂ = (p− σp,q)nη,

ĝ(X,Y ) = g(ΦnX,ΦnY ) = σ2n
p,qg +

(
σ2n
p,q − (p− σp,q)2n

)
η ⊗ η.

for any integer number n, is also an almost contact metric structure.

5. Generalized D-homothetic transformation

Let (M,ϕ, ξ, η, g) be an almost contact metric manifold with dimM = 2n + 1.
The equation η = 0 defines a 2n-dimensional distribution D on M . By an 2n-
homothetic deformation or D-homothetic deformation [22] we mean a change of
structure tensors of the form

ϕ = ϕ, η = aη, ξ =
1

a
ξ, g = ag + a(a− 1)η ⊗ η,

where a is a positive constant. If (M,ϕ, ξ, η, g) is a contact metric structure with
contact form η, then (M,ϕ, ξ, η, g) is also a contact metric structure [22].

This idea works equally well for almost contact metric structures. The deforma-
tion

ϕ̃ = ϕ, ξ̃ =
1

h
ξ, η̃ = hη, g̃(X,Y ) = f2g + (h2 − f2)η ⊗ η,

is again an almost contact metric structure where f and h are two non-zero functions
on M .
From the theorem (16), we can deduce the following proposition:

Proposition 19. Let (M,ϕ, ξ, η, g) be an almost contact metric manifold and
(M, ϕ̃, ξ̃, η̃, g̃) is an almost contact metric manifold obtained as above, then it is:

(a) α-Sasaki with α = h
f2 and h is constant if and only if (M,ϕ, ξ, η, g) is a

Sasakian manifold.
(b) β-Kenmotsu with β = 1

h with f is constant if and only if (M,ϕ, ξ, η, g) is
a Kenmotsu manifold.

(c) Cosymplectic where f, h are constant if and only if (M,ϕ, ξ, η, g) is a cosym-
plectic manifold.

Special cases:

• For h = ±f , we get the conformal transformation [21].
• For h = f2 and f = constant, we get the deformation of Tanno [22].
• For h = ±1, we get the deformation of Marrero [19].
• For f = ±1 , we get the D-isometric [2].
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6. Open problem

Finally, we propose the first steps to construct an almost contact metric struc-
ture from a metallic Riemannian structure.
Let (M2n+1,Φ, g) be a metallic Riemannian manifold and ξ be the unique eigen-
vector of Φ associated with σ∗p,q = p − σp,q ( resp. σp,q) which give Φξ = σ∗p,qξ (
resp. Φξ = σp,qξ) and let η be the g-dual of ξ i.e. η(X) = g(X, ξ) for all vector
field X on M such that η(ξ) = 1.

Proposition 20. The metallic structure Φ admits the following expression:

Φ = σp,qI + (p− 2σp,q)η ⊗ ξ,
(
resp. Φ = σ∗p,qI + (p− 2σ∗p,q)η ⊗ ξ

)
, (27)

Proof. We try to write the metallic structure Φ in the form Φ = aI + bη⊗ ξ, where
a, b ∈ R∗. Thus

Φ2 = a2I + b(a+ σ∗p,q)η ⊗ ξ,
on the other hand, we have

pΦ + qI = (ap+ q)I + pb η ⊗ ξ,
using formulas (1) we obtain the formulas (27). �

One can construct onM2n+1 an almost contact metric structure (ϕ, ξ, η, g) start-
ing from a metallic Riemannian structure and study its nature taking into account
the two parameters p and q.
Acknowledgement. The author would like to thank the referees for their

helpful suggestions and their valuable comments which helped to improve the man-
uscript.
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A SUBCLASS OF PSEUDO-TYPE MEROMORPHIC
BI-UNIVALENT FUNCTIONS

Adnan Ghazy ALAMOUSH

Faculty of Science, Taibah University, SAUDI ARABIA

Abstract. In this paper, a new subclass of pseudo-type meromorphic bi-
univalent functions is defined on 4 = {z | : z ∈ C and 1 < |z| <∞}, we derive
estimates on the initial coeffi cient |b0|, |b1| and |b2|. Relevant connections of
the new results with various well-known results are indicated.

1. Introduction

Let A denote the class of functions f(z) of the form:

f(z) = z +

∞∑
n=2

anz
n (1)

which are analytic in the open unit open disk U = {z : z ∈ C, |z| < 1}. Also, let the
class of univalent and normalized analytic function in the unit disc U be denoted
by S with the normalization conditions

f(0) = 0 = f
′
(0)− 1.

Furthermore, bi-univalency concept is extended to the class of meromorphic func-
tions defined on 4 = {z : z ∈ C, 1 < |z| <∞}. For this aim, let Σ denote the class
of meromorphic univalent functions g of the form

g(z) = z +

∞∑
n=0

bn
zn

(2)

defined on the domain 4. It is well known that every function g ∈ Σ has an inverse
g−1 = h, defined by
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g−1(g(z)) = z (z ∈ 4),

and
g−1(g(w)) = w (M < |w| <∞, M > 0),

where

g−1(w) = h(w) = w+

∞∑
n=0

Bn
wn

= w−b0−
b1
w
− b1b0 + b2

w2
− b

2
1 + b1b

2
0 + 2b0b2 + b3
w3

+... .

(3)
A simple computation shows that

w = g(h(w)) = (b0 +B0) + w +
b1 +B1
w

+
B2 − b1B0 + b2

w2

+
B3 − b1B1 + b1B

2
0 − 2b2B0 + b3

w3
+ ... . (4)

Comparing the initial coeffi cients in (4), we find that

b0 +B0 = 0 ⇒ B0 = −b0
b1 +B1 = 0 ⇒ B1 = −b1

B2 − b1B0 + b2 = 0 ⇒ B2 = −(b2 + b1b0)

B3 − b1B1 + b1B
2
0 − 2b2B0 + b3 = 0 ⇒ B3 = −(b3 + 2b0b1 + b1b

2
0 + b21).

A function f ∈ Σ is said to be meromorphic bi-univalent if f−1 ∈ Σ. The family
of all meromorphic bi-univalent functions is denoted by Σ′. Estimates on the co-
effi cient of meromorphic univalent functions were investigated by some researchers
recently; for example, Schiffer [11] obtained the estimate |b2| < 3

2 for meromorphic
univalent functions f ∈ S with b0 = 0. Also, Duren [12] obtained the inequality
|b2| < 2

n+1 for f ∈ S with bk = 0, 1 ≤ k ≤ n
2 . Springer [8] used variational methods

to prove that proved that

|B3| < 1 and |B3 +
1

2
B21 | <

1

2
,

and conjectured that

|B2n−1| ≤
(2n− 2)!

n!(n− 1)!
(n = 1, 2, ...).

Later on, Kubota [16] has proved that the Springer conjecture is true for n = 3;4;5.
Furthermore Schober [7] obtained sharp bounds for |B2n−1| if 1 ≤ n ≤ 7. Recently.
Kapoor and Mishra [5] found the coeffi cient estimates for a class consisting of in-
verses of meromorphic starlike univalent functions of order α in U∗.

Recently, some several researchers such as ( see [1], [2], [3], [4], [6], [9], [13] [14])
introduced new subclasses of meromorphically bi-univalent functions and obtained
estimates on the initial coeffi cients for functions belonging to these subclasses.
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In 2013, Babalola [10] defined a new subclass λ-pseudo starlike function of order
0 ≤ β < 1 satisfying the analytic condition

<
{
z(f(z)′λ

f(z)

}
> β (λ ≥ 1, z ∈ U). (5)

In particular, Babalola [10] proved that all λ-pseudo-starlike functions are Bazilevic
of type 1− 1

λ and order β
1
λ and are univalent in open unit disk U .

Motivated by the earlier work of ( [9], [15]), in the present paper, we introduce
a new subclasses of the class Σ

′
and the estimates for the coeffi cients |b0|, |b1| and

|b2| are investigated. Some new consequences of the new results are also pointed
out.

2. Coefficient Bounds for the Function Class Σ′h,p(λ, µ)

We begin by introducing the function class Σ′h,p(λ, µ) by means of the following
definition.

Definition 2.1. Let the functions h; p : 4→ C be analytic functions and

h(z) = 1 +
h1
z

+
h2
z2

+
h3
z3

+ · · · , p(z) = 1 +
p1
z

+
p2
z2

+
p3
z3

+ · · · ,

such that

min{<(h(z)),<(p(z))} > 0, z ∈ 4.
A function g(z) ∈ Σ′ given by (2) is said to be in the class Σ′h,p(λ, µ) if the following
conditions are satisfied:

g ∈ Σ′and 1 +
1

γ

[
(1− λ)

(
g(z)

z

)µ
+ λ

(
z(g(z)′µ

g(z)

)
− 1

]
∈ h(4),

(0 < λ ≤ 1, µ ≥ 1, z ∈ 4), (6)

and

1 +
1

γ

[
(1− λ)

(
h(w)

w

)µ
+ λ

(
w(h(w)′µ

h(w)

)
− 1 ∈ p(4)

]
(0 < λ ≤ 1, µ ≥ 1, w ∈ 4), (7)

where g ∈ Σ′ and γ ∈ C \ {0} and the function h is given by (3).

Remark 2.1. There are many choices of h and p which would provide interesting
subclasses of class Σ′h,p(λ, µ).

(1) If we take

h(z) = p(z) =

(
1 + 1

z

1− 1
z

)α
= 1 +

2α

z
+

2α2

z2
+ · · · , (0 < α ≤ 1, z ∈ 4).
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So it is easy to verify that the functions h(z) and p(z) satisfy the hypotheses
of Definition 2.1. If f ∈ Σ′α(λ, µ). Then∣∣∣∣arg

(
1 +

1

γ

[
(1− λ)

(
g(z)

z

)µ
+ λ

(
z(g(z)′µ

g(z)

)
− 1

])∣∣∣∣ < απ

2

(0 < λ ≤ 1, 0 < α ≤ 1, µ ≥ 1, z ∈ 4),

and∣∣∣∣arg

(
1 +

1

γ

[
(1− λ)

(
h(w)

w

)µ
+ β

(
w(h(w)′µ

h(w)

)
− 1

])∣∣∣∣ < απ

2

(0 < λ ≤ 1, 0 < α ≤ 1, µ ≥ 1, w ∈ 4),

where g(z) ∈ Σ′ and γ ∈ C \ {0} and the function h is given by (3).
(2) If we take

h(z) = p(z) =
1 + 1−2β

z

1− 1
z

= 1 +
2(1− β)

z
+

2(1− β)

z2
, (0 ≤ β < 1, z ∈ 4).

So it is easy to verify that the functions h(z) and p(z) satisfy the hypotheses
of Definition 2.1. If f ∈ Σ′β(λ, µ). Then

<
(

1 +
1

γ

[
(1− λ)

(
g(z)

z

)µ
+ λ

(
z(g(z)′µ

g(z)

)
− 1

])
> β

(0 < λ ≤ 1, 0 ≤ β < 1, µ ≥ 1, z ∈ 4),

and

<
(

1 +
1

γ

[
(1− λ)

(
h(w)

w

)µ
+ β

(
w(h(w)′µ

h(w)

)
− 1

])
> β

(0 < λ ≤ 1, 0 ≤ β < 1, µ ≥ 1, w ∈ 4),

where g ∈ Σ′ and γ ∈ C \ {0} and the function h is given by (3).

Theorem 2.1. Let g(z) be given by (2) be in the class Σ′α(λ, µ). Then

|b0| ≤ min

{√
|γ|2(|h1|2 + |p1|2)
2(µ− λµ− λ)2

,

√
|γ|(|h2|+ |p2|)

|µ(µ− 1)(1− λ) + 2λ|

}
(8)

and

|b1| ≤ min{ |γ|(|h2|+ |p2|)
|2(µ(µ− 1)(1− λ) + 2λ)| ,

|γ|
|(µ− λ− 2λµ)|

(√
|h2|2 + |p2|2

2
+

[µ(µ− 1)(1− λ) + 2λ]2[h21 + p21]
2

16(µ− λµ− λ)2

)
}, (9)

and

|b2| ≤
|γ|

2|(µ− λ− 3λµ)|

[
(µ(µ− 1)(µ− 2)(1− λ)− 6λ)γ2|p1|3

3|(µ− λµ− λ)3|
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+
2µ(µ− 1)(1− λ) + 8µλ− 2µ+ 6λ

2µ(µ− 1)(1− λ)− (1− λ)µ+ 5λ+ 4λµ
|h3|

+
2µ(µ− 1)(1− λ) + 2µλ+ 4λ

2µ(µ− 1)(1− λ)− (1− λ)µ+ 5λ+ 4λµ
|p3|
]

(10)

Proof. Let g ∈ Σ′α(λ, µ). Then, by Definition 2.1 of meromorphically bi-univalent
function class Σ′α(λ, µ), the conditions (6) and (7) can be rewritten as follows:

1 +
1

γ

[
(1− λ)

(
g(z)

z

)µ
+ λ

(
z(g(z)′µ

g(z)

)
− 1

]
= h(z) (z ∈ 4) (11)

and

1 +
1

γ

[
(1− λ)

(
h(w)

w

)µ
+ β

(
w(h(w)′µ

h(w)

)
− 1

]
= p(w), (w ∈ 4) (12)

respectively. Here, and in what follows,the functions h(z) ∈ P and p(w) ∈ P have
the following forms:

h(z) = 1 +
p1
z

+
p2
z2

+
p3
z3

+ · · · (z ∈ 4) (13)

and
p(w) = 1 +

q1
w

+
q2
w2

+
q3
w3

+ · · · (w ∈ 4) (14)

upon substituting from (13) and (14) into (11) and (12), respectively, and equating
the coeffi cients, we get

(µ− λµ− λ)

γ
b0 = h1 (15)

1

2γ

[
(µ(µ− 1)(1− λ) + 2λ)b20 + 2(µ− λ− 2λµ)b1

]
= h2 (16)

1

6γ
[µ(µ− 1)(µ− 2)(1− λ)− λ]b30 +

1

γ
[µ(µ− 1)(1− λ) + 2λ+ λµ]b0b1

+
1

γ
[µ− λ− 3µλ]b2 = h3 (17)

− (µ− λµ− λ)

γ
b0 = p1 (18)

1

2γ

[
(µ(µ− 1)(1− λ) + 2λ)b20 + 2(λ− µ+ 2λµ)b1

]
= p2 (19)

and
1

6γ
[6λ− (µ(µ− 1)(µ− 2)(1− λ))b30 + 6(µ(µ− 1)(1− λ)

− µ(1− λ) + 3λ+ 3λµ)b0b1 + 6(λ− µ+ 3µλ)b2] = p3. (20)
From (15) and (18), we find that

h1 = −q1 (21)

and
2(µ− λµ− λ)2b20 = γ2(h21 + p21) (22)
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that is,

|b0|2 ≤
|γ|2(|h1|2 + |p1|2)
2(µ− λµ− λ)2

. (23)

Adding (16) and (19), we get

[(µ(µ− 1)(1− λ) + 2λ)] b20 = γ(h2 + p2) (24)

that is,

|b0|2 ≤
|γ|(|h2|+ |p2|)

|µ(µ− 1)(1− λ) + 2λ| . (25)

From (23) and (25) we get the desired estimate on the coeffi cient |b0| as asserted
in (8).
Next, in order to find the bound on |b0|, by subtracting the equation (16) from

the equation (19), we get

2(µ(µ− 1)(1− λ) + 2λ)b1 = γ(h2 − p2), (26)

that is,

|b1| ≤
|γ|(|h2|+ |p2|)

|2(µ(µ− 1)(1− λ) + 2λ)| . (27)

By squaring and adding (16) and (19), using (22) in the computation leads to

b21 =
γ2

(µ− λ− 2λµ)2

(
h22 + p22

2
− [µ(µ− 1)(1− λ) + 2λ]2[h21 + p21]

2

16(µ− λµ− λ)2

)
. (28)

that is,

|b1| ≤
|γ|

|(µ− λ− 2λµ)|

(√
|h2|2 + |p2|2

2
+

[µ(µ− 1)(1− λ) + 2λ]2[h21 + p21]
2

16(µ− λµ− λ)2

)
.

(29)
From (26) and (28) we get the desired estimate on the coeffi cient |b1| as asserted
in (9).
In order to find the estimate |b2|, consider the sum of (17) and (20), we have

b0b1 =
γ(h3 + p3)

2µ(µ− 1)(1− λ)− (1− λ)µ+ 5λ+ 4λµ
. (30)

Subtracting (20) from (17) with h1 = −p1, we obtain
2(µ− λ− 3λµ)b2

γ
= h3−p3−

(µ− λ− 3λµ)b0b1
γ

− [µ(µ− 1)(µ− 2)(1− λ)− 6λ]b30
3γ

.

(31)
Using (21) and (30) in (31) give to

b2 =
γ

2(µ− λ− 3λµ)

[
(µ(µ− 1)(µ− 2)(1− λ)− 6λ)γ2p31

3(µ− λµ− λ)3

+
2µ(µ− 1)(1− λ) + 8µλ− 2µ+ 6λ

2µ(µ− 1)(1− λ)− (1− λ)µ+ 5λ+ 4λµ
h3
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− 2µ(µ− 1)(1− λ) + 2µλ+ 4λ

2µ(µ− 1)(1− λ)− (1− λ)µ+ 5λ+ 4λµ
p3

]
This evidently completes the proof of Theorem 2.1. �

If we take λ = 1 in Theorem 2.1, we get the following Corollary.

Corollary 2.2. Let g(z) be given by (1.2) be in the class Σ′λ,β(α). Then

|b0| ≤ min

{√
|γ|2(|h1|2 + |p1|2)

2
,

√
|γ|(|h2|+ |p2|)

2

}
, (32)

|b1| ≤ min

{
|γ|(|h2|+ |p2|)

4
,
|γ|
|µ+ 1|

(√
|h2|2 + |p2|2

2
+

(|h1|2 + |p1|2)2
4

)}
. (33)

and

|b2| ≤
|γ|

2|(2µ+ 1)| ×
[
2γ2|p1|3 +

6(µ+ 1)

5 + 4µ
|h3|+

2(µ+ 2)

5 + 4µ
|p3|
]
. (34)

If we take

h(z) = p(z) =

(
1 + 1

z

1− 1
z

)α
= 1 +

2α

z
+

2α2

z2
+ · · · , (0 < α ≤ 1, z ∈ 4),

and

h(z) = p(z) =
1 + 1−2β

z

1− 1
z

= 1 +
2(1− µ)

z
+

2(1− µ)

z2
, (0 < µ ≤ 1, z ∈ 4),

respectively, in the Theorem 2.1, we obtain the following results which is an im-
provement of estimates obtained by Srivastava et. at [9].

Corollary 2.3. Let g(z) be given by (2) be in the class Σ′λ,β(α). Then

|b0| ≤ 2α (35)

and

|b1| ≤
2
√

5α2

λ+ 1
. (36)

Corollary 2.4. Let g(z) be given by (2) be in the class Σ′λ,β(µ). Then

|b0| ≤ 2(1− µ) (37)

and

|b1| ≤
2(1− µ)

√
4µ2 − 8µ+ 5

λ+ 1
. (38)

Remark 2.2. For function g ∈ Σ′h,p(λ, µ) given by (2) by taking p(z) = h(z) =
1+Az
1+Bz − 1 ≤ B < A ≤ 1), we obtain the initial coeffi cient estimates |b0|, |b1|, and
|b2| which leads to the results discussed in Theorem 2.2 of [15].
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ON SOME PROPERTIES OF INTUITIONISTIC FUZZY SOFT
BOUNDARY
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Abstract. The purpose of this paper is to initiate the concept of Intuitionistic
Fuzzy(IF) soft boundary. We discuss and explore the characterizations and
properties of IF soft boundary in general as well as in terms of IF soft interior
and IF soft closure. Examples and counter examples are also presented to
validate the discussed results.

1. Introduction

The notion of fuzzy sets was introduced by Zadeh [23]. After that several re-
searches were conducted on the generalizations of the notion of fuzzy set. As a
generalization of the notion of fuzzy set, intuitionistic fuzzy set (IFS) and intu-
itionistic L-fuzzy sets (ILFS) were initiated and explored by Atanassov [1-3] and
[5].
In our daily life situations, we usually face complicated problems in different

fields like economics, engineering, medical sciences, social sciences, etc. involving
imprecise and uncertain data in nature. Uncertainties cannot be handled using tra-
ditional mathematical tools but may be dealt with using a wide range of existing
theories such as the probability theory, the theory of (intuitionistic) fuzzy sets, the
theory of vague sets, the theory of interval mathematics, and the theory of rough
sets. However, all of these have their advantages as well as inherent limitations in
dealing with uncertainties. One major problem shared by those theories is their
incompatibility with the parameterization tools. To overcome these diffi culties,
Molodtsov [19] introduced the concept of soft set as a new mathematical tool for
dealing with uncertainties that is free from the diffi culties that have troubled the

2020 Mathematics Subject Classification. 54A05, 54A20, 54C08, 54D10.
Keywords and phrases. IF sets, IF soft sets, IF soft topology, IF soft interior(closure), IF soft

boundary.
sabiriub@yahoo.com; sh.hussain@qu.edu.sa
0000-0001-9191-8172.

c©2020 Ankara University
Communications Facu lty of Sciences University of Ankara-Series A1 Mathematics and Statistics

1033



1034 S. HUSSAIN

usual theoretical approaches. Molodtsov pointed out several directions for the ap-
plications of soft sets. This theory has proven useful in many different fields such
as decision making [6][20], data analysis [4][24], forecasting [21] and so on. The
topological structures of soft sets are studied and discussed in [7-13].
Maji et al. introduced the concept of intuitionistic fuzzy soft sets[16-18], which

is a generalization of fuzzy soft sets[15] and standard soft sets. It is to be noted that
the parameters may not always be crisp, rather they may be intuitionistic fuzzy in
nature. The problems of object recognition have received paramount importance
in recent years. The recognition problem may be viewed as multiobserver decision
making problem, where the final identification of the object is based on the set of
inputs from different observers who provide the overall object characterization in
terms of diverse set of parameters. Different algebraic structures of IF soft sets are
studied and explored in [22]. D. Coker [5] introduced and studied the concept of IF
topological spaces. Z. Li et.al [14] initiated IF topological structures of IF soft sets.
They explored the notions of IF soft open(closed) sets, IF soft interior(closure) and
IF soft base in IF soft topological spaces.
In this paper, we initiate the concept of IF soft boundary. We discuss and

explore the characterizations and properties of IF soft boundary in general as well
as in terms of IF soft interior and IF soft closure. Examples and counter examples
are also presented to validate the discussed results.

2. Preliminaries

First we recall some definitions and results which will use in the sequel.

Definition 1. [23] A fuzzy set f on X is a mapping f : X → I = [0, 1]. The value
f(x) represents the degree of membership of x ∈ X in the fuzzy set f , for x ∈ X.

Definition 2. [19] Let X be an initial universe and E be a set of parameters. Let
P (X) denotes the power set of X and A be a non-empty subset of E. A pair (F,A)
is called a soft set over X, where F is a mapping given by F : A→ P (X). In other
words, a soft set over X is a parameterized family of subsets of the universe X.
For e ∈ A, F (e) may be considered as the set of e-approximate elements of the soft
set (F,A).

Definition 3. [15] Let IX denotes the set of all fuzzy sets on X and A ⊆ X. A
pair (f,A) is called a fuzzy soft set over X, where f : X → IX is a function. That
is, for each a ∈ A, f(a) = fa : X → I is a fuzzy set on X .

Definition 4. [2] An intuitionistic fuzzy set A over the universe X is defined as:
A = {(x, µA(x), νA(x));x ∈ X},
where µA : X → [0, 1], νA : X → [0, 1] with the property that 0 ≤ µA(x) +

νA(x) ≤ 1, for all x ∈ X. The values µA(x) and νA(x) represent the degree of
membership and nonmembership of x to A respectively .
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Definition 5. [2] Let A = {(x, µA(x), νA(x));x ∈ X} and
B = {(x, µB(x), νB(x));x ∈ X} are intuitionistic fuzzy set over the universe X.
Then
(1) Ac = {(x, νA(x), µA(x));x ∈ X}.
(2) A ⊆ B if and only if µA(x) ≤ µB(x) and νA(x) ≥ νB(x), for all x ∈ X.
(3)A = B if and only if A ⊆ B and B ⊆ A.
(4) A ∩B = {(x,min{µA(x), µB(x)},max{νA(x), νB(x)} : x ∈ X}.
(5) A ∪B = {(x,max{µA(x), µB(x)},min{νA(x), νB(x)} : x ∈ X}.

Definition 6. [2] An intuitionistic fuzzy set A over the universe X is said to be
intuitionistic fuzzy null set denoted as 0̃, and is defined as: A = {(x, 0, 1) : x ∈ X}.

Definition 7. [2] An intuitionistic fuzzy set A over the universe X is said to be
intuitionistic fuzzy absolute set denoted as 1̃, and is defined as: A = {(x, 1, 0) : x ∈
X}.

Definition 8. [17] Let X be the initial universal set and E be the set of parameters.
Let IFX denotes the set of all intuitionistic fuzzy soft sets on X and A ⊆ X. A
pair (IF,A) is called a IF fuzzy soft set over X, where f : A→ IFX is a function.
That is, for each a ∈ A, f(a) = fa : A→ IFX , is an intuitionistic fuzzy set on X
and is defined as: F (a) = {(x, µA(x), νA(x));x ∈ X}.

From now on, for our convenience, we will represent the intuitionistic fuzzy soft
set (IF, A) as IF soft set fA. Now we give the example of intuitionistic fuzzy soft
sets as:

Example 9. Let (IF,A) = fA describe the character of the employees with respect
to the given parameters, for finding the best employee of the financial year. Let the
set of employees under consideration be X = {x1, x2, x3, x4}. Let E = { regular
workload (r), conduct (c), field performances (g), sincerity(s), pleasing personal-
ity (p)} be the set of parameters framed to choose the best employee. Suppose the
administrator Mr. X has the parameter set A = {r, c, p} ⊆ E to choose the best
employee. Then fA be the IF soft set over X, defined as follows:
f(r)(x1) = (0.8, 0.1), f(r)(x2) = (0.7, 0.5), f(r)(x3) = (0.9, 0.1), f(r)(x4) =
(0.7, 0.2)
f(c)(x1) = (0.6, 0.2), f(c)(x2) = (0.7, 0.1), f(c)(x3) = (0.5, 0.3), f(c)(x4) = (0.3, 0.6)
f(p)(x1) = (0.6, 0.2), f(p)(x2) = (0.7, 0.1), f(p)(x3) = (0.5, 0.3), f(p)(x4) =
(0.3, 0.6)
That is,
fA = (IF,A) ˜̃={F (r) = {(x1, 0.8, 0.1), (x2, 0.7, 0.05), (x3, 0.9, 0.1), (x4, 0.7, 0.2)},
F (c) = {(x1, 0.6, 0.2), (x2, 0.7, 0.1), (x3, 0.5, 0.3), (x4, 0.3, 0.6)},
F (p) = {(x1, 0.6, 0.2), (x2, 0.7, 0.1), (x3, 0.5, 0.3), (x4, 0.3, 0.6)}}.
The tabular representation of IF soft sets fA is:
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x1 x2 x3 x4
r (0.8, 0.1) (0.7, 0.5) (0.9, 0.1) (0.7, 0.2)
c (0.6, 0.2) (0.7, 0.1) (0.5, 0.3) (0.3, 0.6)
p (0.6, 0.2) (0.7, 0.1) (0.5, 0.3) (0.3, 0.6)
In short, we will represent fA as:

fA ˜̃={{x(0.8,0.1), x(0.7,0.05), x(0.9,0.1), x(0.7,0.2)}, {x(0.6,0.2), x(0.7,0.1), x(0.5,0.3), x(0.3,0.6)},
{x(0.6,0.2), x(0.7,0.1), x(0.5,0.3), x(,0.3,0.6)}}.
Definition 10. [17] Two IF soft sets fA and gB over a common universe X, we
say that fA is a IF soft subset of gB, if
(1) A ⊆ B and
(2) for all a ∈ A, fa ≤ ga; implies fa is a IF subset of ga.
We denote it by fA

˜̃⊆gA. fA is said to be a IF soft super set of gB, if gB is a IF

soft subset of fA. We denote it by fA
˜̃⊇gB.

Note that two IF soft sets fA and gB over a common universe X are said to be IF
soft equal, if fA is a IF soft subset of gB and gB is a If soft subset of fA.

Definition 11. [17] The union of two IF soft sets fA and gB over the common
universe X is the IF soft set hC , where C = A ∪B and for all c ∈ C,

h(c) =

 f(c), if c ∈ A−B
g(c), if c ∈ B −A

f(c) ∪ g(c), if c ∈ A ∩B
We write fA ˜̃∪gB = hC .

Definition 12. [17] The intersection hC of two IF soft sets fA and gB over a

common universe X, denoted fA ˜̃∩gB, is defined as C = A ∩ B, and h(c) = f(c) ∩
g(c), for all c ∈ C.
Definition 13. [17] The relative complement of a IF soft set fA is the fuzzy soft
set f cA, which is denoted by (fA)c and where f c : A → IF (X) is a IF set-valued
function that is, for each x ∈ A, f c(A) is a IF set in X, whose membership function
f ca(x) = (fa(x))c, for all x ∈ A. Here f ca is the membership function of f c(a).

Definition 14. [14] Let τ be the collection of IF soft sets over X, then τ is said
to be a IF soft topology on X, if

(1) ˜̃ΦA , ˜̃XA belong to τ .

(2) If (fA)i ∈ τ , for all i ∈ I, then ˜̃∪i∈I(fA)i ∈ τ .
(3) For fa, gb ∈ τ implies that fa ˜̃∩gb ∈ τ .
The triplet (X, τ,A) is called an IF soft topological space over X. Every member
of τ is called IF soft open set. A IF soft set is called IF soft closed if and only if
its complement is IF soft open.

Example 15. Let X = {x1, x2}, A = {e1, e2} and τ = { ˜̃ΦA,˜̃XA, fA, gA, hA, kA},
where fA, gA, hA, kA are IF soft sets over X, defined as follows
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f(e1)(x1) = (0.2, 0.8), f(e1)(x2) = (0.6, 0.3),
f(e2)(x1) = (0.2, 0.5), f(e2)(x2) = (0.9, 0.1),
g(e1)(x1) = (0.1, 0.8), g(e1)(x2) = (0.6, 0.1),
g(e2)(x1) = (0.2, 0.8), g(e2)(x2) = (0.8, 0.1),
h(e1)(x1) = (0.2, 0.8), h(e1)(x2) = (0.6, 0.1),
h(e2)(x1) = (0.2, 0.5), h(e2)(x2) = (0.9, 0.1),
k(e1)(x1) = (0.1, 0.8), k(e1)(x2) = (0.6, 0.3),
k(e2)(x1) = (0.2, 0.8), k(e2)(x2) = (0.8, 0.1),

Then τ = { ˜̃ΦA,˜̃XA, ({x(0.2,0.8), x(0.6,0.3)}, {x(0.2,0.5), x(0.9,0.1)}),
({x(0.1,0.8), x(0.6,0.1)}, {x(0.2,0.8), x(0.8,0.1)}), ({x(0.2,0.8), x(0.6,0.1)}, {x(0.2,0.5), x(0.9,0.1)}),
({x(0.1,0.8), x(0.6,0.3)}, {x(0.2,0.8), x(0.8,0.1)})} is an IF soft topology on X and hence
(X, τ,A) is an IF soft topological space over X.

Definition 16. [14] Let τ be the collection of IF soft sets over X. Then

(1) ˜̃ΦA, ˜̃XA are IF soft closed sets over X.
(2) The intersection of any number of IF soft closed sets is an IF soft closed set
over X.
(3) The union of any two IF soft closed sets is an IF soft closed set over X.

Definition 17. [14] Let (X, τ,A) be an IF soft topological space over X and fA be
an IF soft set over X. Then IF soft interior of IF soft set fA over X is denoted by
int(fA) and is defined as the union of all IF soft open sets contained in fA. Thus
int(fA) is the largest IF soft open set contained in fA.

Definition 18. [14] Let (X, τ,A) be an IF soft topological space over X and fA
be an IF soft set over X. Then the IF soft closure of fA, denoted by cl(fA) is the
intersection of all IF soft closed super sets of fA. Clearly cl(fA) is the smallest IF
soft closed set over X which contains fA.

3. Properties of Intuitionistic Fuzz Soft Boundary

Definition 19. [14] An IF soft set fA over X is said to be a null IF soft set and is

denoted by ˜̃φ if and only if, for each e ∈ A, fA(e) =
˜̃
0, where ˜̃0 is the membership

function of null IF set over X, which takes value (0, 1), for all x ∈ X.

Definition 20. [14] An IF soft set fA over X is said to be an absolute IF soft

set and is denoted by ˜̃X if and only if, for each e ∈ A, fA(e) =
˜̃
1, where ˜̃1 is the

membership function of absolute IF set over X, which takes value (1, 0), for all
x ∈ X.

Now we define:

Definition 21. The difference hC of two IF soft sets fA and gB over X, denoted

by fA
˜̃\gA, is defined as fA

˜̃\gB ˜̃=fA ˜̃∩(gB)c.
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Example 22. Let fA and gA be two IF fuzzy soft set defined as:
fA = ({x(0.2,0.8), x(0.6,0.3)}, {x(0.2,0.5), x(0.9,0.1)}) and
gA ˜̃=({x(0.1,0.8), x(0.6,0.1)}, {x(0.2,0.8), x(0.8,0.1)}). Then

fA
˜̃\gB ˜̃=fA ˜̃∩(gB)c˜̃=({x(0.2,0.8), x(0.6,0.3)}, {x(0.2,0.5), x(0.9,0.1)})˜̃∩({x(0.8,0.1), x(0.1,0.6)}, {x(0.8,0.2), x(0.1,0.8)})˜̃=({x(0.2,0.8), x(0.1,0.6)}, {x(0.2,0.5), x(0.1,0.8)}).

Definition 23. Let (X, τ,A) be an IF soft topological space over X and fA be an
IF soft set over X. Then the IF soft boundary of fA, denoted by bd(fA) and is

defined as, bd(fA) ˜̃=cl(fA)˜̃∩cl((fA)c).

Example 24. In the above Example 15, the IF soft closed sets are˜̃
ΦA ˜̃={x(0,1), x(0,1)}, {x(0,1), x(0,1)}), ˜̃XA

˜̃=({x(1,0), x(1,0)}, {x(1,0), x(1,0)}),
({x(0.8,0.2), x(0.3,0.6)}, {x(0.5,0.2), x(0.1,0.9)}), ({x(0.8,0.1), x(0.1,0.6)}, {x(0.8,0.2), x(0.1,0.8)}),
({x(0.8,0.2), x(0.1,0.6)}, {x(0.5,0.2), x(0.1,0.9)}), ({x(0.8,0.1), x(0.3,0.6)}, {x(0.8,0.2), x(0.1,0.8)}).
Let us take an IF soft set kA as: kA ˜̃=({x(0.6,0.3), x(0.1,0.8)}, {x(0.3,0.4), x(0.1,0.9)}).
Then cl(kA) ˜̃=({x(0.8,0.2), x(0.1,0.6)}, {x(0.5,0.2), x(0.1,0.9)}). Also

(kA)c ˜̃=({x(0.3,0.6), x(0.8,0.1)}, {x(0.4,0.3), x(0.9,0.1)}) and cl((kA)c) ˜̃= ˜̃ΦA. Thus,
bd(kA) ˜̃=cl(kA) ∩ cl((kA)c) ˜̃= ˜̃ΦA.
Theorem 25. Let fA be an IF soft set of an IF soft topological space over X. Then
the following hold:

(1) (bd(fA))c ˜̃=int(fA)˜̃∪int(f cA).

(2) cl(fA) ˜̃=int(fA)˜̃∪bd(fA).

(3) bd(fA) ˜̃=cl(fA)
˜̃\int(fA).

(4) int(fA) ˜̃=fA˜̃\bd(fA).

(5) bd(cl(fA)) ˜̃⊆bd(fA).

(6) bd(fA)˜̃∩int(fA) ˜̃= ˜̃ΦA.
(7) cl(int(fA)) ˜̃=fA˜̃\bd(fA).

Proof. (1).

int(fA)˜̃∪int(f cA) = ((int(fA))c)c ˜̃∪((int(f cA))c)c˜̃= [(int(fA))c ˜̃∩int(f cA)c]c˜̃= [cl(f cA)˜̃∩cl(fA)]c˜̃= (bd(fA))c.



ON SOME PROPERTIES OF INTUITIONISTIC FUZZY SOFT BOUNDARY 1039

(2).

int(fA)˜̃∪bd(fA) ˜̃= int(fA)˜̃∪(cl(fA)˜̃∩cl(f cA))˜̃= [int(fA)˜̃∪cl(fA)]˜̃∩[int(fA)˜̃∪cl(f cA)]˜̃= cl(fA)˜̃∩[int(fA)˜̃∪(int(fA))c]˜̃= cl(fA)˜̃∩(int(fA)˜̃∪(int(fA))c)˜̃= cl(fA)˜̃∩˜̃XA˜̃= cl(fA).

(3).

bd(fA) ˜̃= cl(fA)˜̃∩cl(f cA)˜̃= cl(fA)˜̃∩(int(fA))c (by Theorem 4.5(6)[14]).˜̃= cl(fA)
˜̃\int(fA)

(4).

fA
˜̃\bd(fA) ˜̃= fA

˜̃∩bd(f cA)˜̃= fA
˜̃∩(int(fA)˜̃∪int(f cA)) (by (1))˜̃= [fA
˜̃∩int(fA)]˜̃∪[fA

˜̃∩int(f cA)]˜̃= int(fA)˜̃∪ ˜̃ΦA˜̃= int(fA).

(5).

bd(cl((fA)) ˜̃= cl(cl(fA))
˜̃\int(cl(fA))˜̃= cl(fA)

˜̃\int(cl(fA))˜̃⊆ cl(fA)
˜̃\int(fA)˜̃= bd(fA).

(6) follows form (3) and (7) follows directly by the definition of an IF soft boundary.
�

Remark 26. By (3) of above Theorem 25, it is clear that bd(fA) ˜̃=bd(f cA).

Theorem 27. Let fA be an IF soft set of an IF soft topological space over X. Then:

(1) fA is an IF soft open set over X if and only if fA ˜̃∩bd(fA) ˜̃= ˜̃ΦA.
(2) fA is an IF soft closed set over X if and only if bd(fA)⊆̃fA.
(3) If gA be an IF soft closed(respt. open) set of an IF soft topological space with

fA
˜̃⊆gA, then bd(fA) ˜̃⊆gA(respt. bd(fA) ˜̃⊆(gA)c).

Proof. (1). Let fA be an IF soft open set over X. Then int(fA) ˜̃=fA implies

fA
˜̃∩bd(fA) ˜̃=int(fA)˜̃∩bd(fA) ˜̃= ˜̃ΦA.

Conversely, let fA ˜̃∩bd(fA) ˜̃= ˜̃ΦA. Then fA ˜̃∩cl(fA)˜̃∩cl(f cA) ˜̃= ˜̃ΦA or fA ˜̃∩cl(f cA) ˜̃= ˜̃ΦA or
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cl(f cA)⊆̃f cA, which implies f cA is an IF soft closed and hence fA is an IF soft open
set.
(2). Let fA be an IF soft closed set over X. Then cl(fA) ˜̃=fA. Now
bd(fA) ˜̃=cl(fA)˜̃∩cl(f cA)⊆̃cl(fA) ˜̃=fA. That is, bd(fA) ˜̃⊆fA.
Conversely, bd(fA) ˜̃⊆fA. Then bd(fA)˜̃∩f cA ˜̃= ˜̃ΦA. Since bd(fA) ˜̃=bd(f cA) ˜̃= ˜̃ΦA, we have
bd(f cA)˜̃∩f cA ˜̃= ˜̃ΦA. By (1), f cA is IF soft open and hence fA is IF soft closed.
(3). fA

˜̃⊆gA follows that cl(fA) ˜̃⊆cl(gA). Since gA is IF soft closed, then we get,

bd(fA) ˜̃=cl(fA)˜̃∩cl((fA)c) ˜̃⊆cl(gA)˜̃∩cl((fA)c) ˜̃⊆cl(gA) ˜̃=gA. Similarly for the other in-
clusion. �

The following example shows that (1) and (2) are not true, if fA is not IF soft
open and IF soft closed respectively.

Example 28. In the above Example 15, an IF soft closed sets are˜̃
ΦA ˜̃={x(0,1), x(0,1)}, {x(0,1), x(0,1)}), ˜̃XA

˜̃=({x(1,0), x(1,0)}, {x(1,0), x(1,0)}),
({x(0.8,0.2), x(0.3,0.6)}, {x(0.5,0.2), x(0.1,0.9)}), ({x(0.8,0.1), x(0.1,0.6)}, {x(0.8,0.2), x(0.1,0.8)}),
({x(0.8,0.2), x(0.1,0.6)}, {x(0.5,0.2), x(0.1,0.9)}), ({x(0.8,0.1), x(0.3,0.6)}, {x(0.8,0.2), x(0.1,0.8)}).
Let us take fA ˜̃=({x(0.6,0.1), x(0.1,0.7)}, {x(0.7,0.3), x(0.1,0.9)}), which is not IF soft

open and not IF soft closed. Then cl(fA) ˜̃=({x(0.8,0.1), x(0.1,0.6)}, {x(0.8,0.2), x(0.1,0.8)}).

Also (fA)c ˜̃=({x(0.1,0.6), x(0.7,0.1)}, {x(0.3,0.7), x(0.9,0.1)}) and cl((fA)c) ˜̃=˜̃XA. Thus,

bd(fA) ˜̃=cl(fA)∩ cl((fA)c) ˜̃=({x(0.8,0.1), x(0.1,0.6)}, {x(0.8,0.2), x(0.1,0.8)}). We observe

that, fA ˜̃∩bd(fA)
˜̃6= ˜̃ΦA and bd(fA)*̃fA.

The following example verify (3) of above Theorem 27.

Example 29. In the above Example, let us take an IF fuzzy soft closed set
gA ˜̃=({x(0.8,0.1), x(0.3,0.6)}, {x(0.8,0.2), x(0.1,0.8)}) and any IF soft set
fA ˜̃=({x(0.6,0.1), x(0.1,0.7)}, {x(0.7,0.3), x(0.1,0.9)}). Then fA ˜̃⊆gA. Clearly,
bd(fA) ˜̃=({x(0.8,0.1), x(0.1,0.6)}, {x(0.8,0.2), x(0.1,0.8)}) ˜̃⊆gA.
Theorem 30. Let fA and gB be an IF soft sets of an IF soft topological space over
X. Then the following hold:

(1) bd([fA
˜̃∪gB ]) ˜̃⊆[bd(fA

˜̃∩(gcB))]˜̃∪[bd(gB)˜̃∩cl(((fA)c))].

(2) bd([fA
˜̃∩gB ]) ˜̃⊆[bd(fA)˜̃∩cl(gB)]˜̃∪[bd(gB)˜̃∩cl((fA))].
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Proof. (1).

bd((fA
˜̃∪gB)) ˜̃= cl((fA

˜̃∪gB))˜̃∩cl(((fA ˜̃∪gB)c))˜̃= (cl(fA)˜̃∪cl(gB))˜̃∩cl((f cA ˜̃∩gcB))˜̃⊆ (cl(fA)˜̃∪cl(gB))˜̃∩[cl((fA)c)˜̃∩cl((gB)c)]˜̃= (cl(fA)˜̃∩cl((fA)c))˜̃∩(cl((gB)c)˜̃∪cl(gB))˜̃∩[cl((fA)c)˜̃∩cl((gB)c)]˜̃= (bd(fA)˜̃∩cl((gB)c))˜̃∪(bd(gB)˜̃∩cl(f cA))˜̃⊆ bd(fA)˜̃∪bd(gB).

(2).

bd([fA
˜̃∩gB ]) ˜̃= cl((fA

˜̃∩gB))˜̃∩cl((fA ˜̃∩gB)c)˜̃⊆ [cl(fA)˜̃∩cl(gB)]˜̃∩[cl((f cA
˜̃∪gcB))]

= [cl(fA)˜̃∩cl(gB)]˜̃∩[cl((fA)c)˜̃∪cl((gB)c)]˜̃= [(cl(fA)˜̃∩cl((gB)))˜̃∩cl((fA)c)]˜̃∪[(cl((fA))˜̃∩cl((gB)))˜̃∩cl((gB)c)]˜̃= (bd((fA))˜̃∩bd((gB)))˜̃∪(cl(fA)˜̃∩bd(gB)).

�
Corollary 31. Let fA and gB be IF soft sets of an IF soft topological space over

X. Then, bd((fA
˜̃∩gB)) ˜̃⊆bd(fA)˜̃∩bd(gB).

Theorem 32. Let fA be an IF soft set of an IF soft topological space over X. Then
we have: bd((bd((bd(fA))))) ˜̃=bd((bd(fA))).

Proof.

bd((bd((bd(fA))))) ˜̃= cl((bd((bd(fA)))))˜̃∩cl(((bd((bd(fA))))c))

= (bd((bd(fA))))˜̃∩cl(((bd((bd(fA))))c))
(1)

Now consider

((bd((bd(fA))))c) ˜̃= [cl((bd(fA)))˜̃∩((bd(fA))c)]c˜̃= [bd(fA)˜̃∩cl((bd(fA))c)]c˜̃= (bd(fA))c ˜̃∪(cl((bd(fA))c))c

Therefore

cl(((bd((bd(fA))))c)) ˜̃= cl([cl(((bd(fA)))c)˜̃∪(cl(((bd(fA))c)))c])˜̃= cl((cl(((bd(fA)))c)))˜̃∪cl(((cl(((bd(fA))c)))c))˜̃= gA
˜̃∪((cl(((bd(gA)))c)))c) ˜̃=˜̃XA

(2)

where gA ˜̃=cl((cl(((bd(fA)))c))). From (1) and (2), we have

bd((bd((bd(fA))))) ˜̃=bd((bd(fA)))˜̃∩˜̃XA
˜̃=bd((bd(fA))).

�
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Theorem 33. Let fA and gA be a IF soft open sets of IF soft topological space
over X. Then the following hold:

(1) (fA
˜̃\int(gA)) ˜̃⊆int(fA)

˜̃\int(gA).

(2) bd(int(fA)) ˜̃⊆bd(fA).

Proof. (1).

(1). (fA
˜̃\int(gA)) ˜̃= (fA

˜̃∩int((gA)c))˜̃= int(fA)˜̃∩int((gA)c)˜̃= int(fA)˜̃∩(cl((gA)))c (by Theorem 4.5(5)[14])˜̃= int(fA)
˜̃\cl(gA)˜̃⊆ int(fA)
˜̃\int(gA).

(2).

(2). bd(int(fA)) ˜̃= cl(int(fA))˜̃∩cl(((int(fA))c))˜̃⊆ cl(int(fA))˜̃∩cl((cl((f cA)))) (by Theorem 4.5(5)[14])˜̃⊆ cl(fA)˜̃∩cl((f cA)) ˜̃=bd(fA).

�

Theorem 34. Let fA be an IF soft set of an IF soft topological space over X. Then

bd(fA) ˜̃= ˜̃ΦA if and only if fA is an IF soft closed set and an IF soft open set.
Proof. Suppose that bd(fA) ˜̃=˜̃Φ.
(i) First we prove that fA is an IF soft closed set. Consider

bd(fA) ˜̃= ˜̃ΦA ⇒ cl(fA)˜̃∩cl((f cA)) ˜̃= ˜̃ΦA
⇒ cl(fA) ˜̃⊆(cl((f cA)))c ˜̃=int(fA) (by Theorem 4.5(6)[14])

⇒ cl(fA) ˜̃⊆fA ⇒ cl(fA) ˜̃=fA
This implies that fA is an IF soft closed set.
(ii) Using (i), we now prove that fA is an IF soft open set.

bd(fA) ˜̃= ˜̃ΦA⇒ cl(fA)˜̃∩cl((f cA)) or fA ˜̃∩(int(fA))c ˜̃= ˜̃ΦA⇒ fA
˜̃⊆int(fA)⇒ int(fA) ˜̃=fA

This implies that fA is an IF soft open set.
Conversely, suppose that fA is an IF soft open and an IF soft closed set. Then

bd(fA) ˜̃= cl(fA)˜̃∩cl((f cA))˜̃= cl(fA)˜̃∩(int(fA))c (by Theorem 4.5(6)[14]˜̃= fA
˜̃∩f cA ˜̃= ˜̃ΦA.

This completes the proof. �
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The following example shows that the condition that fA is IF soft open and IF
soft closed is necessary in the above theorem.

Example 35. In the above Example 28, let us take an IF soft set
fA ˜̃=({x(0.7,0.1), x(0.1,0.6)}, {x(0.6,0.5), x(0.1,0.9)})., which is not IF soft closed and IF
soft open. Calculations show that

bd(fA) ˜̃=cl(fA) ∩ cl((fA)c) ˜̃=({x(0.8,0.1), x(0.1,0.6)}, {x(0.8,0.2), x(0.1,0.8)})
˜̃6= ˜̃ΦA.

4. Conclusion

The importance of decision making problem in an imprecise environment is grow-
ing very significantly in recent years. The concept of intuitionistic fuzzy soft sets
in a decision making problem and the problem is solved with the help of ’simi-
larity measurement’technique. In this paper, we initiated the concept of IF soft
boundary. We discussed and explored the characterizations and properties of IF
soft boundary in general as well as in terms of IF soft interior and IF soft closure.
Examples and counter examples are also presented to validate the discussed results.
In future studies, we will study the further topological structures in IF soft sets. We
will also explore applications of the topological structures of IF soft sets in medical
diagnosis system, and other decision making problems. We hope that the addition
of this concept and properties will be a good addition in the tool box of IF soft sets
and will be helpful for the researchers working in this field.

Acknowledgement. Author is thankful to the anonymous reviewers for their
beneficial comments towards the improvement of the paper.
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Abstract. In this paper, we establish k-type helices for equiform differential
geometry of spacelike curves in 4-dimensional Minkowski space E41. Also we
obtain (k,m)-type slant helices for equiform differential geometry of spacelike
curves in Minkowski space-time.

1. Introduction

Helices, which are an important subject of the theory of curves in differential
geometry, are studied by physicists, engineers and biologists. Helix (or general
helix) is described as an in 3-dimensional Euclidean space (or Minkowski) tangent
vector field forming a constant angle with a fixed direction of the curve. So, many
authors were interested in helices to study it in Euclidean (or Minkowski) 3- and
4-space and they gave new characterizations for an helix. In the 4-dimensional
Minkowski space k-type slant helices were defined in a study by Ali et al. [1].
In addition, M.Y. Yılmaz and M.Bektaş in [6] defined (k,m)-type slant helices in
4-dimensional Euclidean space.
In our study, we establish k-type helices and (k,m)-type slant helices for equiform

differential geometry of spacelike curves in 4-dimensional Minkowski space E41 and
give some new characterizations for these helices.
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2. Geometric Preliminaries

Let E4 = {(x1, x2, x3, x4)|x1, x2, x3, x4 ∈ R} be a 4-dimensional vector space.
For any two vectors x = (x1, x2, x3, x4), y = (y1, y2, y3, y4) in E4, the pseudo scalar
product of x and y is defined by 〈x, y〉 = −x1y1 + x2y2 + x3y3 + x4y4. We call
(E4, 〈., .〉) a Minkowski 4-space and denote it by E41 . We say that a vector x in
E41 \ {0} is a spacelike vector, a lightlike vector or a timelike vector if 〈x, x〉 is
positive, zero, negative respectively.
The norm of a vector x ∈ E41 is defined by ‖x‖ =

√
|〈x, x〉|. For any two

vectors a, b in E41 , we say that a is pseudo-perpendicular to b if 〈a, b〉 = 0. Let
α : I ⊂ R → E41 be an arbitrary curve in E

4
1 , we say that a curve α is a spacelike

curve if 〈 .α(t), .α(t)〉 > 0 for any t ∈ I. The arclength of a spacelike curve γ mea-
sured from α(t0) (t0 ∈ I) is

s(t) =

∫ t

t0

‖ .α(t)‖dt. (1)

Hence a parameter s is determined such that ‖α′(s)‖ = 1, where α′(s) = dα/ds.
Consequently, we say that a spacelike curve α is parameterized by arclength if
‖α′(s)‖ = 1. Throughout the rest of this paper s is assumed arclength parameter.
For any x, y, z ∈ E41 , we define a vector x× y × z by

x× y × z =

∣∣∣∣∣∣∣∣
−e1 e2 e3 e4
x11 x21 x31 x41
x12 x22 x32 x42
x13 x23 x33 x43

∣∣∣∣∣∣∣∣ , (2)

where xi = (x1i , x
2
i , x

3
i , x

4
i ). Let α : I −→ E41 be a spacelike curve in E

4
1 . There-

fore we can construct a pseudo-orthogonal frame {t(s),n(s),b1(s),b2(s)}, which
satisfies the following Frenet-Serret type formula of E41 along α.

t
n
b1
b2


′

=


0 κ1 0 0

µ1κ1 0 µ2κ2 0
0 µ3κ2 0 µ4κ3
0 0 µ5κ3 0




t
n
b1
b2

 , (3)

where κ1, κ2 and κ3 are respectively, first, second and third curvature of the space-
like curve α and we have

κ1(s) = ‖α′′(s)‖,

n(s) =
α′′(s)

κ1(s)
,

b1(s) =
n′(s) + µ1κ1(s)t(s)

‖n′(s) + µ1κ1(s)t(s)‖
,
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b2(s) = t(s)× n(s)× b1(s).

Denote by {t(s),n(s),b1(s),b2(s)} the moving Frenet frame along the spacelike
curve α, where s is a pseudo arclength parameter [1,2,3,5,7].

3. Equiform Differential Geometry of Curves

3.1. Spacelike Curves:

Definition 3.1. Unless otherwise stated, we use the same terminology such as
[2,4]. Let α : I −→ E41 be a spacelike curve. We define the equiform parameter
of α(s) by

σ =

∫
ds

ρ
=

∫
κ1ds, (4)

where ρ =
1

κ1
is the radius of curvature of the curve α.

It follows
ds

dσ
= ρ. (5)

Let h be a homothety with the center in the origin and the coeffi cient λ. If we put
α∗ = h(α) then it follows

s∗ = λs, and ρ∗ = λρ, (6)

where s∗ is the arclength parameter of α∗ and ρ∗ the radius of curvature of α∗.
Hence α is an equiform invariant parameter of α.
Notation 3.1. Let us note that κ1, κ2 and κ3 are not invariants of the homothety

group, it follows κ∗1 =
1

λ
κ1, κ∗2 =

1

λ
κ2 and κ∗3 =

1

λ
κ3. The vector

V1 =
dα(s)

dσ
, (7)

is called a tangent vector of the curve α in the equiform geometry. From (5) and
(7), we get

V1 =
dα(s)

dσ
= ρ

dα(s)

ds
= ρt. (8)

Furthermore, we define the tri-normals by

V2 = ρn, V3 = ρb1, V4 = ρb2. (9)

It is easy to check that the tetrahedron {V1,V2,V3,V4} is an equiform invariant
tetrahedron of the curve α. Now, we will find the derivatives of these vectors with
respect to σ using by (5), (7) and (9) as follows:

V′1 =
d

dσ
(V1) = ρ

d

ds
(ρt) = ρ̇V1 +V2
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where the derivative with respect to the arclength s is denoted by a dot and respect
to σ by a dash. Similarly, we obtain

V′2 =
d

dσ
(V2) = ρ

d

ds
(ρn) = µ1V1 + ρ̇V2 + µ2

(
κ2
κ1

)
V3,

V′3 =
d

dσ
(V3) = ρ

d

ds
(ρb1) = µ3

(
κ2
κ1

)
V2 + ρ̇V3 + µ4

(
κ3
κ1

)
V4,

V′4 =
d

dσ
(V4) = ρ

d

ds
(ρb2) = µ5

(
κ3
κ1

)
V3 + ρ̇V4. (10)

Definition 3.2. The functions Ki : I −→ R (i = 1, 2, 3) defined by

K1 = ρ̇, K2 =
κ2
κ1
, K3 =

κ3
κ1

(11)

are called ith equiform curvatures of the curve α.

These functions Ki are differential invariant of the group of equiform transfor-
mations, too. Therefore, the formulas analogous to famous the Frenet formulas in
the equiform geometry of the Minkowski space E41 have the following form:

V′1 = K1V1 +V2,

V′2 = µ1V1 +K1V2 + µ2K2V3,

V′3 = µ3K2V2 +K1V3 + µ4K3V4,

V′4 = µ5K3V3 +K1V4. (12)

Notation 3.2. The equiform parameter σ =
∫
κ1(s)ds for closed curves is called

the total curvature, and it plays an important role in global differential geometry
of the Euclidean space. Also, the functions

κ2
κ1

and
κ3
κ1

have been already known

as conical curvatures and they also have interesting geometric interpretation.
Because of the equiform Frenet formulas (12), the following equalities regarding

equiform curvatures can be given

K1 =
1

ρ2
〈V′j ,Vj〉; (j = 1, 2, 3, 4),

K2 =
1

µ2ρ
2
〈V′2,V3〉 =

1

µ3ρ
2
〈V′3,V2〉,

K3 =
1

µ4ρ
2
〈V′3,V4〉 =

1

µ5ρ
2
〈V′4,V3〉. (13)

Definition 3.3. Let α be a spacelike curve in E41 with equiform Frenet frame
{V1,V2,V3,V4} . If there exists a non-zero constant vector field U in E41 such
that < Vi, U >= constant for 1≤ i ≤ 4, then α is said to be a k−type slant helix
and U is called the slope axis of α.
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Theorem 3.1. Let α be a spacelike curve with Frenet formulas in equiform geom-
etry of the Minkowski space E41. Then, if the curve α is a 1-type helix (or general
helix), then we have

〈V2, U〉 = −K1c, (14)
where c is a constant.

Proof. Assume that α is a 1-type helix. Then for a constant field U such that
〈V1, U〉 = c is a constant. Differentiating this equation with respect to σ, we get

〈V′1, U〉 = 0,
and using equiform Frenet equations, we find

K1〈V1, U〉+ 〈V2, U〉 = 0
and using 〈V1, U〉 = c,

K1c+ 〈V2, U〉 = 0. (15)
From (15), it is written as follows:

〈V2, U〉 = −K1c,

thus, the proof is completed. �
Theorem 3.2. Let α be a spacelike curve with Frenet formulas in equiform geom-
etry of the Minkowski space E41. Then, if the curve α is a 2-type helix, then we
have

µ1〈V1, U〉+ µ2K2〈V3, U〉 = −K1c1 (16)
where c1 is a constant.

Proof. If the curve α is a 2-type helix. Therefore for a constant field U such that
〈V2, U〉 = c1 is a constant. Differentiating this equation with respect to σ, we get

〈V′2, U〉 = 0,
and using equiform Frenet equations, we have

µ1〈V1, U〉+K1〈V2, U〉+ µ2K2〈V3, U〉 = 0
and using 〈V2, U〉 = c1, we find

µ1〈V1, U〉+K1c1 + µ2K2〈V3, U〉 = 0. (17)

From (17), we obtain

µ1〈V1, U〉+ µ2K2〈V3, U〉 = −K1c1.

The proof is completed. �
Theorem 3.3. Let α be a spacelike curve with Frenet formulas in equiform geom-
etry of the Minkowski space E41. In that case, if the curve α is a 3-type helix, then
we have

µ3K2〈V2, U〉+ µ4K3〈V4, U〉 = −K1c2, (18)
where c2 is a constant.
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Proof. If the curve α is a 3-type helix. Thus, for a constant field U such that

〈V3, U〉 = c2 (19)

is a constant. Differentiating this equation with respect to σ, we get

〈V′3, U〉 = 0

and using equiform Frenet equations, we have

µ3K2〈V2, U〉+K1〈V3, U〉+ µ4K3〈V4, U〉 = 0, (20)

and by setting (19) in (20), we can write

µ3K2〈V2, U〉+K1c2 + µ4K3〈V4, U〉 = 0, (21)

and from the last equation, we find

µ3K2〈V2, U〉+ µ4K3〈V4, U〉 = −K1c2,

the proof is completed. �

Theorem 3.4. Let α be a spacelike curve with Frenet formulas in equiform geom-
etry of the Minkowski space E41. Then, if the curve α is a 4-type helix, in that case,
we have

〈V3, U〉 = −
K1

K3µ5
c3, (22)

where c3 is a constant.

Proof. If the curve α is a 4-type helix. Then for a constant field U such that

〈V4, U〉 = c3, (23)

is a constant. By differentiating of this last equation with respect to σ, we get

〈V′4, U〉 = 0,

and using equiform Frenet equations, we obtain

〈µ5K3V3 +K1V4, U〉 = 0. (24)

From (24), we get

µ5K3〈V3, U〉+K1〈V4, U〉 = 0. (25)

Substituting (23) in (25), we obtain

〈V3, U〉 = −
K1

K3µ5
c3.

The proof is completed. �
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4. (k,m)-type slant helices in E41

In this section, we will define (k,m) type slant helices for spacelike curve with
equiform Frenet frame in E41 such as [6].

Definition 4.1. Let α be a spacelike curve in E41 with equiform Frenet frame
{V1,V2,V3,V4}. We call α is a (k,m)- type slant helix if there exists a non-
zero constant vector field U ∈ E41 satisfies 〈Vk, U〉 = c1 (c1 is a constant) and
〈Vm, U〉 = c2 (c2 is a constant) for 1 ≤ k,m ≤ 4, k 6= m. The constant vector U
is on axis of α.

Theorem 4.1. If the curve α is a (1, 2)-type slant helix in E41, then we have

〈V3, U〉 = −
µ1c1 +K1c2

µ2K2
,

and
K1 = −

c2
c1
is a constant.

Proof. If the curve α is a (1, 2)-type slant helix in E41, then for a constant field U .
We can write

〈V1, U〉 = c1, (26)

and
〈V2, U〉 = c2 (27)

is a constant. Differentiating (26) and (27) with respect to σ, we have that

〈V′1, U〉 = 0
and

〈V′2, U〉 = 0.
Using equiform Frenet equations, the following equations can be obtained:

K1〈V1, U〉+ 〈V2, U〉 = 0, (28)

µ1〈V1, U〉+K1〈V2, U〉+ µ2K2〈V3, U〉 = 0. (29)

By setting (26) and (27) in (28), we find

K1c1 + c2 = 0, (30)

and substituting (26) and (27) in (28), we obtain

µ1c1 +K1c2 + µ2K2〈V3, U〉 = 0. (31)

Finally, we have the following equations:

K1 = −c2
c1
,

〈V3, U〉 = −µ1c1 +K1c2
µ2K2

.

The proof is completed. �
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Theorem 4.2. If the curve α is a (1, 3)-type slant helix in E41, then there exists a
constant such that

〈V4, U〉 =
µ3K2K1c1 −K1c3

µ4K3
. (32)

where c1 and c3 are constant.

Proof. If the curve α is a (1, 3)-type slant helix in E41, then for a constant field U .
We can write

〈V1, U〉 = c1 (33)

and

〈V3, U〉 = c3 (34)

is a constant. Differentiating (33) and (34) with respect to σ, we get

〈V′1, U〉 = 0,

and

〈V′3, U〉 = 0.
Using equiform Frenet equations, we have

K1〈V1, U〉+ 〈V2, U〉 = 0, (35)

µ3K2〈V2, U〉+K1〈V3, U〉+ µ4K3〈V4, U〉 = 0. (36)

By setting (33) in (35), we obtain

K1c1 + 〈V2, U〉 = 0. (37)

From (37), we find as follows:

〈V2, U〉 = −K1c1. (38)

Substituting (34) and (38) in (36), we find

〈V4, U〉 =
µ3K2K1c1 −K1c3

µ4K3
.

The proof is completed. �

Theorem 4.3. If the curve α is a (1, 4)-type slant helix in E41, then there exists a
constant such that

〈V2, U〉 = −K1c1

and

〈V3, U〉 = −
K1c4
µ5K3

.
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Proof. If the curve α is a (1, 4)-type slant helix in E41, then for a constant field U .
We can write

〈V1, U〉 = c1 (39)

and
〈V4, U〉 = c4 (40)

is a constant. Differentiating (39) and (40) with respect to σ, we get

〈V′1, U〉 = 0,
and it follows

〈V′4, U〉 = 0.
Using equiform Frenet equations, we have

K1〈V1, U〉+ 〈V2, U〉 = 0, (41)

and
µ5K3〈V3, U〉+K1〈V4, U〉 = 0. (42)

By setting (39) in (41), we obtain as below:

K1c1 + 〈V2, U〉 = 0. (43)

Substituting (40) in (42), we can write

µ5K3〈V3, U〉+K1c4 = 0. (44)

From (43) and (44), we get
〈V2, U〉 = −K1c1,

and

〈V3, U〉 = −
K1c4
µ5K3

.

The proof is completed. �

Theorem 4.4. If the curve α is a (2, 3)-type slant helix in E41, then there exist
constants such that

〈V1, U〉 = −
K1c2 + µ2K2c3

µ1
, (45)

and

〈V4, U〉 = −
µ3K2c2 +K1c3

µ4K3
. (46)

Proof. If the curve α is a (2, 3)-type slant helix in E41, thus for a constant field U .
We can write as below:

〈V2, U〉 = c2 (47)

is a constant and
〈V3, U〉 = c3 (48)

is a constant. Differentiating (47) and (48) with respect to σ, we get

〈V′2, U〉 = 0,
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and
〈V′3, U〉 = 0.

Using equiform Frenet formulas, we have the following equations:

µ1〈V1, U〉+K1〈V2, U〉+ µ2K2〈V3, U〉 = 0, (49)

µ3K2〈V2, U〉+K1〈V3, U〉+ µ4K3〈V4, U〉 = 0. (50)
Substituting (47) and (48) in (49), we can write

〈V1, U〉 = −
K1c2 + µ2K2c3

µ1
,

and by setting (47) and (48) in (50), we obtain

〈V4, U〉 = −
µ3K2c2 +K1c3

µ4K3
.

The proof is completed. �
Theorem 4.5. If the curve α is a (2, 4)-type slant helix in E41, then there exists
constant such that

〈V1, U〉 =
µ2K2K1c4 − µ5K3K1c2

µ1µ5K3
,

where c2 and c4 are constants.

Proof. If the curve α is a (2, 4)-type slant helix in E41, then for a constant field U .
We can write the following equations:

〈V2, U〉 = c2, (51)

and
〈V4, U〉 = c4 (52)

is a constant. By differentiating (51) and (52) with respect to σ, we get the following
equations:

〈V′2, U〉 = 0
and

〈V′4, U〉 = 0.
Using equiform Frenet equations, we have as below:

µ1〈V1, U〉+K1〈V2, U〉+ µ2K2〈V3, U〉 = 0, (53)

µ5K3〈V3, U〉+K1〈V4, U〉 = 0. (54)
Using (52), in the last equation, we get

〈V3, U〉 = −
K1c4
µ5K3

. (55)

Substituting (51) and (55) in (53), we obtain

〈V1, U〉 =
µ2K2K1c4 − µ5K3K1c2

µ1µ5K3
,
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the proof is completed. �

Theorem 4.6. If the curve α is a (3, 4)-type slant helix in E41, then we have

〈〈V2, U〉 =
K3

K2

(
µ5c

2
3 − µ4c24

)
µ3c4

(56)

and

K1 = −µ5K3
c3
c4
.

Proof. If the curve α is a (3, 4)-type slant helix in E41, then for a constant field U .
We can write

〈V3, U〉 = c3 (57)

is a constant and

〈V4, U〉 = c4 (58)

is a constant. By differentiating (57) and (58) with respect to σ, we get

〈V′3, U〉 = 0

and it follows

〈V′4, U〉 = 0.

Using equiform Frenet formulas, we get as follows:

µ3K2〈V2, U〉+K1〈V3, U〉+ µ4K3〈V4, U〉 = 0, (59)

µ5K3〈V3, U〉+K1〈V4, U〉 = 0. (60)

By setting (57) and (58) in (60), we have the following equation:

K1 = −µ5K3
c3
c4
, (61)

and substituting (57) and (58) in (59), we obtain

〈V2, U〉 = −
K1c3
µ3K2

− µ4K3c4
µ3K2

. (62)

Using (61), in the last equation, we find

〈V2, U〉 =
K3

K2

(
µ5c

2
3 − µ4c24

)
µ3c4

. (63)

The proof is completed. �
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ON NEW INTEGRAL INEQUALITIES USING MIXED
CONFORMABLE FRACTIONAL INTEGRALS
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Abstract. During the past two decades or so, fractional integral operators
have been one of the most important tools in the development of inequalities
theory. By this means, a lot generalized intergral inequalities involving various
the fractional integral operators have been presented in the literature. Very
recently, mixed conformable fractional integral operators has been introduced
by T. Abdeljawad and with the help of these operators some new integral
inequalities are obtained. The main aim of the paper is to establish some new
Chebyshev type fractional integral inequalities by using mixed conformable
fractional integral operators.

1. Introduction and Preliminaries

In the present paper, our work is based on a celebrated functional introduced by
Chebyshev [4], which is defined by

T (f, g) =
1

b− a

∫ b

a

f(x)g(x)dx−
(

1

b− a

∫ b

a

f(x)dx

)(
1

b− a

∫ b

a

g(x)dx

)
, (1)

where f and g are two integrable functions which are synchronous on [a, b], i.e.

(f(x)− f(y)) (g(x)− g(y)) ≥ 0

for any x, y ∈ [a, b], then the Chebyshev inequality is given by T (f, g) ≤ 0.
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The Chebyshev functional (1) has many applications in numerical quadrature,
transform theory, probability, study of existence for solutions of differential equa-
tions, and in statistical problems. Moreover, under suitable assumptions (Cheby-
shev inequality, Grüss inequality, Minkowski inequality, Hermite-Hadamard in-
equality, Ostrowski inequality etc.), inequalities are playing a significant role in
the field of mathematical sciences, particularly, in the theory of approximations.
A remarkably large number inequalities of above type involving the special

fractional integral (such as the Riemann-Liouville, conformable, Erdélyi-Kober,
Katugampola, Hadamard and Weyl types) have been investigated by many re-
searchers and received considerable attention to it (see [8—10,14,16]).
Now, some fractional integral operators and Chebyshev type inequalities ob-

tained with the help of these operators will be given in the following order:

Definition 1. Let f ∈ L[a, b]. The Riemann-Liouville integrals Jαa+f and J
α
b−f of

order α ∈ R+ with a ∈ R+
0 are defined, respectively, by

Jαa+f(x) =
1

Γ(α)

∫ x

a

(x− t)α−1
f(t) dt (x > a)

and

Jαb−f(x) =
1

Γ(α)

∫ b

x

(t− x)
α−1

f(t) dt (x < b)

where Γ is the familiar Gamma function (see, e.g., [19, Section 1.1]). It is noted
that J1

a+f(x) and J1
b−f(x) become the usual Riemann integrals.

Theorem 2. [7] Let p be a positive function on [0,∞[ and let f and g be two
differentiable functions on [0,∞[. If f ′ ∈ Lr([0,∞[), g′ ∈ Ls([0,∞[), r−1+s−1 = 1,
then for all t > 0, α > 0, we have

2 |Jαp(t)Jαpfg(t)− Jαpf(t)Jαpg(t)|

≤ ||f ′||r||g′||s
Γ2(α)

∫ t

0

∫ t

0

(t− τ)α−1(t− ρ)α−1|τ − ρ|p(τ)p(ρ)dτdρ

≤ ||f ′||r||g′||st (Jαp(t))
2
.

Theorem 3. [7] Let p be a positive function on [0,∞[ and let f and g be two
differentiable functions on [0,∞[. If f ′ ∈ Lr([0,∞[), g′ ∈ Ls([0,∞[), r−1+s−1 = 1,
then for all t > 0, α, β > 0, we have∣∣Jαp(t)Jβpfg(t) + Jβp(t)Jαpfg(t)− Jαpf(t)Jβpg(t)− Jβpf(t)Jαpg(t)

∣∣
≤ ||f ′||r||g′||s

Γ(α)Γ(β)

∫ t

0

∫ t

0

(t− τ)α−1(t− ρ)α−1|τ − ρ|p(τ)p(ρ)dτdρ

≤ ||f ′||r||g′||stJαp(t)Jβp(t).

Definition 4. Let α > 0, µ > −1, β, η ∈ R; then, a generalized fractional integral
Iα,β,η,µt (in terms of the Gauss hypergeometric function) of order α for a real-valued
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continuous function f(t) is defined by [5] (see also [12])

Iα,β,η,µt {f(t)} =
t−α−β−2µ

Γ(α)

∫ t

0

τµ(t− τ)α−1
2F1

(
α+ β + µ− η;α; 1− τ

t

)
f(τ)dτ,

(2)
where the function 2F1(−) appearing as a kernel for the operator (2) is the Gaussian
hypergeometric function defined by

2F1(a, b; c; t) =

∞∑
n=0

(a)n(b)n

(c)n

tn

n!
,

and (a)n is the Pochhammer symbol

(a)n = a(a+ 1) . . . (a+ n− 1), , (a)0 = 1.

Theorem 5. [2] Let p be a positive function and let f and g be two synchronous
functions on [0,∞). If f ′ ∈ Lr([0,∞)), g′ ∈ Ls([0,∞)), r−1 + s−1 = 1, then (for
all t > 0, β < 1, µ > −1, α > max{0,−β − µ}, β − 1 < η < 0)

2
∣∣∣Iα,β,η,µt {p(t)}Iα,β,η,µt {p(t)f(t)g(t)} − Iα,β,η,µt {p(t)f(t)}Iα,β,η,µt {p(t)g(t)}

∣∣∣
≤ t−2α−2β−4µ||f ′||r||g′||s

Γ2(α)

∫ t

0

∫ t

0

τµρµ(t− τ)α−1(t− ρ)α−1

×2F1

(
α+ β + µ,−η;α; 1− τ

t

)
2
F1

(
α+ β + µ,−η;α; 1− ρ

t

)
p(τ)p(ρ)|τ − ρ|dτdρ

≤ ||f ′||r||g′||st
(
Iα,β,η,µt {p(t)}

)2

.

Theorem 6. [2] Let p be a positive function and let f and g be two synchronous
functions on [0,∞). If f ′ ∈ Lr([0,∞)), g′ ∈ Ls([0,∞)), r > 1 r−1 + s−1 = 1, then∣∣∣Iα,β,η,µt {p(t)}Iγ,δ,ζ,νt {p(t)f(t)g(t)}+ Iγ,δ,ζ,νt {p(t)}Iα,β,η,µt {p(t)f(t)g(t)}

−Iα,β,η,µt {p(t)f(t)}Iγ,δ,ζ,νt {p(t)g(t)} − Iγ,δ,ζ,νt {p(t)f(t)}Iα,β,η,µt {p(t)g(t)}
∣∣∣

≤ t−α−β−γ−δ−2(µ+ν)||f ′||r||g′||s
Γ(α)Γ(γ)

∫ t

0

∫ t

0

τµρµ(t− τ)α−1(t− ρ)γ−1

×2F1

(
α+ β + µ,−η;α; 1− τ

t

)
2F1

(
γ + δ + ν,−ζ; γ; 1− ρ

t

)
p(τ)p(ρ)|τ − ρ|dτdρ

≤ ||f ′||r||g′||stIγ,δ,ζ,νt {p(t)}, Iα,β,η,µt {p(t)},
for all t > 0, α > max{0,−β − µ}, β < 1, µ > −1, β − 1 < η < 0, γ >
max{0,−δ − ν}, δ < 1, ν > −1, δ − 1 < ζ < 0.

Definition 7. [11] The Hadamard fractional integral of order α ∈ R+ of a function
f(t), for all t > 1, is defined as

HJ
α{f(t)} =

1

Γ(α)

∫ t

1

(
log

t

τ

)α−1

f(τ)
dτ

τ
.
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Theorem 8. [13] Let p be a positive function and let f and g be two differentiable
functions on [1,∞). If f ′ ∈ Lr([1,∞)), g′ ∈ Ls([1,∞)), r > 1, r−1 + s−1 = 1, then
for all t > 1 and α > 0,

2 |HJα{p(t)}HJα{p(t)f(t)g(t)} − HJ
α{p(t)f(t)}HJα{p(t)g(t)}|

≤ ||f ′||r||g′||s
Γ2(α)

∫ t

1

∫ t

1

(
log

t

τ

)α−1(
log

t

ρ

)α−1
p(τ)p(ρ)

τρ
|τ − ρ|dτdρ

≤ ||f ′||r||g′||st (HJ
α{p(t)})2

.

Theorem 9. [13] Let p be a positive function and let f and g be two differentiable
functions on [1,∞). If f ′ ∈ Lr([1,∞)), g′ ∈ Ls([1,∞)), r > 1, r−1 + s−1 = 1, then∣∣

HJ
α{p(t)}HJβ{p(t)f(t)g(t)}+H Jβ{p(t)}HJα{p(t)f(t)g(t)}

−HJα{p(t)f(t)}HJβ{p(t)g(t)} −H Jβ{p(t)f(t)}HJα{p(t)g(t)}
∣∣

≤ ||f ′||r||g′||s
Γ(α)Γ(β)

∫ t

1

∫ t

1

(
log

t

τ

)α−1(
log

t

ρ

)α−1
p(τ)p(ρ)

τρ
|τ − ρ|dτdρ

≤ ||f ′||r||g′||stHJα{p(t)}HJβ{p(t)},

for all t > 1, α > 0 and β > 0.

Definition 10. [12] Let α > 0, β > 0 and η ∈ R, then the Erdélyi-Kober frac-
tional integral operators I

η,α
β of order α for a real-valued continuous function f(t)

is defined as

I
η,α
β {f(t)} =

t−β(η+α)

Γ(α)

∫ t

0

τβη(tβ − τβ)α−1f(τ)d(τβ)

=
βt−β(η+α)

Γ(α)

∫ t

0

τβ(η+1)−1(tβ − τβ)α−1f(τ)dτ.

Theorem 11. [2] Suppose that p be a positive function, f and g be differentiable
functions on [0,∞), f ′ ∈ Lr([0,∞)), g′ ∈ Ls([0,∞)) such that r−1 + s−1 = 1 with
r > 1. Then for all t > 0, α > 0, β > 0, η ∈ R and η > −1:

2
∣∣∣Iη,αβ {p(t)}Iη,αβ {p(t)f(t)g(t)} − Iη,αβ {p(t)f(t)}Iη,αβ {p(t)g(t)}

∣∣∣
≤ β2t−2βη+α||f ′||r||g′||s

Γ2(α)

∫ t

0

∫ t

0

τµρµ(t− τ)α−1(t− ρ)α−1

×2F1

(
α+ β + µ,−η;α; 1− τ

t

)
2
F1

(
α+ β + µ,−η;α; 1− ρ

t

)
p(τ)p(ρ)|τ − ρ|dτdρ

≤ ||f ′||r||g′||st
(
Iη,αβ {p(t)}

)2

.

Theorem 12. [2] Suppose that p be a positive function, f and g be differentiable
functions on [0,∞), f ′ ∈ Lr([0,∞)), g′ ∈ Ls([0,∞)) such that r > 1 and r−1 +
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s−1 = 1. Then for all t > 0 the following inequality holds:∣∣∣Iη,αβ {p(t)}Iζ,γδ {p(t)f(t)g(t)}+ Iζ,γδ {p(t)}I
η,α
β {p(t)f(t)g(t)}

−Iη,αβ {p(t)f(t)}Iζ,γδ {p(t)g(t)} − Iζ,γδ {p(t)f(t)}Iη,αβ {p(t)g(t)}
∣∣∣

≤ βδt−β(η+α)−δ(ζ+γ)||f ′||r||g′||s
Γ(α)Γ(γ)

∫ t

0

∫ t

0

τβ(η+1)−1ρδ(ζ+1)−1(tβ − τβ)α−1(tδ − ρδ)γ−1

×p(τ)p(ρ)|τ − ρ|dτdρ
≤ ||f ′||r||g′||stIη,αβ {p(t)}, I

ζ,γ
δ {p(t)},

where α, β, γ, δ > 0, η, ζ ∈ R and η > −1 and ζ > −1.

Definition 13. [15] Let p ≥ 0, q > 0, ω, δ, λ, σ, c, ρ ∈ C, <(c) > 0, <(ρ) > 0
and <(σ) > 0. Let f ∈ L[a, b] and x ∈ [a, b]. Then the fractional integral operator
(εω,δ,q,ca+,ρ,σf) defined by Rahman et al. is as the following:

(εω,δ,q,ca+,ρ,σf)(x) =

∫ x

a

(x− τ)σ−1Eδ,q,cp,σ (ω(x− τ)ρ; p)f(τ)dτ

where

Eδ,q,cρ,σ (z; p) =

∞∑
n=0

Bp(δ + nq, c− δ)
B(δ, c− δ)

(c)nq
Γ(ρn+ σ)

zn

n!

and Bp(x, y) is an extension of Beta function defined in [15]

Bp(x, y) =

∫ 1

0

tx−1(1− t)y−1e−
p

t(1−t) dt x, y, p > 0,

where <(p) > 0, <(x) > 0 and <(y) > 0. Also, here B is familiar Beta function as
follows:

B (a, b) =
Γ(a)Γ(b)

Γ(a+ b)
=

∫ 1

0

ta−1 (1− t)b−1
dt, a, b > 0.

Theorem 14. [17] Let t be a positive function on [0,∞) and let f and g be two
differentiable functions on [0,∞). If f ′ ∈ Lr([0,∞)), g′ ∈ Ls([0,∞)), r−1 + s−1 =
1, then for all x > 0, α, β > 0, we have

2
∣∣∣(εω,δ,q,r,c0+,α,β,σtfg

)
(x; p)

(
εω,δ,q,r,c0+,α,β,σt

)
(x; p)−

(
εω,δ,q,r,c0+,α,β,σtf

)
(x; p)

(
εω,δ,q,r,c0+,α,β,σtg

)
(x; p)

∣∣∣
≤ ||f ′||r||g′||s

∫ x

0

∫ x

0

(x− τ)β−1(x− ρ)β−1|τ − ρ|t(τ)t(ρ)

×Eω,δ,q,r,c0+,α,β,σ (ω(x− τ)α; p)Eω,δ,q,r,c0+,α,β,σ (ω(x− ρ)α; p) dτdρ

≤ ||f ′||r||g′||sx
((
εω,δ,q,r,c0+,α,β,σt

)
(x; p)

)2

.
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Theorem 15. [17] Let t be a positive function on [0,∞) and let f and g be two
differentiable functions on [0,∞). If f ′ ∈ Lr([0,∞)), g′ ∈ Ls([0,∞)), r−1 + s−1 =
1, then for all x > 0, α, β, λ, θ > 0, we have∣∣∣(εω,δ,q,r,c0+,α,β,σt

)
(x; p)

(
εω,δ,q,r,c0+,λ,θ,ptfg

)
(x; p) +

(
εω,δ,q,r,c0+,λ,θ,pt

)
(x; p)

(
εω,δ,q,r,c0+,α,β,σtfg

)
(x; p)

−
(
εω,δ,q,r,c0+,α,β,σtf

)
(x; p)

(
εω,δ,q,r,c0+,λ,θ,ptg

)
(x; p)−

(
εω,δ,q,r,c0+,λ,θ,ptf

)
(x; p)

(
εω,δ,q,r,c0+,α,β,σtg

)
(x; p)

∣∣∣
≤ ||f ′||r||g′||s

∫ x

0

∫ x

0

(x− τ)β−1(x− ρ)θ−1|τ − ρ|t(τ)t(ρ)

×Eω,δ,q,r,c0+,α,β,σ (ω(x− τ)α; p)Eω,δ,q,r,c0+,λ,θ,p

(
ω(x− ρ)λ; p

)
dτdρ

≤ ||f ′||r||g′||sx
(
εω,δ,q,r,c0+,α,β,σt

)
(x; p)

(
εω,δ,q,r,c0+,λ,θ,pt

)
(x; p).

Definition 16. [1] Let f be defined on [a, b] and α ∈ C, Re(α) > 0, ρ > 0. Then
(i) The mixed left conformable fractional integral of f is defined by

b
aJ
α,ρf(x) =

1

Γ(α)

∫ x

a

f(s)

(
(b− s)ρ − (b− x)ρ

ρ

)α−1

(b− s)ρ−1ds. (3)

and
(ii) The mixed right conformable fractional integral of f is defined by

aJα,ρb f(x) =
1

Γ(α)

∫ b

x

f(s)

(
(s− a)ρ − (x− a)ρ

ρ

)α−1

(s− a)ρ−1ds. (4)

For recent results related to this operators, we refer the reader [1, 6, 18].

2. Main Results

We obtain in this section certain integral inequalities for the differentiable func-
tions involving the mixed conformable fractional integral operator.

Theorem 17. Let p be a positive function on [0,∞[ and let f and g be two dif-
ferentiable functions on [0,∞[. If f ′ ∈ Lr([0,∞[), g′ ∈ Ls([0,∞[), r−1 + s−1 = 1,
then for all t > 0, α, ρ > 0, we have

2
∣∣ b

0J
α,ρp(t) b0J

α,ρpfg(t)− b
0J
α,ρfp(t) b0J

α,ρpg(t)
∣∣

≤ ||f ′||r||g′||s
Γ2(α)

[∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1|x− y|p(x)p(y)dxdy

]
≤ ||f ′||r||g′||st

(
b
0J
α,ρp(t)

)2
. (5)
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Proof. Let f and g be two functions satisfying the conditions of Theorem 17 and
let p be a positive function on [0,∞[.
Define

H(x, y) := (f(x)− f(y)(g(x)− g(y))); x, y ∈ (0, t), t > 0. (6)

Multiplying (6) by 1
Γ(α)

(
(b−x)ρ−(b−t)ρ

ρ

)α−1

(b − x)ρ−1p(x) and integrating the re-

sulting identity with respect to x from 0 to t, we can write

1

Γ(α)

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1p(x)H(x, y)dx

= b
0J
α,ρpfg(t)− f(y) b0J

α,ρpg(t)− g(y) b0J
α,ρpf(t) + f(y)g(y) b0J

α,ρp(t). (7)

Now, multiplying (7) by 1
Γ(α)

(
(b−y)ρ−(b−t)ρ

ρ

)α−1

(b−y)ρ−1p(y) and integrating the

resulting identity with respect to y from 0 to t, we can write

1

Γ(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)H(x, y)dx

= 2
(
b
0J
α,ρp(t) b0J

α,ρpfg(t)− b
0J
α,ρpf(t) b0J

α,ρpg(t)
)
. (8)

On the other hand, we have

H(x, y) :=

∫ y

x

∫ y

x

f ′(u)g′(w)dudw. (9)

Using Hölder inequality for double integral, we can write

|H(x, y)| ≤
∣∣∣∣∫ y

x

∫ y

x

|f ′(u)|rdudw
∣∣∣∣r−1 ∣∣∣∣∫ y

x

∫ y

x

|g′(w)|sdudw
∣∣∣∣s−1 . (10)

Since ∣∣∣∣∫ y

x

∫ y

x

|f ′(u)|rdudw
∣∣∣∣r−1 = |x− y|r

−1
∣∣∣∣∫ y

x

|f ′(u)|rdu
∣∣∣∣r−1 (11)

and ∣∣∣∣∫ y

x

∫ y

x

|g′(w)|sdudw
∣∣∣∣s−1 = |x− y|s

−1
∣∣∣∣∫ y

x

|g′(w)|sdw
∣∣∣∣s−1 , (12)

then, we can estimate H as follows:

|H(x, y)| ≤ |x− y|
∣∣∣∣∫ y

x

|f ′(u)|rdu
∣∣∣∣r−1 ∣∣∣∣∫ y

x

|g′(w)|sdu
∣∣∣∣s−1 . (13)

On the other hand, we have

1

Γ2(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1
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×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤ 1

Γ2(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1

×p(x)p(y)|x− y|
∣∣∣∣∫ y

x

|f ′(u)|rdu
∣∣∣∣r−1 ∣∣∣∣∫ y

x

|g′(w)|sdw
∣∣∣∣s−1 dxdy. (14)

Applying again Hölder inequality to right-hand side of (14), we can write

1

Γ2(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤
[

1

Γr(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1 (15)

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1|x− y|p(x)p(y)

∣∣∣∣∫ y

x

|f ′(u)|rdu
∣∣∣∣ dxdy

]r−1

×
[

1

Γs(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1|x− y|p(x)p(y)

∣∣∣∣∫ y

x

|g′(w)|sdw
∣∣∣∣ dxdy

]s−1
.

Now, using the fact that∣∣∣∣∫ y

x

|f ′(u)|rdu
∣∣∣∣ ≤ ||f ′||rr, ∣∣∣∣∫ y

x

|g′(w)|sdw
∣∣∣∣ ≤ ||g′||ss , (16)

we obtain

1

Γ2(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤
[
||f ′||rr
Γr(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1 (17)
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×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1|x− y|p(x)p(y)dxdy

]r−1

×
[
||g′||ss
Γs(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1|x− y|p(x)p(y)dxdy

]s−1
.

From (17), we get

1

Γ2(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤
[
||f ′||r||g′||s

Γ2(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1 (18)

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1|x− y|p(x)p(y)dxdy

]r−1
.

Since r−1 + s−1 = 1, then we have

1

Γ2(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤ ||f ′||r||g′||s
Γ2(α)

[∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1 (19)

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1|x− y|p(x)p(y)dxdy

]
.

By the relations (6) and (19) and using the properties of the modulus, we get the
first inequality in Theorem 17 .
Now we shall prove the second inequality of Theorem 17, we have

0 ≤ x ≤ t, 0 ≤ y ≤ t.

Hence

0 ≤ |x− y| ≤ t. (20)
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Therefore, we have

1

Γ2(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤ ||f ′||r||g′||st
Γ2(α)

[∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)dxdy

]
= ||f ′||r||g′||st

(
b
0J
α,ρp(t)

)2
.

Theorem 17 is thus proved. �

Theorem 18. Let p be a positive function on [0,∞[ and let f and g be two dif-
ferentiable functions on [0,∞[. If f ′ ∈ Lr([0,∞[), g′ ∈ Ls([0,∞[), r−1 + s−1 = 1,
then for all t > 0, α, β, ρ > 0, we have∣∣ b

0J
α,ρp(t) b0J

β,ρpfg(t) + b
0J
β,ρp(t) b0J

α,ρpfg(t)

− b
0J
α,ρpf(t) b0J

β,ρpg(t)− b
0J
β,ρpf(t) b0J

α,ρpg(t)
∣∣

≤ ||f ′||r||g′||s
Γ(α)Γ(β)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)β−1

(b− y)ρ−1|x− y|p(x)p(y)dxdy

≤ ||f ′||r||g′||st b0Jα,ρp(t) b0Jβ,ρp(t), (21)

where H(x, y) are the same as given in (6).

Proof. Using the identity (7), we can write

1

Γ(α)

1

Γ(β)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)α−1

(b− y)ρ−1p(x)p(y)H(x, y)dxdy

= b
0J
α,ρp(t) b0J

β,ρpfg(t) + b
0J
β,ρp(t) b0J

α,ρpfg(t)

− b
0J
α,ρpf(t) b0J

β,ρpg(t)− b
0J
β,ρpf(t) b0J

α,ρpg(t). (22)

From the relation (13), we can obtain the following estimation

1

Γ(α)

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1p(x)|H(x, y)|dx
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≤ 1

Γ(α)

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1|x− y|p(x)

×
∣∣∣∣∫ y

x

|f ′(u)|rdu
∣∣∣∣r−1 ∣∣∣∣∫ y

x

|g′(w)|s
∣∣∣∣s−1 dx. (23)

Therefore, we have

1

Γ(α)

1

Γ(β)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)β−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤ 1

Γ(α)Γ(β)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)β−1

(b− y)ρ−1|x− y|p(x)p(y)

×
∣∣∣∣∫ y

x

|f ′(u)|rdu
∣∣∣∣r−1 ∣∣∣∣∫ y

x

|g′(w)|s
∣∣∣∣s−1 dxdy. (24)

Applying Hölder inequality for double integral to the right-hand side of (24), yields

1

Γ(α)

1

Γ(β)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)β−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤
[

1

Γr(α)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)β−1

(b− y)ρ−1|x− y|p(x)p(y)

×
∣∣∣∣∫ y

x

|f ′(u)|rdu
∣∣∣∣ dxdy]r−1

×
[

1

Γs(β)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)β−1

(b− y)ρ−1|x− y|p(x)p(y)

×
∣∣∣∣∫ y

x

|g′(w)|sdw
∣∣∣∣ dxdy]s−1 . (25)
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By (16) and (25), we get

1

Γ(α)

1

Γ(β)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)β−1

(b− y)ρ−1p(x)p(y)|H(x, y)|dxdy

≤ ||f ′||r||g′||s
Γ(α)Γ(β)

∫ t

0

∫ t

0

(
(b− x)ρ − (b− t)ρ

ρ

)α−1

(b− x)ρ−1

×
(

(b− y)ρ − (b− t)ρ
ρ

)β−1

(b− y)ρ−1|x− y|p(x)p(y)dxdy. (26)

Using (22) and (26) and the properties of modulus, we get the first inequality in
(21). �

3. Remarks

Now, let us briefly consider some special cases of the main results. In Theorem
17 and Theorem 18, if we choose ρ = 1 and make use of the relationship (3), then
the main results are reduced to Theorem 2 and Theorem 3 obtained by Dahmani
et al. [7].
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DIGITAL HAUSDORFF DISTANCE ON A CONNECTED
DIGITAL IMAGE

Tane VERGILI

Karadeniz Technical University, Faculty of Science Department of Mathematics Trabzon,
TURKEY

Abstract. A digital image X can be considered as a subset of Zn together
with an adjacency relation where Z is the set of the integers and n is a natural
number. The aim of this study is to measure the closeness of two subsets of
a connected digital image. To do this, we adapt the Hausdorff distance in the
topological setting to its digital version. In this paper, we define a metric on a
connected digital image by using the length of the shortest digital simple path.
Then we use this metric to define the r-thickening of the subsets of a connected
digital image and define the digital Hausdorff distance between them.

1. Introduction

Digital images can be considered to be subsets of Zn. We study digital images
to analyze not only their features but also their correlations with the others. Inves-
tigating the features of the digital images by their topological properties would be
fine but the problem here is that the digital images are not topological spaces, they
are just sets. This problem can be achieved by imposing an adjacency relation on
a digital image to adapt the topological concepts such as neighborhood, continuity,
connectivity, homotopy, and contractibility to their digital versions.

The distance between two points in a connected digital image is obtained via
the shortest simple path metric which is denoted by dκ. Then the distance, called
a digital Hausdorff distance, between two subsets of a connected digital image can
be calculated via dκ as follows: One starts with fattening each subset by taking
the union of the neighborhoods with radius r of all its points. We call this new set
the r-thickening of a subset. Then the distance between subsets is the minimum
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r such that the r-thickening of both include another. Like the Hausdorff distance
in topological setting [20], the digital Hausdorff distance will measure how close
the two subsets are to each other. Note that the distance may differ according
to the adjacency relation defined on a digital image. We also investigate that
assigning each point to its neighborhood with radius r leads to a strongly (hence a
weakly) continuous multi-valued function from a connected digital image to itself
(Theorem 6). We observe that the image of the r-thickening of a given subset under
a digital continuous map is contained in the r-thickening of the image of that subset
(Theorem 14). We also show that the digital Hausdorff distance between the image
of two subsets of a connected digital image under a continuous map is less than or
equal to the Hausdorff distance between these two subsets (Theorem 24).

2. Background

To study the features of the digital images, we start with an adjacency relation
defined on the points of Zn to adapt the fundamental concepts of topology. For
an integer ` with 1 ≤ ` ≤ n, we say two distinct points x = (x1, x2, . . . , x2) and
y = (y1, y2, . . . , yn) in Zn are c`-adjacent [11] if

i): |xi − yi| = 1 for at most ` indices i and
ii): for all indices j such that |xj − yj | 6= 1, we have xj = yj .

It turns out that c1-adjacency in Z is 2-adjacency, c1 and c2 adjacencies in Z2 are
4-adjacency and 8-adjacency, and c1, c2 and c3-adjacencies in Z3 are 6-adjacency,
18-adjacency and 26-adjacency respectively.

A digital image X is a subset of Zn for some natural number n together with an
adjacency relation κ inherited from Zn and represented by (X,κ).

The continuous functions between the digital images are defined in terms of ad-
jacency relations. Let (X,κ) and (Y, λ) be digital images and f : X → Y be a
function. Then we say that f is (κ, λ)-continuous iff f(x) = f(x′) or f(x) and
f(x′) is λ-adjacent whenever x and x′ are κ-adjacent for x, x′ ∈ X [2].

Consider the digital interval

[a, b]Z = {c ∈ Z : a ≤ c ≤ b}
for integers a, b with a < b where 2-adjacency relation is assumed [1]. Then a κ-
path from x to y in a digital image (X,κ) is a sequence (x = x0, x1, x2, . . . , xm = y)
in X such that xi is κ-adjacent to xi+1 for m ≥ 1 and 0 ≤ i ≤ m − 1 [26]. In
that case, m denotes the length of this path. A κ-path can be also considered as
a (2, κ)-continuous map α : [0,m]Z → X such that α(0) = x and α(m) = y [16].
Note that such a κ-path α from x to y can be reversed and the resulting map α,
which is explicitly defined by α(t) := α(m − t) for t ∈ [0,m]Z, is a κ-path from y
to x. We say that a κ-path (x = x0, x1, x2, . . . , xm−1 = y) from x to y is simple,
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provided xi and xj are κ-adjacent if and only if either j = i+ 1, i ∈ [0,m− 2]Z or
i = j + 1, j ∈ [0,m− 2]Z [11, 12]. A digital image (X,κ) is said to be κ-connected,
provided there exists a κ-path between any pair of elements in X [15].

The digital analogue of homotopy is given as follows [2,16]: Let (X,κ) and (Y, λ)
be two digital images and f, g : X → Y be (κ, λ)-continuous maps. Then we say f
and g are digitally (κ, λ)-homotopic if there is a positive integer m and a function

H : X × [0,m]Z → Y

such that

i): H(x, 0) = f(x) and H(x,m) = g(x);
ii): for each t ∈ [0,m]Z, the induced map Ht : X → Y defined by Ht(x) =
H(x, t) is (κ, λ)-continuous; and

iii): for each x ∈ X, the induced map Hx : [0,m]Z → Y defined by Hx(t) =
H(x, t) for t ∈ [0,m]Z is (2, λ)-continuous.

Such a function H is called a digital (κ, λ)-homotopy between f and g. We
denote f 'κ,λ g if there exists a digital (κ, λ)-homotopy between them.

3. Results

3.1. The shortest digital path. SupposeX is a κ-connected digital image, x ∈ X
and A is a nonempty subset of X. Boxer defines lκX(x,A) to be the length of the
shortest κ-path from x to any other point A in [3]. For our purpose, we would want
a digital path to be simple. Let `κ(x,A) denote the length of the shortest simple
κ-path in X from x to any point of A. In that case, if x1 is another point in X then
`κ(x, {x1}) turns into its original definition and denotes the length of the shortest
simple κ-path from x to x1 given in [11,12]. Since any digital path can be reversed,
`κ(x0, {x1}) = `κ(x1, {x0}) for any pair of elements x0, x1 in X. Throughout the
paper we assume `κ(x, {x}) = 0.

Under the assumption `κ(x, {x}) = 0, consider the function dκ : X×X → R defined
by

dκ(x0, x1) := `κ(x0, {x1}) (1)

for x0, x1 in X. It’s trivial that dκ(x0, x1) = 0 iff x0 = x1 and we have dκ(x0, x1) =
dκ(x1, x0) since every digital simple κ-path from x0 to x1 can be reversed as we
mentioned before.

dκ also satisfies the triangle inequality

dκ(x0, x1) ≤ dκ(x0, x2) + dκ(x2, x1)

for x0, x1, x2 ∈ X. Suppose α : [0,m]Z → X and β : [0, k]Z → X are simple κ-paths
with shortest lengths from x0 to x2 and x2 to x1 respectively. In that case, we
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have α(0) = x0, α(m) = x2, β(0) = x2, and β(k) = x1. Then γ : [0,m + k]Z → X
defined by

γ(t) =

{
α(t), 0 ≤ t ≤ i
β(t−m), i ≤ t ≤ m+ k

is a κ-path from x0 to x1. Note that γ may not be simple. Since there always exists
a simple κ-path from x0 to x1 with a shortest length, say i, then i should be less
than or equal to m+ k.

Hence dκ is a metric on a connected digital image X. We refer to [13, 14] for
further reading.

Definition 1. We call the metric dκ given in (1) the shortest simple κ-path metric
on a connected digital image.

Let X be a κ-connected digital image and x0 ∈ X. The κ-neighborhood of x0 in
X with some radius r ≥ 0 is given by [11]

Bκ(x0, r) = {x ∈ X : dκ(x0, x) ≤ r}.
Obviously, Bκ(x0, r) is a κ-connected subset of X and Bκ(x0, 0) = {x0}.

Lemma 2. Suppose (X,κ) is a digital image and x1, x2 ∈ X. If x1 and x2 are
κ-adjacent, then x2 ∈ Bκ(x1, 1) and x1 ∈ Bκ(x2, 1).

Proof. The shortest simple κ-path from x1 and x2 in X is a path α : [0, 1]Z → X
with α(0) = x and α(1) = y. �

A digital image (X,κ) is said to be κ-contractible if its identity function is digi-
tally (κ, κ)-homotopic to a constant map on X [1].

Theorem 3. Suppose X is a κ-connected digital image and x ∈ X. Then Bκ(x, r)
is κ-contractible for r = 1, 2 but Bκ(x, r) may not be κ-contractible for r ≥ 3.

Proof. To see the contractibility of Bκ(x, r) for r = 1, 2, we will construct a digital
homotopy between the identity map on it and a constant map at x. We define the
digital homotopy

H : Bκ(x, r)× [0, 1]Z → Bκ(x, r)

by H(y, 0) = y and H(y, 1) = x for every y ∈ Bκ(x, r). Then H is the desired
homotopy.

Consider the 8-connected digital image

MSC8 = {(0, 0), (1, 1), (2, 1), (3, 0), (2,−1), (1,−1)}
in Z2 illustrated in Figure 1. Observe that B8((0, 0), 3) is the entire image MSC8

which is not 8-contractible [11]. �
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Figure 1. The digital image MSC8 is 8-connected but not 8-
contractible [11].

Two subsets A and B of a digital image (X,κ) are said to be κ-adjacent if there
exist a ∈ A and b ∈ B such that a = b or a and b are κ-adjacent [3].

Corollary 4. If x and y are κ-adjacent in a κ-connected digital image (X,κ), then
Bκ(x, r) and Bκ(y, r) are κ-adjacent sets for every nonnegative integer r.

3.2. The κ-neighborhoods as multi-valued functions. Next consider a multi-
valued function F : X ( Y between two digital images (X,κ) and (Y, λ). That is,
F maps each point ofX to a subset of Y and for a subset A ofX, F (A) = ∪a∈AF (a).
The continuity notion for a multi-valued digital map is also defined (see [8—10]) but
in this paper we only consider the other two continuity notions given in [27].

Definition 5. [27] Suppose (X,κ) and (Y, λ) are two digital images and F : X (
Y is a multi-valued map.

i): F is said to be weakly continuous, provided whenever x0 and x1 are κ-
adjacent elements in X, F (x0) and F (x2) are λ-adjacent subsets of Y .

ii): F is said to be strongly continuous, provided whenever x0 and x1 are κ-
adjacent elements in X, every point of F (x0) is λ-adjacent to some point
in F (x1) and vice versa.

Let (X,κ) be a κ-connected digital image and r be a nonnegative integer. Define
the multi-valued function Fr : X ( X by Fr(x) = Bκ(x, r) for x ∈ X. Then the
following corollary is one of the immediate consequences of Lemma 2.

Theorem 6. The multi-valued function Fr is strongly continuous.

Proof. The multi-valued function F0 turns into a single-valued function and it sat-
isfies the strong continuity condition immediately. The proof is also trivial when
r = 1: Let x1 and x2 be κ-adjacent in X. Since x1 ∈ Bκ(x2, 1), any point of
Bκ(x1, 1) is κ-adjacent to a some point of Bκ(x2, 1) and vice versa. For r ≥ 2,
observe that any element x ∈ Bκ(x1, r) \Bκ(x2, r) is contained in Bκ(x2, r+ 1) and
this completes the proof. �
Corollary 7. Fr is weakly continuous.

By Corollary 7, the map Fr is also a connectivity preserving function. Note
that a multi-valued function F : X ( Y is connectivity preserving iff F is weakly
continuous and F (x) is a λ-connected subset of the digital image (Y, λ) for every
x ∈ X [6].
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Definition 8. Suppose (X,κ) is a κ-connected digital image and A is a nonempty
subset of X. For a nonnegative integer r, the r-thickening of A, A(r,κ), is given by

A(r,κ) = ∪a∈ABκ(a, r)

Remark 9. A(r,κ) = Fr(A).

Suppose κ1 and κ2 are two adjacency relations on a set X. Then we say that κ1

dominates κ2, κ1 ≥d κ2, if for x1, x2 ∈ X, if x1 and x2 are κ1-adjacent then x1 and
x2 are κ2-adjacent [4]. Further if X is κ1-(hence κ2)-connected and A is a subset
of X, then A(r,κ1) ⊆ A(r,κ2).

Example 10. Consider the 18-connected digital image MSS18 = {xi}9i=0 in Z3 [12]
where

x0 = (0, 0, 0), x1 = (1, 1, 0), x2 = (0, 1,−1), x3 = (0, 2,−1), x4 = (1, 2, 0),

x5 = (0, 3, 0), x6 = (−1, 2, 0), x7 = (0, 2, 1), x8 = (0, 1, 1), x9 = (−1, 1, 0)

(see Figure 2). Let A = {x0, x7} and B = {x5}. Then A(1,18) = B18(x0, 1) ∪
B18(x7, 1) = X \ {x3} and B(2,18) = X \ {x0}.

Figure 2. 18-connected digital image MSS18 [12].

Proposition 11. Let (X,κ) be a κ-connected digital image and A be a subset of
X. For two nonnegative integers r1 and r2, we have (A(r2,κ))(r1,κ) = A(r1+r2,κ).

Proof. It is trivial that A(r1+r2,κ) ⊆ (A(r2,κ))(r1,κ). Let a ∈ (A(r2,κ))(r1,κ). Then
there is b ∈ A(r2,κ) such that dκ(a, b) ≤ r1 and c ∈ A such that dκ(b, c) ≤ r2.
Therefore

dκ(a, c) ≤ dκ(a, b) + dκ(b, c) ≤ r1 + r2

so a ∈ A(r1+r2,κ) and this completes the proof. �
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The immediate consequence is the following Corollary.

Corollary 12. Suppose (X,κ) is a κ-connected digital image and A and C are κ-
adjacent subsets of X. Then there exists a ∈ A such that a ∈ C(1,κ) or vice-versa.

Proof. The proof follows from Lemma 2 �

Proposition 13. Suppose (X,κ) is a κ-connected digital image and A is a subset
of X. Then the following holds:

i): X \A and A are κ-adjacent,
ii): There exists x ∈ X \A such that x ∈ A(1,κ).

Proof. :
i): If X \ A and A were not κ-adjacent sets, this would mean that none of
the elements of X \A would be κ-adjacent to any elements of A so that X
would not be κ-connected.

ii): This follows from i) and Corollary 12.
�

Theorem 14. Suppose (X,κ) and (Y, λ) are digital images and X is κ-connected.
If A is a subset of X and f : X → Y is (κ, λ)-continuous, then f(A(r,κ)) ⊆ f(A)(r,λ)

for every positive integer r.

Proof. Let y ∈ f(A(r,κ)). Then there exists an element x ∈ A(r,κ) such that f(x) =
y. Let a be a point in A such that `κ(x, a) ≤ r; such a point a exists, since
x ∈ A(r,κ). That is, the length of the shortest simple κ-path from x to a in X is
less than or equal to r. We also have a λ-path between y = f(x) and f(a) by the
continuity of f and the length of this path cannot be greater than `κ(x, a). If this
λ-path is simple then we have `λ(y, f(a)) ≤ r. If it is not simple, we can reduce it
to a simple λ-path from y to f(a) so that the length of the reduced path cannot be
greater than `κ(x, a). Hence y ∈ f(A)(r,λ). �

For a digital image (X,κ) and its nonempty subset Y , we say Y is κ-dominating
in X [7] if for every x ∈ X, there exists y ∈ Y such that dκ(x, y) ≤ 1. Unlike
the definition of κ-dominating, in the following we consider two subsets of a digital
image which need not be contained in one another and we give a notion of κ-
monitoring. For more details on κ-dominating, see [5].

Definition 15. Let (X,κ) be a digital image, A and B be the subsets of X. We
say that A κ-monitors B if for any b ∈ B, there exists a ∈ A such that dκ(a, b) ≤ 1.

Suppose κ1 and κ2 are two adjacency relations on a set X such that κ2 ≥d κ1

and A and B are subsets of X. If A κ2-monitors B, then A also κ1-monitors B.

Remark 16. If A κ-monitors B, then A and B are κ-adjacent sets. However the
converse may not be true.
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Lemma 17. Let (X,κ) be a κ-connected digital image and A and B be the subsets
of X. Then A κ-monitors B if and only if B ⊆ A(1,κ).

Proof. Let A κ-monitors B and b ∈ B. Then there is a ∈ A such that dκ(a, b) ≤ 1
so that b ∈ A(1,κ). This is always true for every element b in B, hence B ⊆ A(1,κ).
On the contrary, let B ⊆ A(1,κ). This means that any element b in B is an element
in A(1,κ) so that there is a ∈ A such that dκ(a, b) ≤ 1. Therefore A κ-monitors
B. �

Theorem 18. Let (X,κ) and (Y, λ) be two digital images, X be κ-connected, f :
X → Y be a (κ, λ)-continuous function, and A and B be subsets of X. If A κ-
monitors B, then f(A) λ-monitors f(B).

Proof. If A κ-monitors B, then B ⊆ A(κ,1) by Lemma 17. Applying f to that
gives f(B) ⊆ f(A(κ,1)). Since f(A(κ,1)) ⊆ f(A)(1,λ) by Theorem 14, we have
f(B) ⊆ f(A)(1,λ) so that f(A) λ-monitors f(B). �

The following corollary follows from the definition of a strongly continuous multi-
valued function.

Corollary 19. Let (X,κ) and (Y, λ) be two digital images, x0, x1 ∈ X and F : X (
Y be a strongly continuous multi-valued function. If x0 and x1 are κ-adjacent, then
F (x1) λ-monitors F (x0) and vice versa.

3.3. Digital HausdorffDistance. We know that dκ is a metric on a κ-connected
digital image X. Next, we want to measure the distance between two nonempty
subsets A and B of X. We call the distance digital Hausdorff distance between
them. To do this, we will find the minimum r so that the r-thickening of each
subset will contain another.

Definition 20. The digital Hausdorff distance between two subsets A and B of a
κ-connected digital image X is

dκH(A,B) = min{r ≥ 0 : B ⊆ A(r,κ) and A ⊆ B(r,κ)} (2)

Suppose (X,κ) is a κ-connected digital image and A and B are subsets of X. If κ1

is another adjacency relation on X with κ ≥d κ1, then X is also κ1-connected digi-
tal image and dκH(A,B) ≥ dκ1H (A,B) since the length of the shortest simple κ-path
between any given pair in X might be greater than or equal to the length of the
shortest simple κ1-path between them.

Example 21. Consider the 8-connected digital image X = {xi}6i=1 in Z2 where

{x1 = (0, 0), x2 = (0,−1), x3 = (1,−1), x4 = (1, 0), x5 = (2, 1), x6 = (3, 1)}
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(see Figure 3) and let A = {x1, x2} and B = {x5, x6}. Then d8
H(A,B) = 3 since

A ⊆ B(2,8), B ⊆ A(3,8), and B * A(2,8). We also have

d8
H(F1(A), F1(B)) = 2

since F1(A) ⊆ F1(B)(1,8), F1(B) ⊆ F1(A)(2,8), and F1(B) * F1(A)(1,8) where
F1 : X ( X is a multimap defined by F1(x) = Bκ(x, 1) for x ∈ X.

Figure 3. The 8-connected digital image X and the points in red
rectanguls from left to right are A and B.

Proposition 22. Let (X,κ) be a κ-connected digital image and A be a subset of
X. Then dκH(A,A ∪ {x}) = `κ(x,A) for x ∈ X.

Proof. The proof follows from the fact that if `κ(x,A) = n then x ∈ A(n,κ). �

Proposition 23. For a nonnegative integer r,

dκH(Bκ(x1, r),Bκ(x2, r)) ≤ 1

whenever x1 is κ-adjacent to x2 in a κ-connected digital image (X,κ).

Proof. The proof follows from the fact that Bκ(x, r+1) = Bκ(x, r)(1,κ) for all x ∈ X
and every nonnegative integer r. �

Now we will prove the stability of the digital Hausdorff distance under a digital
continuous map.

Theorem 24. Let (X,κ) and (Y, λ) be digital images, X connected, A,B ⊆ X. If
f : X → Y is (κ, λ)-continuous, then

dλH(f(A), f(B)) ≤ dκH(A,B).

Proof. Assume that dκH(A,B) = s. Then by the definition of the digital Hausdorff
distance, s is the minimum number such that A ⊆ B(s,κ) and B ⊆ A(s,κ). By these
inclusions and Theorem 14, we have

f(A) ⊆ f(B(s,κ)) ⊆ f(B)(s,λ)

f(B) ⊆ f(A(s,κ)) ⊆ f(A)(s,λ).
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so that f(A) and f(B) can be covered by the s-thickening of f(B) and f(A) with
respect to the adjacency λ respectively. Hence dλH(f(A), f(B)) ≤ s. �

Example 25. Consider the following two 4-connected digital images
X = {x1, x2, x3, x4, x5} and Y = {y1, y2, y3} in Z2 illustrated in Figure 4. Let
A = {x1, x5} and B = {x2, x3, x4} be the two subsets of X. If the digital (4, 4)-
continuous map f : X → Y is given with

f(x1) = f(x4) = y2, f(x5) = y3, and f(x2) = f(x3) = y1,

then d4
H(A,B) = 2 and d4

H(f(A), f(B)) = 1.

Figure 4. The Hausdorff distance is stable under a digital con-
tinuous map between digital images. In this example, we have
d4
H(f(A), f(B)) ≤ d4

H(A,B).

Figure 5. Triangulated traffi c video frame shape.

4. Applications

This section briefly presents applications of Hausdorff Distance. The following
two applications were suggested by James F. Peters [21].
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4.1. Zero-Shot Surface Shape Recognition. This application of the proposed
Hausdorff distance between sets focuses on a zero-shot recognition approach in
the detection and classification of surface shapes recorded in video frames. Zero-
shot classification of images with no training data is highly attractive, since it is
less rigid than traditional classification techniques that rely on training data and,
hence, build into the learning process unwanted à priori assumptions implicit in
the training data. For more about this, see M. Molina and J. Sánchez [19], J. Lu
and J. Li and Z. Yan and C. Zhang [18] and J.F. Peters [22].
Let shE, bdy(shE) and int(shE) denote a surface shape in a video frame, shape

boundary and shape interior, respectively. Also, let p ∈ int(shE) be the shape
centroid and let th > 0 be a threshold. For each shape in a video frame, find the
Hausdorff distance D(p, bdy(shE)) between the centroid of shE and bdy(shE) that
is less than or equal to a threshold th, defined by

Hausdoff distance criterion︷ ︸︸ ︷
D(p, bdy(shE)) = inf {‖p− q‖ : q ∈ bdy(shE)} < th}.

This would be useful in finding video frames that contain shapes that have the
required distance property relative to a fixed threshold th.

Example 26. A sample traffi c video frame that displays a triangulated vehicle shape
shE is shown in Fig. 5. A green vertex p inside the yellow cycle on shE marks the
location of the shape centroid. Vertices along the shape boundary are represented by
red bullets. The Hausdorff distance D(p, bdy(shE)) would be computed and compared
with other vehicle shapes in this video to construct a vehicle shape class.

For a particular shape class, the members of the class satisfy the Hausdorf dis-
tance criterion.

4.2. Descriptive Leader Uniform Topology. A clusters form of proximity space-
based uniform topology was introduced by S. Leader [17], elaborated in [24, 25].
This application uses the Hausdorff distance property from Application 4.1 as a
feature for a set of video frame shapes equipped with a descriptive proximity map-
ping Φ : shE → R, which provides a basis for the formation of a descriptive Leader
uniform class of shapes CΦ(shE) for each shape shE in the following way.

th = selected threshold such that th > 0.

fr = video frame.

shE ∈ fr = video frame shape.

bdy(shE) = boundary of shE.

D(p ∈ shE,bdy(shE)) = inf {‖p− q‖ : q ∈ bdy(shE)} < th.

Φ(shE) = D(p ∈ shE,bdy(shE)).

CΦ(shE) =

Class of video frame shapes︷ ︸︸ ︷
{shE′ : ‖Φ(shE)− Φ(shE′)‖ < th} .
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Then, for each given shape shE in a video, a shape shE′ belongs to a class CΦ(shE)
of shapes relative to shE, provided Φ(shE) = Φ(shE′) in video frames fr and fr′

define a descriptive Leader uniform topology, i.e., a collection of shape classes in
which nonempty disjoint sets of shapes are descriptively near each other [23, §4.16,
p. 189].
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Abstract. Separation is one of the most commonly encountered estimation
problems in the context of logistic regression, which often occurs with small
and medium sample sizes. The method of maximum likelihood (MLE; [8])
provides spuriously high parameter estimates and their standard errors under
separation in logistic regression. Many researchers in social sciences utilize
simple but ad-hoc solutions to overcome this issue, such as “doing nothing
strategy”, removing variable(s) from the model, and combining the levels of
the categorical variable in the data causing separation etc. The limitations of
these basic solutions have motivated researchers to use more appropriate and
innovative estimation techniques to deal with the problem. However, the per-
formance and comparison of these techniques have not been fully investigated
yet. The main goal of this paper is to close this research gap by comparing the
performance of frequentist and Bayesian estimation methods for coping with
separation. A simulation study is performed to investigate the performance of
asymptotic, bootstrap-based, and Bayesian estimation techniques with respect
to bias, precision, and accuracy measures under separation. In line with the
simulation study, a real-data example is used to illustrate how to utilize these
methods to solve separation in logistic regression.

1. Introduction

The logistic regression is a well-founded analysis technique that can be utilized
to determine the relationship between a dichotomous outcome and a set of cate-
gorical and/or continuous predictors. Although researchers in social sciences often
do not encounter challenges in applying this technique to their data sets, compli-
cations may arise when a linear combination of predictors allocate the values of
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outcome, which is called the separation problem [1]. To illustrate the separation
problem in logistic regression, consider the simplest scenario in which a dichoto-
mous response is predicted by a continuous predictor. Suppose that the outcome
has the values of R = {0, 0, 0, 0, 0, 1, 1, 1, 1, 1} and the predictor has the values of
P = {2, 7, 3, 5, 6, 9, 14, 10, 12, 16}. In this case, the values of response are zero when
the values of predictor are smaller than 8 and the values of response are 1 for the
values of predictor greater than 8. This implies that the probability of observ-
ing zero or one is perfectly predicted (known as complete separation) and there is
nothing left to be estimated. When separation occurs, the method of maximum
likelihood (MLE; [8]) does not provide a reliable set of parameter estimates and
their standard errors, which in turn cause to obtain undependable test statistics.
Many researchers benefit from basic (but ad-hoc) solutions to overcome separation
in logistic regression.
Since separation does not necessarily have a negative influence on all parameters

in the model, some researchers do not pay special attention to this issue by simply
and only reporting their results with respect to chi-square test statistics; although
these statistics are only correct for non-problematic variables in the data. However,
these variables often interact with problematic ones, and thus, the estimates and
standard errors of these interactions should not be trusted either. Moreover, if the
variable causing separation is categorical, then the estimates obtained for other
variables in the model are not interpretable, since they are determined on the
basis of the reference level of this categorical variable. Some researchers avoid
these issues by removing the problematic variable(s) from the model. However,
this approach is subject to two main drawbacks. First, discarding an important
variable may end up with an inappropriate model specification, and consequently, a
set of bias estimates for model parameters, which is known as the omitted variable
bias [24]. Second, even if a predictor causing separation has an insignificant (or
weakly significant) effect on the outcome, caution should be taken when eliminating
this variable from the model, since it can be a confounder. That is, the relationship
between this variable and the outcome may influence the outcome’s associations
with other variables in the model. Another common way of coping with this issue
is combining the levels of variable causing separation, which is only applicable when
this variable is categorical. This approach is also not recommended not only because
collapsing categories alter the research question at hand, but also because it may
cause the loss of information obtained from the data [1].
In response to these challenges, many researchers focus on more complicated

but powerful data analysis techniques to deal with separation in logistic regression.
Heinze and Schemper [14] compare the performance of Firth’s penalized maximum
likelihood estimation (PMLE; [7]) against the method of maximum likelihood [8],
an imputation method using Bayesian logistic regression [3], and exact logistic re-
gression [22]. This study is limited in the sense that it investigates the performance
of only these four methods with respect to (only) bias measures. In the discussion
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of their study, they suggest the use of Firth’s method to cope with separation in
logistic regression. Moreover, they state that the separation problem may not only
occur in the original sample, but it may also occur in bootstrap samples. However,
they do not inspect the performance of Firth’s method in the context of bootstrap-
ping. Ohkura and Kamakura [28] utilized nonparametric bootstrapping in con-
junction with Firth’s method to compare the performance of their bootstrap-base
test against Wald and Firth’s tests under separation. However, the performance of
Firth’s method with nonparametric bootstrapping has not been compared against
any Bayesian estimation method and the usual Firth’s method with respect to bias,
precision and accuracy measures. This study aims at filling this gap by investigat-
ing and comparing the performance of frequentist and Bayesian estimation methods
with respect to bias, precision, and accuracy measures, respectively. Here, frequen-
tist way of coping with separation is performed using Firth’s method [7] and its
counterpart with nonparametric bootstrapping [6]. The choice of prior distribution
is a crucial point to solve separation in logistic regression using Bayesian methods.
Thus, the Markov Chain Monte Carlo (MCMC) algorithms are utilized as Bayesian
solutions to separation using seven different priors.
The outline of the paper is as follows. In Sections 2 and 3, the logistic regression

and the separation problem in logistic regression are elaborated, respectively. In
Section 4, three methods used to obtain the estimates of model parameters and
their standard errors under separation are described. In Section 5, a simulation
study is performed to investigate and compare the performance of these methods
with respect to bias, precision, and accuracy measures. In Section 6, a real life
example is presented to exemplify how to deal with separation using these esti-
mation techniques in logistic regression. The paper will be concluded with a brief
discussion.

2. Logistic Regression Modeling

The logistic regression is one of the most commonly used analysis techniques to
predict a binary outcome (containing zeros and ones) in the context of generalized
linear models [21]. The logistic regression model is defined as:

f(πi) = xTi β , i = 1, 2, ..., N, (1)

where πi = E(yi) is the expected value of the binary outcome for the ith obser-
vation, β = (β0, β1, ..., βP−1)

T ∈ IRP×1 is the vector of model parameters and
xTi = (1, xi1, xi2, ..., xi(P−1)) ∈ IRN×P is the design matrix containing ones in the
first column as the coeffi cients of the intercept, β0, and the values of the explana-
tory variables in the data, respectively. The logit link function, f(πi), relates the
expected values of the outcome to the linear predictor, xTi β:

f(πi) = log(
πi

1− πi
), (2)

where πi =
exp(xTi β)

1+exp(xTi β)
, which is also known as the conditional probability of success.
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Since the outcome containing 0’s and 1’s has a Bernoulli distribution with the
probability of success πi for the ith observation, the likelihood function of the data
can be defined as follows:

L(β | y1, y2, ..., yN ) =

N∏
i=1

πyii ( 1− πi)1−yi , (3)

where yi ∈ {0, 1} for i = 1, 2, ..., N . The likelihood function above is not easy to
differentiate, and thus, it is transformed from the original scale into the log scale:

log L(β | y1, y2, ..., yN ) =

N∑
i=1

yi log (πi) + (1− yi) log ( 1− πi ). (4)

The β’s are estimated by maximizing the log likelihood function above using the
method of maximum likelihood [8], so that the data at hand have the highest
probability of being observed. This is done by differentiating the log likelihood
function above with respect to the β’s, setting the resulting functions to zeros and
solving the equations for each of β’s, respectively.
Since the maximum likelihood estimates of model parameters, the β̂’s, and their

standard errors do not involve closed-form solutions, they are obtained numerically.
This can be achieved quickly and conveniently by utilizing computer-intensive iter-
ative methods such as the Newton-Raphson algorithm [27]. However, there may be
certain situations in which even the numerical methods fail to provide parameter
estimates and their standard errors. In the next section, one of these situations
called the separation problem will be elaborated.

3. Separation Problem

The logistic regression cannot always be easily used to predict a dichotomous
outcome containing zeros and ones. One common issue that arises when estimating
model parameters and their standard errors in the context of logistic regression
causing (nearly) perfect allocation of the values of an outcome in the data at hand
is called the (quasi) complete separation problem [1]. In a regular situation in which
there is no problem of (quasi) complete separation, the expected probabilities of an
outcome for a logistic regression model can take values between the numbers 0 and
1. In complete separation, since a linear function of predictor(s) perfectly predicts
the outcome, the expected probabilities are either 0 or 1 (and not between these
values). Similarly, in quasi complete separation, since the values of an outcome
almost perfectly predicted, almost all expected probabilities (but not all of them)
are either 0 or 1.
Figure 1 is created based on two empirical data sets given in the study of [33,

p. 276], which shows the scatter plot of the values of an outcome against that of
a linear predictor in the presence of complete and quasi-complete separation. As
can be seen on the left panel of the figure for the first data, the values of the linear
predictor perfectly separate the values of the outcome. Thus, only by observing the
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plot, we can make a perfect inference about the predicted values of the outcome.
That is, the predicted values of the outcome take the value of zero when the linear
predictor is smaller than zero and take the value of one when the linear predictor
is larger than one. Similarly, as can be seen on the right panel of the figure for the
second data, the values of the linear predictor nearly perfectly separate the values
of the outcome, which is a sign of quasi-complete separation. In this case, the
predicted values of the outcome take the value of zero, a value between zero and
one (only for three observations) and the value of one, when the linear predictor is
smaller than zero, equal to zero, and larger than zero, respectively. Next, it will be

Figure 1. Illustrations of the (quasi) complete separation problem

elaborated how to remedy the adverse impacts of separation in estimating model
parameters and their standard errors using three different estimation methods.

4. Estimation Methods

The separation [1] often occurs with small and medium sample sizes when es-
timating model parameters and their standard errors in logistic regression. The
Newton-Raphson algorithm used to obtain MLEs does not converge for (some
of) model parameters when the data suffer from separation. This nonconvergence
causes spuriously high parameter estimates and standard errors [33, pp. 282-283]
and results in unreliable test statistics and hypothesis testing. In response to this
challenge, researchers have been paying attention to more appropriate estimation
techniques than MLE to overcome separation in logistic regression. In the sequel,
three of such advanced estimation methods will be elaborated, respectively.
Firth’s method : Firth [7] proposed a method to improve the parameter estimates

in logistic regression by reducing the bias occurs with small samples when using the
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method of maximum likelihood for estimation. Since Firth’s method incorporates
a penalizing factor into the log likelihood in (4), it is also known as the method of
penalized maximum likelihood estimation. Firth’s penalized log likelihood function
is defined as:

L∗(β | y1, y2, ..., yN ) = L(β | y1, y2, ..., yN ) +
1

2
log |I(β)|, (5)

where I(β) = xTi Wxi is the information matrix and W = diag[πi(1− πi)] [35,
p. 164]. Heinze and Schemper [14] have adopted the penalized log likelihood func-
tion above to overcome separation in the analysis of two cancer studies. Firth’s
method is flexible in the sense that it can be incorporated into nonparametric re-
sampling techniques when estimating model parameters and their standard errors.
Firth’s method with nonparametric bootstrapping : Nonparametric bootstrapping

[6] is a resampling (with replacement) technique that can be used as an alternative
to the method of maximum likelihood to obtain MLEs and their standard errors,
when model assumptions are not satisfied (see [34], [15, p. 44]). Nonparametric
bootstrapping uses the information given in the original sample to generate, for
example, B = 1000 bootstrap samples, in each of which model parameters are
estimated using the method of maximum likelihood. Subsequently, it calculates the
averages and standard deviations of the bootstrap estimates across these samples
to obtain the overall parameter estimates and their standard errors.
The usual nonparametric bootstrapping using the method of maximum likeli-

hood for estimation in each bootstrap sample assumes that the original sample
adequately represents the population of interest, which is often not a reasonable
assumption for small samples. Thus, since separation usually occurs with small
and medium samples, it is not recommended to use nonparametric bootstrapping
in conjunction with MLEs under separation. Nonparametric bootstrapping can
still be used for a small or medium sample in the context of logistic regression
when the data suffer from separation. This can be done by replacing MLEs with
PMLEs obtained using Firth’s method in each bootstrap sample. The method of
maximum likelihood and nonparametric bootstrapping with MLEs produce bias
estimates with small samples [15], and thus, they should not be used to overcome
separation in logistic regression. Bayesian methods are good alternatives to Firth’s
method and nonparametric bootstrapping with PMLEs to deal with separation in
logistic regression.
Bayesian approach using MCMC algorithms: Bayesian estimation using Markov

chain Monte Carlo (MCMC) algorithms benefits from prior knowledge on the dis-
tribution of model parameters and information in the data at hand to generate
posterior samples, which are, in turn, utilized to obtain parameter estimates and
their standard errors. The Metropolis Hastings [13, 23], Gibbs sampling [10], and
Hamiltonian Monte Carlo (HMC; [2, 5, 26]) are three of the best known MCMC
algorithms that can be used to obtain the estimates of model parameters and their
standard errors for small samples in logistic regression. The HMC (also known
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as Hybrid Monte Carlo) and Gibbs sampling algorithms are used for Bayesian es-
timation in this paper using the R packages “rstanarm” [12], “runjags” [4], and
“bayesreg”[19].
Rainey [29] suggests to utilize two priors when estimating model parameters us-

ing Bayesian approaches under separation in logistic regression, which are Jeffrey’s
invariant prior [16], [35] and a weakly informative Cauchy(0, 2.5) prior [9]. Bayesian
approach using Jeffrey’s prior is the same with Firth’s penalized maximum likeli-
hood estimation method, since the penalty part of the log likelihood function in
(5), 1

2 log |I(β)|, is equal to the log of Jeffrey’s prior in logistic regression [29].
Moreover, using weakly informative Cauchy(0, 2.5) prior to cope with separation in
logistic regression is highly controversial. Ghosh, Li and Mitra [11] state that using
a Cauchy(0, 2.5) prior imposes too much insuffi cient information into the analysis
to overcome separation in logistic regression. They show that using Cauchy(0, 2.5)
prior may cause spuriously high posterior means for parameters in the presence of
separation in logistic regression and may not even enable researchers to obtain these
means. Their results suggest to use weakly informative priors with lighter tails than
that of Cauchy(0, 2.5) prior such as Normal and Student-t (df = 7) priors. Thus,
in addition to Cauchy(0, 2.5) prior, a weakly informative Normal(0, 2.5) prior (the
default prior for regression coeffi cients in rstanarm) and Student-t(0, 2.5, df = 7)
prior will be utilized to obtain parameter estimates and their standard errors.
Mansournia, Geroldinger, Greenland, and Heinze [20] utilize Firth’s method [7],

Ridge logistic regression [31], lasso logistic regression [17], [30], and Bayesian esti-
mation using weakly informative priors. The difference between the current study
and the study in Mansournia et al. [20] is threefold. First, Mansournia et al. [20]
utilize Bayesian estimation using only Cauchy(0, 2.5) and Log-F(1, 1) priors. As
will be shown later in this paper, Bayesian estimation using these priors does not
necessarily perform well in logistic regression under separation problem. Thus, the
current study also uses Bayesian estimation via Normal(0, 2.5), Student-t(0, 2.5,
df = 7), and Log-F(2, 2) priors. Second, Mansournia et al. [20] do not perform a
simulation study to inspect the performance of methods used in their study, while
the current study compares the performance of both frequentist and Bayesian es-
timation methods with respect to bias, precision, and accuracy measures. Third,
Mansournia et al. [20] investigate the frequentist Ridge and Lasso logistic regres-
sions to cope with separation. Researchers often need to determine the value of a
penalizing parameter (λ ≥ 0; also called the tuning or shrinkage parameter utilized
on all the regression coeffi cients besides the intercept in the model) using, for ex-
ample, cross-validation in order to employ these techniques to solve the problem.
However, obtaining the tuning parameter λ is often a complicated and cumbersome
task in logistic regression under separation. In many cases where the data suffer
from the separation problem the tuning parameter can be estimated as very close
to zero, which means that the penalized estimates are very close to the usual MLEs.



1090 Y. ALTINISIK

To remedy this, the current study does not inspect the usual Ridge and Lasso lo-
gistic regressions to solve the separation problem in logistic regression, but instead
it utilizes their Bayesian counterparts, that is, Bayesian Ridge and Bayesian Lasso
logistic regressions. Note that the tuning parameter λ is set to 1 in Bayesian Ridge
logistic regression and λ2 ∼ Exp(1) in Bayesian Lasso logistic regression for each
regression coeffi cients in the model (see [19, p. 7]).

5. Simulation study

5.1. Simulation Steps. In this section, the performance of the methods on esti-
mating model parameters will be compared to each other for the data sets containing
separation in the context of logistic regression. The model used in the simulation
is:

f(πi) = β0 + β1Ii + β2xi1 + β3xi2, (6)

where f(πi) is the logit link function in (2), β0 is the intercept, β1 is the coeffi cient
of a dummy variable Ii and β2 and β3 are the coeffi cients of two continuous variables
xi1 and xi2, respectively, for i = 1, 2, ..., N . The simulation comprises the following
steps:

(1) Set the entries in the vector of model parameters, β = (β0, β1, β2, β3)
T ,

equal to 1.
(2) Choose the sample size in the simulation as N = 20, 50, and 100.
(3) Generate the values of dummy variable Ii of size N, such that the probability

of observing a success is 0.25.
(4) Generate the values of continuous variables xi1 and xi2 of size N from the

standard normal distribution, such that their values are independent from
each other and the values of dummy variable.

(5) By multiplying the values of the design matrix xTi = (1, Ii, xi1, xi2) ∈ IRN×P

and parameter vector β = (β0, β1, β2, β3)
T ∈ IRP×1, calculate the linear

predictor part of the model, xTi β, where N = 20, 50, or 100 and P = 4.

(6) Calculate the probability of success for each observation, πi =
exp(xTi β)

1+exp(xTi β)

for i = 1, 2, ..., N .
(7) Generate the values of the response using the success probabilities, that is,

yi ∼ Bernoulli(πi) for i = 1, 2, ..., N .
(8) Check the model fit to detect separation in the data using the R package

“brglm2”.
(a) If there is no separation problem in the data, return to Step 3.
(b) If there is a separation problem in the data, obtain the estimates of

model parameters using each estimation method elaborated in the pre-
vious section.

(9) Repeat Steps 3-8 until having a set of parameter estimates for S = 1000
samples, each of which containing separation problem.
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(10) Calculate the values of the bias, precision, and accuracy measures for each
method using the estimates obtained for these samples.

Note that the measures of bias, precision, and accuracy need to be calculated
for each method, which are the method of maximum likelihood, Firth’s method
(with and without nonparametric bootstrapping), and Bayesian approach using
Normal(0, 2.5), Cauchy(0, 2.5), Student-t(0, 2.5, df = 7), Log-F(1, 1), Log-F(2, 2),
Ridge and Lasso priors.

5.2. Bias, precision, and accuracy measures for evaluating performance.
The performance of the methods will be compared to each other using the measures
of bias, precision, and accuracy given in Walther and Moore [32]. These measures
are defined as:

Biasp =
1

S

S∑
s=1

(β̂sp − βp),

Precisionp =
1

S

S∑
s=1

(β̂sp − β̄p)2, (7)

Accuracyp =
1

S

S∑
s=1

(β̂sp − βp)2,

where β̄p = 1
S

∑S
s=1 β̂sp and βj = 1 for s = 1, 2, ..., 1000 and p = 0, 1, 2, 3. The

Biasp is the mean of the differences between parameter βp and its estimate across
S = 1000 samples. Similarly, Precisionp is the mean of the squared differences
between an estimate and its expected value (i.e., β̄p) in S = 1000 samples, which
is calculated for each parameter, separately. The measure of accuracy for the pth
parameter, Accuracyp, is the mean of the squared differences between parameter
βp and its estimates across S = 1000 samples, which is a combination of Biasp and
Precisionp. Note that the term “bias”is directly related and the terms “precision”
and “accuracy”are inversely related to their corresponding equations in ( 7). That
is, a small value of Biasp means a low bias, while small values of Precisionp and
Accuracyp imply high precision and accuracy when estimating model parameters.
Another accuracy measure that can be used to investigate the performance of

methods on estimating model parameters is the mean squared error (MSE), rep-
resenting the estimation error for each sample in the simulation. The MSE is the
total mean squared error between all parameters and their estimates:

MSE =
1

P

P−1∑
p=0

(βp − β̂p)2, (8)

where P = 4 is the number of parameters in the model. The mean of MSE values
across S = 1000 simulation samples can be used to compare the overall performance
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of methods on estimating model parameters. A small value of MSE means a high
overall accuracy when estimating model parameters.

5.3. Simulation Results. Table 1 displays Biasp, Precisionp and Accuracyp val-
ues obtained from 1000 simulated data sets, each of which contains the separation
problem. This table shows that the estimate of parameter β1 often has a higher
bias and a lower precision and accuracy than that of parameters β2 and β3, since
dummy variables are more prone to suffer from separation than continuous vari-
ables. Because of the same reason, although increasing the sample size increases the
precision when estimating each parameter, this reduces the bias and improves the
accuracy only for parameters β0, β2, and β3, but not for parameter β1. It seems
that Firth’s penalized maximum likelihood estimation and Bayesian estimation us-
ing Log-F(2, 2) prior provide smaller biases and higher precision and accuracy mea-
sures when compared to other estimation methods. Similarly, these methods have
smaller MSE values (higher overall accuracy measures) when compared to other
methods (see Table 2). Moreover, both tables show that Bayesian estimation may
not perform well with Ridge prior, since the corresponding estimates may have spu-
riously high precision and accuracy values (indicating low precision and accuracy
for these estimates). However, the values in these tables are point estimates, and
thus, a set of graphical visualizations are designed to facilitate the interpretation
of the simulation results.

Table 1. Bias, precision, and accuracy measures for performance evaluation.

PM LE PM LE v ia N B
M CM C

N o rm a l ( 0 , 2 .5 )

M e a s u r e N β0 β1 β2 β3 β0 β1 β2 β3 β0 β1 β2 β3

B ia s p 2 0 0 .1 2 0 .2 8 0 .0 9 0 .0 7 0 .3 0 0 .0 9 0 .3 2 0 .2 9 0 .8 9 0 .7 4 0 .5 3 0 .5 0
5 0 0 .0 1 1 .5 7 0 .0 2 0 .0 4 0 .1 9 1 .6 1 0 .2 4 0 .2 6 0 .2 8 1 .9 3 0 .1 9 0 .1 9
1 0 0 0 .0 1 2 .2 1 - 0 .0 2 0 .0 1 0 .0 7 2 .2 3 0 .0 6 0 .0 9 0 .1 4 2 .4 7 0 .0 6 0 .0 9

P r e c i s i o n p 2 0 0 .8 1 2 .4 9 0 .9 9 1 .1 3 0 .9 0 2 .8 9 1 .1 6 1 .1 9 1 .7 7 1 .2 6 1 .3 7 1 .3 5
5 0 0 .3 1 0 .9 8 0 .3 9 0 .5 4 0 .4 4 1 .1 0 0 .5 5 0 .6 4 0 .3 8 0 .3 2 0 .3 4 0 .3 2
1 0 0 0 .1 0 0 .3 2 0 .1 2 0 .1 1 0 .1 2 0 .3 6 0 .1 5 0 .1 4 0 .1 2 0 .1 6 0 .1 4 0 .1 2

A c c u r a c y p 2 0 0 .8 2 2 .5 7 1 .0 0 1 .1 3 0 .9 9 2 .9 0 1 .2 6 1 .2 7 2 .5 7 1 .8 1 1 .6 5 1 .6 0
5 0 0 .3 1 3 .4 6 0 .3 9 0 .5 4 0 .4 8 3 .7 0 0 .6 1 0 .7 1 0 .4 6 4 .0 3 0 .3 8 0 .3 6
1 0 0 0 .1 0 5 .2 2 0 .1 3 0 .1 1 0 .1 3 5 .3 5 0 .1 6 0 .1 5 0 .1 4 6 .2 4 0 .1 4 0 .1 3

M CM C
C a u ch y ( 0 , 2 .5 )

M CM C
S tu d e n t - t ( 0 , 2 .5 , d f = 7 )

M CM C
L o g -F ( 1 , 1 )

M e a s u r e N β0 β1 β2 β3 β0 β1 β2 β3 β0 β1 β2 β3
B ia s p 2 0 1 .2 3 2 .0 2 0 .9 7 0 .9 3 0 .9 5 0 .9 1 0 .6 1 0 .5 7 0 .6 3 1 .2 3 0 .5 1 0 .4 7

5 0 0 .2 5 3 .8 9 0 .2 1 0 .2 2 0 .2 7 2 .2 0 0 .2 0 0 .2 0 0 .2 2 2 .5 6 0 .1 8 0 .1 8
1 0 0 0 .1 2 4 .8 5 0 .0 6 0 .0 9 0 .1 4 2 .8 0 0 .0 7 0 .0 9 0 .1 2 3 .2 3 0 .0 6 0 .0 9

P r e c i s i o n p 2 0 4 .0 9 6 .0 8 4 .3 8 4 .9 0 2 .0 7 1 .5 9 1 .6 7 1 .6 6 1 .1 3 1 .8 5 1 .3 5 1 .3 5
5 0 0 .4 9 1 .8 8 0 .4 7 0 .5 5 0 .4 0 0 .4 7 0 .3 6 0 .3 5 0 .3 2 0 .6 0 0 .3 4 0 .3 2
1 0 0 0 .1 2 0 .8 8 0 .1 4 0 .1 3 0 .1 2 0 .2 4 0 .1 4 0 .1 2 0 .1 2 0 .3 8 0 .1 4 0 .1 2

A c c u r a c y p 2 0 5 .6 0 1 0 .1 5 5 .3 3 5 .7 6 2 .9 8 2 .4 1 2 .0 4 1 .9 8 1 .5 3 3 .3 5 1 .6 2 1 .5 7
5 0 0 .5 6 1 6 .9 9 0 .5 1 0 .6 0 0 .4 8 5 .3 0 0 .4 0 0 .3 9 0 .3 7 7 .1 5 0 .3 7 0 .3 6
1 0 0 0 .1 4 2 4 .3 9 0 .1 5 0 .1 4 0 .1 4 8 .0 8 0 .1 5 0 .1 3 0 .1 3 1 0 .8 1 0 .1 4 0 .1 3

M CM C
L o g -F ( 2 , 2 )

B ay e s ia n
R id g e L R

B ay e s ia n
L a s s o L R

M e a s u r e N β0 β1 β2 β3 β0 β1 β2 β3 β0 β1 β2 β3
Biasp 2 0 0 .2 9 0 .3 6 0 .1 0 0 .0 8 4 .3 2 2 .1 0 3 .4 7 3 .8 6 0 .4 5 - 0 .3 8 - 0 .4 5 - 0 .4 3

5 0 0 .1 5 1 .4 0 0 .0 5 0 .0 4 0 .2 8 1 .8 5 - 0 .0 1 0 .0 5 0 .1 8 0 .9 6 - 0 .2 8 - 0 .2 7
1 0 0 0 .1 0 2 .0 5 0 .0 1 0 .0 3 0 .1 0 2 .8 3 - 0 .0 3 - 0 .0 1 0 .0 7 2 .4 5 - 0 .1 3 - 0 .1 0

Precisionp 2 0 0 .5 1 0 .6 1 0 .5 7 0 .5 9 6 0 7 .5 1 3 5 .9 3 8 2 .9 6 0 2 .4 1 .0 0 1 .0 9 1 .0 3 1 .3 3
5 0 0 .2 3 0 .3 2 0 .2 2 0 .2 1 8 .3 2 3 .6 5 5 .2 9 1 3 .3 8 1 .0 7 4 .3 4 1 .5 4 2 .0 4
1 0 0 0 .1 0 0 .2 1 0 .1 1 0 .1 0 0 .1 1 0 .8 0 0 .1 4 0 .1 2 0 .1 0 0 .8 9 0 .1 4 0 .1 3

Accuracyp 2 0 0 .5 9 0 .7 3 0 .5 9 0 .6 0 6 2 6 .2 1 3 6 .3 3 9 4 .9 6 1 7 .3 1 .2 0 1 .2 4 1 .2 3 1 .5 2
5 0 0 .2 5 2 .2 7 0 .2 3 0 .2 1 8 .4 0 7 .0 7 5 .2 9 1 3 .3 8 1 .1 0 5 .2 5 1 .6 2 2 .1 1
1 0 0 0 .1 1 4 .4 1 0 .1 1 0 .1 0 0 .1 2 8 .7 8 0 .1 4 0 .1 2 0 .1 1 6 .8 9 0 .1 6 0 .1 4
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Table 2. The overall accuracy measure (MSE) for performance evaluation.

PMLE PMLE via NB
MCMC

Normal(0, 2.5)
N β = (β0, β1, β2, β3)

T β = (β0, β1, β2, β3)
T β = (β0, β1, β2, β3)

T

20 1.38 1.61 1.91
50 1.18 1.37 1.31
100 1.39 1.44 1.66

MCMC
Cauchy(0, 2.5)

MCMC
Student-t(0, 2.5, df = 7)

MCMC
Log-F(1, 1)

N β = (β0, β1, β2, β3)
T β = (β0, β1, β2, β3)

T β = (β0, β1, β2, β3)
T

20 6.71 2.36 2.02
50 4.66 1.64 2.06
100 6.20 2.13 2.80

MCMC
Log-F(2, 2)

Bayesian
Ridge LR

Bayesian
Lasso LR

N β = (β0, β1, β2, β3)
T β = (β0, β1, β2, β3)

T β = (β0, β1, β2, β3)
T

20 0.63 750.4 1.30
50 0.74 8.53 2.52
100 1.18 2.29 1.82

Figure 2. Boxplots used to interpret bias measures

Figures 2 and 3 display the differences between the values of estimates and
parameters and the squared differences between the values of estimates and their
expected values across the simulated data sets using varying sample sizes, which
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Figure 3. Boxplots used to interpret precision measures

Figure 4. Boxplots used to interpret accuracy measures

are used to obtain the values of Biasp and Precisionp for each estimation method,
respectively. 1 It seems that most of the methods perform well in terms of Biasp
and Precisionp measures. However, Biasp and Precisionp measures of Bayesian

1The Precisionp, Accuracyp and MSE values are always positive and they spread over large

scales. Thus, the y = x
1
4 transformation is utilized on these values to better visualize and compare

the performance of the methods (see [18, p. 12]).
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Figure 5. Boxplots used to interpret MSE values

estimation using Cauchy(0, 2.5) and Lasso priors have higher standard errors when
compared to that of other methods under investigation. It seems that Bayesian
estimation using log-F(2, 2) prior involves smaller amount of bias and have higher
precision in estimating model parameters when compared to other methods. Note
that the figures in the paper do not show the results for Bayesian estimation using
Ridge prior, since this method produces spuriously high parameter estimates and
their standard errors.
Figures 4 and 5 show the squared differences and the sums of squared differences

between the values of estimates and parameters using varying sample sizes, which
are utilized to obtain Accuracyp and MSE values, respectively. Increasing the sam-
ple size improves the accuracy for each parameter, and thus, the total accuracy
when estimating model parameters using each method. The estimates obtained by
using Bayesian estimation with Log-F(2, 2) prior often have higher (total) accu-
racy measures, and thus, lower Accuracyp and MSE values, when compared to other
methods. Since nonparametric bootstrapping assumes an original sample that ad-
equately represents the population of interest, the performance of Firth’s method
and Firth’s method with nonparametric bootstrapping better resemble each other
for large sample sizes (e.g., when N = 100). It seems that Bayesian approach with
weakly informative Normal(0, 2.5) prior performs better than that with Student-
t(0, 2.5, df = 7) or Log-F(1, 1) prior which in turn performs better than that with
Cauchy(0, 2.5) prior. This result is in line with the suggestions made in Ghosh et
al. [11], which state that Cauchy(0, 2.5) prior provides too much deficient informa-
tion, and thus, instead of using this prior, Normal(0, 2.5) and Student-t(0, 2.5, df
= 7) priors should be used when dealing with separation in logistic regression.
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6. An example: Endometrial cancer data

A study in Heinze and Schemper [14] is used to illustrate how to analyze the
data at hand under separation in logistic regression. In the study, the dichotomous
outcome histology (HG: 0 = grade 0-II, 1 = grade III-IV) represents the histology of
the endometrium by commonly accepted risk factors for endometrial cancer patients
(N = 79). This outcome is predicted by the categorical variable neovasculization
(NV: 0 = absent, 1 = present) and two continuous variables pulsatility index of
arteria uterina (PI) and endometrium high (EH). The logistic regression model
used to analyze the endometrial cancer data is:

f(πi) = β0 + β1NVi + β2PIi + β3EHi, (9)

where f(.) is the logit link function, β0 is the intercept and β1, β2, and β3 are the
regression coeffi cients of variables NV, PI and EH, respectively, for i = 1, 2, ..., 79.
Since there is no observation in the endometrial cancer data for NV = 1 and

HG = 0, the data suffer from quasi-complete separation, which has a detrimental
effect on the estimate of parameter β1 and its standard error when the estimation
process is performed using the usual method of maximum likelihood. Therefore,
Firth’s method, Firth’s method with nonparametric bootstrapping, Bayesian ap-
proach using Normal(0, 2.5), Cauchy(0, 2.5), Student-t(0, 2.5, df= 7), Log-F(1, 1),
Log-F(2, 2), Ridge and Lasso priors are used to obtain parameter estimates and
their standard errors (see Table 3).2

The estimates of parameters β2 and β3 across the methods are reasonably close
to each other, while the estimates of parameters β0 and β1 across the methods
may differ from each other. Figure 6 shows that the predicted probabilities of the
outcome histology for some of the observations in the data are exactly equal to 1 (in
the upper right corner of the plot), when using the method of maximum likelihood
for estimation, which is a sign of the quasi-complete separation problem. Bayesian
approach using the MCMC algorithm with Cauchy(0, 2.5) prior does not provide
a convincing solution to the separation for endometrial cancer data, since some of
the predicted probabilities of the outcome are (almost) equal to 1. The plots for
other methods more closely resemble the regular logistic regression plot in which
predicted probabilities are between the numbers 0 and 1.
Here, several diagnostics are introduced to inspect whether the MCMC algorithm

produces adequate posterior samples for parameters when using weakly informative
Normal(0, 2.5), Cauchy(0, 2.5), and Student-t(0, 2.5, df = 7) priors. The poten-
tial scale reducing factor (R̂) and effective sample size (ESS) statistics for each
parameter are used to determine whether the MCMC algorithm converges properly
with high estimation accuracy. These statistics are obtained by inspecting multiple
chains and dissimilarities between them (default number of chains is often 4). The
R̂ statistic shows whether the chains converge to the same area by exploring the

2For more details on obtaining the estimates of model parameters and their standard errors
using R code for each estimation method see Supplementary material.
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Table 3. Estimates and standard errors of the coeffi cients for the
logistic regression.

PMLE PMLE via NB
MCMC

Normal(0, 2.5)
β β̂ SE(β̂) β̂ SE(β̂) β̂ SE(β̂)
β0 3.77 1.49 4.69 2.45 4.52 1.55
β1 2.93 1.55 3.25 1.10 3.33 1.39
β2 -0.03 0.04 -0.05 0.07 -0.04 0.04
β3 -2.60 0.78 -3.11 1.29 -3.09 0.82

MCMC
Cauchy(0, 2.5)

MCMC
Student-t(0, 2.5, df =7)

MCMC
Log-F(1, 1)

β β̂ SE(β̂) β̂ SE(β̂) β̂ SE(β̂)
β0 4.40 1.57 4.47 1.59 3.23 1.20
β1 5.53 4.07 3.53 1.73 3.95 1.63
β2 -0.04 0.04 -0.04 0.04 -0.02 0.04
β3 -3.01 0.82 -3.08 0.85 -2.45 0.66

MCMC
Log-F(2, 2)

Bayesian
Ridge LR

Bayesian
Lasso LR

β β̂ SE(β̂) β̂ SE(β̂) β̂ SE(β̂)
β0 2.40 1.04 3.86 1.59 3.53 1.49
β1 3.10 1.31 4.64 4.59 3.60 3.15
β2 -0.01 0.03 -0.03 0.04 -0.02 0.03
β3 -2.06 0.59 -2.71 0.84 -2.58 0.82

ratio of their within and between variances. A value of R̂ < 1.1 indicates good
convergence of the chains for the corresponding parameter. A high value of the
ESS statistic indicates low autocorrelation and high estimation accuracy within
the chains, where ESS > 1000 is often considered to be an adequate sample size
statistic for many social scientists [25]. Table 4 displays the values of R̂ and ESS
statistics obtained for each parameter, where the MCMC algorithm is used with
Normal(0, 2.5), Cauchy(0, 2.5), and Student-t(0, 2.5, df = 7) priors, respectively.
The use of MCMC algorithm with Normal(0, 2.5) and Student-t(0, 2.5, df = 2.5)
priors results in good convergence of the chains (i.e., R̂ = 1 for each parameter) with
low autocorrelation, and consequently, high estimation accuracy (i.e., ESS > 1000
for each parameter). Although the MCMC algorithm with Cauchy(0, 2.5) prior
produces good convergence of the chains for each parameter, there is a high au-
tocorrelation and a low estimation accuracy within parameter samples, especially
when looking at the relationship between the outcome and dichotomous predic-
tor NV (i.e., ESS = 103 for parameter β1). Thus, the focus from now on will be
particularly on parameter β1 to visually inspect the difference between the MCMC
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Figure 6. The values of linear predictor against predicted probabilities

algorithm with weakly informative Normal(0, 2.5), Cauchy(0, 2.5), and Student-t(0,
2.5, df = 7) priors.

Table 4. The R̂ and ESS statistics for each parameter under Nor-
mal(0, 2.5), Cauchy(0, 2.5), and Student-t(0, 2.5, df = 7) priors.

HMC
Normal(0, 2.5)

HMC
Cauchy(0, 2.5)

HMC
Student-t(0, 2.5, df = 7)

R̂ ESS R̂ ESS R̂ ESS

β0 1.0 2620 1.0 1800 1.0 2303
β1 1.0 2064 1.0 848 1.0 1752
β2 1.0 3342 1.0 1988 1.0 3355
β3 1.0 2280 1.0 1874 1.0 1933

Figure 7 shows the histograms of marginal posterior distribution, trace plot
(chains separate), autocorrelation plot (combined chains) and log posterior for pa-
rameter β1 under the three priors, respectively. A marginal posterior distribution
is obtained for one single parameter by not taking other parameters in the model
into account. The histograms show that the marginal posterior distribution of pa-
rameter β1 is normal when using the normal prior and is close to be normal when
using the Student-t prior with df = 7 degrees of freedom, for which the mean (solid
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Figure 7. Marginal posterior distributions, trace and autocor-
relation plots and log posteriors for parameter β1 under weakly
informative Normal(0, 2.5), Cauchy(0, 2.5), and Student-t(0, 2.5,
df = 7) priors

line) and the median (dashed line) are (almost) equal to each other. The mar-
ginal posterior of parameter β1 using the Cauchy prior has a right skewed (i.e., the
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mean to the right of the median) distribution. By default, the MCMC algorithm in
rstanarm utilizes 2000 posterior samples of parameter β1 for each chain (i.e., 8000
samples in total), half of which are used in a warm-up phase and discarded later on
before showing diagnostics and making inference. Thus, each of the four trace plots
above under the three priors is created by using 1000 posterior samples of parame-
ter β1. Based on these plots, the chains display adequate mixing under Normal(0,
2.5) and Student-t(0, 2.5, df = 7) priors, but they may exhibit consecutive peri-
ods in positive direction under Cauchy(0, 2.5) prior. Based on the autocorrelation
plots, independently from the prior distribution of parameter β1, the correlation
between variable NV and its value at lag zero is one, since the latter represents
the variable itself. The height of spike at lag zero is quickly reduced to zero (and
fluctuated around zero afterwards) with increasing values of lags under Normal(0,
2.5) and Student-t(0, 2.5, df = 7) priors for parameter β1, respectively, which is a
sign against autocorrelation. However, when using Cauchy(0, 2.5) prior for para-
meter β1, the decrease in the height of spike at lag zero is relatively slow (and does
not fluctuate considerably around zero) compared to that using Normal(0, 2.5) and
Student-t(0, 2.5, df = 7) priors, which is a sign of positive autocorrelation.
The marginal posterior distribution for β1 is highly curved when using the

MCMC algorithm with Cauchy(0, 2.5) prior. This causes many divergent tran-
sitions in the MCMC algorithm, which are shown by the red points in the log
posterior scatter plot above. This is evidence of too large step size in the MCMC
algorithm under Cauchy(0, 2.5) prior. In this case, the results of MCMC algorithm
should not be trusted. The MCMC algorithm needs a smaller step size to avoid
divergent transitions and to draw plausible samples from the marginal posterior
distribution of β1, which can easily be adjusted by increasing the default value of
δ parameter in rstanarm (e.g., from 0.95 to 0.99). Table 5 shows the estimates of
parameters and their standard errors and the values of R̂ and ESS statistics, when
using Cauchy(0, 2.5) prior with divergent (δ = 0.95) and non-divergent (δ = 0.99)
transitions, respectively. Based on this table, decreasing the step size in the MCMC
algorithm by increasing the value of δ from 0.95 to 0.99 does not have much in-
fluence on parameter estimates and their standard errors. Moreover, increasing
the value of δ results in a non-convergence (i.e., R̂ = 1.1 for parameter β1) and a
decrease in estimation accuracy (i.e., ESS is only 35 for parameter β1). Therefore,
it is not recommended to use this prior to overcome separation in the endometrial
cancer data.

7. Discussion

Researchers in social sciences commonly use simple data manipulation techniques
to overcome separation in logistic regression. These solutions are often unsatisfac-
tory and do not meet the expectations of researchers. Thus, many researchers
have been paying attention to more convenient approaches for estimation, such as
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Table 5. Estimates and standard errors and the R̂ and ESS sta-
tistics under Cauchy(0, 2.5) prior with divergent and non-divergent
transitions.

Divergent transitions
δ = 0.95

Non-divergent transitions
δ = 0.99

β β̂ SE(β̂) R̂ ESS β̂ SE(β̂) R̂ ESS

β0 4.53 1.66 1.0 929 4.40 1.75 1.0 258
β1 5.99 4.54 1.0 103 6.05 4.61 1.1 35
β2 −0.04 0.04 1.0 1088 −0.04 0.04 1.0 1400
β3 −3.08 0.89 1.0 988 −3.01 0.90 1.0 234

symptotic and bootstrap-based bias reduction methods and Bayesian methods us-
ing weakly informative priors. However, the performance of these methods have not
been fully investigated yet with respect to bias, precision, and accuracy measures
in the context of logistic regression.
In the simulation, three methods were used to obtain the estimates of model

parameters and their standard errors: Firth’s penalized maximum likelihood esti-
mation, Firth’s method with nonparametric bootstrapping, and Bayesian approach
with seven different priors. In a concrete real life example, parameter estimation
was performed using these three methods for the endometrial cancer data. Supple-
mentary material contains the relevant R code for obtaining the estimates of model
parameters and their standard errors for each estimation method presented in this
paper. Results of the simulation study and the analysis of the endometrial cancer
data have showed that although most of the methods perform well in coping with
the consequences of separation problem in logistic regression, Bayesian estimation
with Log-F(2, 2) prior performs better than other methods.
The choice of prior distribution in Bayesian approach plays an essential role to

overcome separation in logistic regression. It was shown both by the simulation and
real life example that Bayesian approach with Cauchy(0, 2.5) or Ridge prior does
not provide a reliable solution to separation in logistic regression, since these priors
incorporate too much detrimental information into the analysis. A more coherent
weakly informative prior such as Normal(0, 2.5), Student-t(0, 2.5, df = 7), Log-F(1,
1), Log-F(2, 2), or Lasso prior should be utilized in place of Cauchy(0, 2.5) prior
when dealing with separation in the data.
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Abstract. In this study, we firstly examined the Horadam quaternions de-
fined and studied by Halici and Karataş in [4]. Then, we used the Binet’s for-
mula to show some properties of the (p, q)-Fibonacci and Lucas quaternions.
We also give some important identities including these quaternions.

1. Introduction

Fibonacci and Lucas quaternions cover a wide range of interest in modern math-
ematics as they appear in the comprehensive works of [2, 4—6]. The Fibonacci
quaternion QF,n is the n-th term of the sequence where each term is the sum of
the two previous terms beginning with the initial values QF,0 = i + j + 2k and
QF,1 = 1 + i+ 2j + 3k. The well-known Fibonacci quaternion numbers are defined
as

QF,n = Fn + iFn+1 + jFn+2 + kFn+3, n ≥ 0, (1)

where i2 = j2 = k2 = ijk = −1. Similarly, Lucas quaternions are defined as
QL,n = Ln+iLn+1 +jLn+2 +kLn+3 for n ≥ 0, where Fn and Ln are n-th Fibonacci
and Lucas number, respectively.
Ipek [8] studied the (p, q)-Fibonacci quaternions QF,n which is defined as

QF,n = pQF,n−1 + qQF,n−2, n ≥ 2 (2)

with initial conditions QF,0 = i + pj + (p2 + q)k, QF,1 = 1 + pi + (p2 + q)j +
(p3 + 2pq)k and p2 + 4q > 0. Note that the (p, q)-Fibonacci numbers are defined
by Fn = pFn−1 + qFn−2, F0 = 0 and F1 = 1. Then, if p = q = 1, we get the
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classical Fibonacci quaternion QF,n. If p = 2q = 2, we get the Pell quaternion
QP,n = Pn + iPn+1 + jPn+2 + kPn+3, where Pn is the n-th Pell number.
Another important sequence is the (p, q)-Lucas sequence. This sequence is de-

fined by the recurrence relation

Ln = pLn−1 + qLn−2, L0 = 2, L1 = p. (3)

The well-known Binet’s formulas for (p, q)-Fibonacci and Lucas quaternion, see
[8], are given by

QF,n =
ααn − ββn

α− β and QL,n = ααn + ββn, (4)

respectively. Here, α, β are roots of the characteristic equation t2− pt− q = 0, and
α = 1 + αi + α2j + α3k and β = 1 + βi + β2j + β3k. We note that α + β = p,

αβ = −q and α− β =
√
p2 + 4q.

The generalized of Fibonacci quaternion Qw,n is defined by Halici and Karataş
in [4] as

Qw,0 = a+ bi+ (pb+ qa)j + ((p2 + q)b+ pqa)k,

Qw,1 = b+ (pb+ qa)i+ ((p2 + q)b+ pqa)j + ((p3 + 2pq)b+ q(p2 + q)a)

and Qw,n = pQw,n−1 + qQw,n−2, for n ≥ 2 which is called as the generalized Fi-
bonacci quaternions. So, each term of the generalized Fibonacci sequence {Qw,n}n≥0

is called generalized Fibonacci quaternion.
The Binet formula for generalized Fibonacci quaternion Qw,n, see [4], is given

by

Qw,n =
Aααn −Bββn

α− β , (5)

where A = b − aβ, B = b − aα, α, β are roots of the characteristic equation
t2−pt−q = 0, and α = 1+αi+α2j+α3k and β = 1+βi+β2j+β3k. If a = 0 and
b = 1, we get the classical (p, q)-Fibonacci quaternion QF,n. If a = 2 and b = p, we
get the (p, q)-Lucas quaternion QL,n.
In this paper, we study some properties of the (p, q)-Fibonacci quaternions, (p, q)-

Lucas quaternions and the generalized Fibonacci quaternions.

2. Main results

There are three well-known identities for generalized Fibonacci numbers, namely,
Catalan’s, Cassini’s, and d’Ocagne’s identities. The proofs of these identities are
based on Binet formulas. We can obtain these types of identities for generalized
Fibonacci quaternions using the Binet formula for Qw,n. Then, we require αβ and
βα. These products are given in the following lemma.

Lemma 1. We have
αβ = QL,0 − [q]− q∆ω, (6)
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and
βα = QL,0 − [q] + q∆ω, (7)

where ω = qi+ pj − k, [q] = 1− q + q2 − q3 and ∆ = α− β.

Proof. From the definitions of α and β, and using i2 = j2 = k2 = −1 and ijk = −1,
we have

αβ = 2 + (α+ β)i+ (α2 + β2)j + (α3 + β3)k

− (1 + αβ + (αβ)2 + (αβ)3) + α2β2(β − α)i+ αβ(α2 − β2)j + αβ(β − α)k

= 2 + pi+ (p2 + 2q)j + (p3 + 3pq)k − (1− q + q2 − q3)− q∆(qi+ pj − k)

= QL,0 − [q]− q∆ω,

where [q] = 1 − q + q2 − q3 and ω = qi + pj − k, and the final equation gives Eq.
(6). The other identity can be computed similarly. �

The Lemma 1 gives us the following useful identity:

αβ + βα = 2(QL,0 − [q]). (8)

The following theorem gives Catalan’s identities for generalized Fibonacci quater-
nions.

Theorem 2. For any integers m and n with m ≥ n, we have

Q2
w,m −Qw,m+nQw,m−n = −AB(−q)mF−n ((QL,0 − [q])Fn − qωLn) , (9)

where A = b − aβ, B = b − aα, and Fn, Ln are the n-th (p, q)-Fibonacci and
(p, q)-Lucas numbers, respectively.

Proof. From the Binet formula for generalized Fibonacci quaternions Qw,n in (5)
and ∆2 = p2 + 4q, we have

∆2
(
Q2
w,m −Qw,m+nQw,m−n

)
=
(
Aααm −Bββm

)2 − (Aααm+n −Bββm+n
) (
Aααm−n −Bββm−n

)
= AB(−q)m−n

(
αβα2n + βαβ2n − (−q)n

(
αβ + βα

) )
.

We require Eqs. (6) and (7). Using this equations, we obtain

Q2
w,m −Qw,m+nQw,m−n

=
AB(−q)m−n

∆2

(
(QL,0 − [q])(α2n + β2n − 2(−q)n)− q∆ω(α2n − β2n))

)
=
AB(−q)m−n

∆2

(
(QL,0 − [q])(L2n − 2(−q)n)− q∆2ωF2n

)
.

Using the identity ∆2F2
n = L2n − 2(−q)n gives

Q2
w,m −Qw,m+nQw,m−n = AB(−q)m−n

(
(QL,0 − [q])F2

n − qωF2n

)
,
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where Ln, Fn are the n-th (p, q)-Lucas and (p, q)-Fibonacci numbers, respectively.
With the help of the identities F2n = FnLn and F−n = −(−q)nFn, we have Eq.
(9). The proof is completed. �
Taking n = 1 in this theorem and using F−1 = 1

q , we obtain Cassini’s identities
for generalized Fibonacci quaternions. This result gives another version of the
Corollary 3.6 in [10].

Corollary 3. For any integer m, we have

Q2
w,m −Qw,m+1Qw,m−1 = AB(−q)m−1 (QL,0 − [q]− pqω) , (10)

where A = b− aβ, B = b− aα and [q] = 1− q + q2 − q3.

The following theorem gives d’Ocagne’s identities for generalized Fibonacci quater-
nions.

Theorem 4. For any integers n and m with n ≥ m, we have
Qw,nQw,m+1 −Qw,n+1Qw,m = (−q)mAB ((QL,0 − [q])Fn−m − qωLn−m) , (11)

Fn, Ln are the n-th (p, q)-Fibonacci and (p, q)-Lucas numbers, respectively.

Proof. Using the Binet formula for the generalized Fibonacci quaternions gives

∆2(Qw,nQw,m+1 −Qw,n+1Qw,m)

=
(
Aααn −Bββn

) (
Aααm+1 −Bββm+1

)
−
(
Aααn+1 −Bββn+1

) (
Aααm −Bββm

)
= ∆(−q)mAB

(
αβαn−m − βαβn−m

)
.

We require the Eqs. (6) and (7). Substituting these into the previous equation, we
have

Qw,nQw,m+1 −Qw,n+1Qw,m

=
1

∆
(−q)mAB

(
(QL,0 − [q])(αn−m − βn−m)− q∆ω(αn−m + βn−m)

)
= (−q)mAB ((QL,0 − [q])Fn−m − qωLn−m) .

The second identity in the above equality, can be proved using Ln−m = αn−m +
βn−m and ∆Fn−m = αn−m − βn−m. This proof is completed. �
In particular, writing m = n− 1 in this theorem and using the identity L1 = p,

we obtain Cassini’s identities for generalized Fibonacci quaternions. Now, taking
m = n in this theorem and using the initial conditions F0 = 0 and L0 = 2, we
obtain the next identity.

Corollary 5. For any integer n, we have

Qw,nQw,n+1 −Qw,n+1Qw,n = 2(−q)n+1ABω, (12)

where A = b− aβ, B = b− aα and ω = qi+ pj − k.
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Theorem 6. For any integers n, r and s, we have

QL,n+rQF,n+s −QL,n+sQF,n+r = 2(−q)n+rFs−r(QL,0 − [q]). (13)

Proof. The Binet formulas for the (p, q)-Lucas and (p, q)-Fibonacci quaternions give

∆(QL,n+rQF,n+s −QL,n+sQF,n+r)

=
(
ααn+r + ββn+r

) (
ααn+s − ββn+s

)
−
(
ααn+s + ββn+s

) (
ααn+r − ββn+r

)
= (αβ)n(αsβr − αrβs)(αβ + βα).

Using initial condition QL,0, we have

QL,n+rQF,n+s −QL,n+sQF,n+r = 2(−q)n+rFs−r(QL,0 − [q]).

�

After deriving these famous identities, we present some other identities for the
generalized Fibonacci quaternions. In particular, when using the Binet formulas to
obtain identities for the (p, q)-Fibonacci and (p, q)-Lucas quaternions, we require
α2 and β2. These products are given in the next lemma.

Lemma 7. We have

α2 = (QL,0 − rp,q) + ∆(QF,0 − sp,q), (14)

and

β2 = (QL,0 − rp,q)−∆(QF,0 − sp,q), (15)

where ∆ = α−β, rp,q = 1+ p
2 (F2+F4+F6)+q(F1+F3+F5), sp,q = 1

2 (F2+F4+F6)
and Fn is the n-th (p, q)-Fibonacci number.

Proof. From the definitions of α and β, and using i2 = j2 = k2 = −1, ijk = −1
and αn = Fnα+ qFn−1 for n ≥ 1, we have

α2 = 2(1 + αi+ α2j + α3k)− (1 + α2 + α4 + α6)

= 2 + pi+ (p2 + 2q)j + (p3 + 3pq)k + ∆(i+ pj + (p2 + q)k)

− (1 + (F2α+ qF1) + (F4α+ qF3) + (F6α+ qF5))

= (QL,0 − rp,q) + ∆(QF,0 − sp,q),

where rp,q = 1 + p
2 (F2 + F4 + F6) + q(F1 + F3 + F5) and sp,q = 1

2 (F2 + F4 + F6)
and the final equation gives Eq. (14). The other can be computed similarly. �

We present some interesting identities for (p, q)-Fibonacci, (p, q)-Lucas quater-
nions and generalized Fibonacci quaternions. A similar identity can be seen in
Theorem 3.11 in [10].
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Theorem 8. For any integer n, we have

Q2
L,n −Q2

F,n =

(
∆2−1

∆2 (QL,0 − rp,q)L2n + (QF,0 − sp,q)F2n

+2 (∆2+1)(−q)n
∆2 (QL,0 − [q]).

)
(16)

Proof. Using the Binet formulas for the (p, q)-Fibonacci and (p, q)-Lucas quater-
nions, we obtain

∆2(Q2
L,n −Q2

F,n) = ∆2
(
ααn + ββn

)2 − (ααn − ββn)2
= (∆2 − 1)(α2α2n + β2β2n) + (∆2 + 1)(αβ)n(αβ + βα).

Substituting Eqs. (6) and (7) into the last equation, we have

∆2(Q2
L,n −Q2

F,n) = (∆2 − 1)(α2α2n + β2β2n) + 2(∆2 + 1)(αβ)n(QL,0 − [q]). (17)

Then, using Eqs. (14) and (15), we obtain

α2α2n + β2β2n = (α2n + β2n)(QL,0 − rp,q) + ∆(QF,0 − sp,q)(α2n − β2n). (18)

Substituting Eq. (18) into Eq. (17) gives Eq. (16). �

Corollary 9. For any integers n and m with m ≥ n, we have
QF,nQw,m −Qw,mQF,n = 2(−q)n+1ωWm−n, (19)

where ω = qi+pj−k and Wn = Aαn−Bβn
α−β is the n-th generalized Fibonacci number.

Proof. The Binet formulas for the (p, q)-Fibonacci and generalized Fibonacci quater-
nions give

∆2(QF,nQw,m −Qw,mQF,n)

=
(
ααn − ββn

) (
Aααm −Bββm

)
−
(
Aααm −Bββm

) (
ααn − ββn

)
= (Aαmβn −Bαnβm)(αβ − βα).

Using Eqs. (6) and (7), we have

QF,nQw,m −Qw,mQF,n = (αβ)n(Aαm−n −Bβm−n)(αβ − βα)

= 2(−q)n+1ωWm−n,

where ω = qi+ pj− k and Wn is the n-th generalized Fibonacci number defined by
Wn = Aαn−Bβn

α−β . �

Taking m = n in this corollary and using W0 = a, we obtain the next identity.

Corollary 10. For any integer n, we have

QF,nQw,n −Qw,nQF,n = 2(−q)n+1aω, (20)

where A = b− aβ, B = b− aα and ω = qi+ pj − k.
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3. Conclusion

Sequences of numbers have been studied over several years, including the well
known Horadam sequence and, consequently, on the Horadam quaternions studied
in [4]. In this paper we have also contributed for the study of (p, q)-Fibonacci and
Lucas quaternion sequence, deducing some of their identities using the Binet-style
formula of Horadam quaternions. It is our intention to continue the study of this
type of sequences, exploring some their applications in the science domain. For
example, a new type of sequences in the complex algebra with the use of these
numbers and their combinatorial properties.

Acknowledgements. The author thanks the suggestions sent by the reviewer,
which have improved the final version of this article.

References

[1] Cerda-Morales, G., On generalized Fibonacci and Lucas numbers by matrix methods,
Hacettepe Journal of Mathematics and Statistics, 42(2) (2013), 173—179.

[2] Halici, S., On Fibonacci quaternions, Adv. Appl. Cliff ord Algebras, 22 (2012), 321—327.
[3] Halici, S., On complex Fibonacci quaternions, Adv. Appl. Cliff ord Algebras, 23 (2013), 105—

112.
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Abstract. This paper dedicated to study quadratic maps. We present some
new operator equalities and inequalities by using quadratic map in the frame-
work of B (H ). Applications for particular case of interest are also provided.

1. Introduction and preliminaries

As customary, we reserve α for scalars and other capital letters denote general
elements of the C∗-algebra B (H ) of all bounded linear operator acting on Hilbert

space (H , 〈·, ·〉). The absolute value of operator A is denoted by |A| = (A∗A)
1
2 ,

where A∗ stands for the adjoint of A. An operator A is called positive (in symbol:
A ≥ 0) if 〈Ax, x〉 ≥ 0. A linear map φ : B (H ) → B (H ) is positive if φ (A) ≥ 0
whenever A ≥ 0. More information on such maps can be found in [10, p. 18].
The study of linear maps on an algebra of bounded linear operators on a Hilbert
space has been developed by many authors (see for instance [3, 5, 7, 13, 14]). Also,
for a host of positive linear map inequalities, and for diverse applications of these
inequalities, we refer to [8, 11, 15], and references therein. As is known to all, the
linear property plays an important role to obtain this inequalities.

The motivation of this paper is to present some results concerning equalities
and inequalities for maps without linear property on complex Hilbert spaces. In
order to prove our main results, we need the following essential definitions. A map
ϕ : B (H )×B (H )→ B (H ) is a sesquilinear, if satisfying the following conditions:

(1) ϕ (αA1 + βA2, B) = αϕ (A1, B) + βϕ (A2, B) ;
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(2) ϕ (A,αB1 + βB2) = αϕ (A,B1) + βϕ (A,B2) ;

for all α, β ∈ C and A1, A2, B1, B2 ∈ B (H ). A sesquilinear form ϕ is called
positive if ϕ (A,A) ≥ 0, for each A ∈ B (H ). The sesquilinear form ϕ is said to
be symmetric if ϕ (A,B) = ϕ (B,A) for all A,B ∈ B (H ). The map Φ : B (H )→
B (H ) defined by Φ (A) = ϕ (A,A), is called the quadratic map associated with
ϕ. It can be easily verified that the definition of quadratic map is different from
positive linear map. In fact, by using a sesquilinear map we create a quadratic map,
that is not necessarily linear and positive.
The paper is organized in the following way: After this Introduction, in Section

2 we deduce some equalities. The parallelogram law is recovered (see Theorem 2.1
and 2.2) and some other interesting operator equalities are established. Afterward,
in Section 3, we get an extension of some well known inequalities such as, triangle
(Theorem 3.1) inequality. Especially, Bohr’s inequality is generalized to the context
of quadratic map (see Theorem 3.4). Some results concerning this inequality are
surveyed (see Corollary 3.5 and 3.6). In Section 4 before closing the paper, we give
an application of our results in the previous sections. We show that our results are
a generalization of some well known works due to Fujii [9] and Hirzallah [12].

2. Some equalities for quadratic maps

Here and throughout, Φ stands for the quadratic map. Our first main result in
this section reads as follows.

Theorem 2.1. Let A,B ∈ B (H ). Then

Φ (A+B) + Φ (A−B) = 2 (Φ (A) + Φ (B)) . (2.1)

Proof. We observe that

ϕ (A+B,A+B) = ϕ (A,A) + ϕ (A,B) + ϕ (B,A) + ϕ (B,B) . (2.2)

Replace B by −B in the above equality, we deduce

ϕ (A−B,A−B) = ϕ (A,A)− ϕ (A,B)− ϕ (B,A) + ϕ (B,B) . (2.3)

By adding (2.2) and (2.3), we obtain desired result (2.1). �

The following generalization of the parallelogram law holds.

Theorem 2.2. Let A,B ∈ B (H ) and 0 6= t ∈ R. Then

Φ (A+B) +
1

t
Φ (tA−B) = (1 + t) Φ (A) +

(
1 +

1

t

)
Φ (B) . (2.4)
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Proof. We observe that

Φ (A+B) +
1

t
Φ (tA−B)

= Φ (A) + Φ (B) + ϕ (A,B) + ϕ (B,A)

+ tΦ (A) +
1

t
Φ (B)− ϕ (A,B)− ϕ (B,A)

= (1 + t) Φ (A) +

(
1 +

1

t

)
Φ (B) .

which proves the theorem. �

Remark 2.3. Assume that ϕ is a positive sesquilinear form. If 0 < t ≤ 1, then
1
t ≥ 1, so that the second term 1

tΦ (tA−B) of the left side of the equality (2.4) is
greater that Φ (tA−B). Hence we have

Φ (A∓B) + Φ (tA±B) ≤ (1 + t) Φ (A) +

(
1 +

1

t

)
Φ (B) .

Similarly, if either t ≥ 1 or t < 0, then

Φ (A∓B) + Φ (tA±B) ≥ (1 + t) Φ (A) +

(
1 +

1

t

)
Φ (B) .

The following result can be regarded as an extension of the well-known Apollo-
nius’s identity (see, e.g., [2, Lemma 2.12]).

Theorem 2.4. Let A,B,C ∈ B (H ). Then

Φ (A−B) = 2Φ (C −A) + 2Φ (C −B)− 4Φ

(
C − A+B

2

)
. (2.5)

Proof. By Theorem 2.1, we have

Φ

(
C − A+B

2

)
= Φ

(
C

2
− A

2
+
C

2
− B

2

)
= 2

[
Φ

(
C

2
− A

2

)
+ Φ

(
C

2
− B

2

)]
− Φ

(
B

2
− A

2

)
=

1

2
[Φ (C −A) + Φ (C −B)]− 1

4
Φ (B −A) .

which is clearly equivalent to (2.5). �

The following result concerning the quadratic maps may be stated.

Theorem 2.5. Let A,B ∈ B (H ). Let ϕ be symmetric sesquilinear form and
Φ (A) = Φ (B). Then for each ±1, 0 6= α ∈ R we have

Φ (A+ αB) = Φ (B + αA) . (2.6)
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Proof. One can easily see that

Φ (A+ αB) = Φ (A) + 2αϕ (A,B) + α2Φ (B)

= Φ (B) + 2αϕ (B,A) + α2Φ (A)

= Φ (B + αA) .

Therefore we obtain the desired equality (2.6). �

Theorem 2.6. Let A,B,C ∈ B (H ) such that A + B + C = 0, and let ϕ be a
symmetric sesquilinear form and Φ (A) = Φ (B). Then

Φ (A− C) = Φ (B − C) .

Proof. By easy computation we have

Φ (A− C) + Φ (A−B)

= 2Φ (A) + Φ (C) + Φ (B)− 2ϕ (A,B + C)

= 4Φ (A) + Φ (C) + Φ (B) .

Also
Φ (B − C) + Φ (A−B) = 4Φ (B) + Φ (C) + Φ (A) .

Hence
Φ (A− C) = Φ (B − C) .

�

The results in the following proposition is derived from the Theorem 2.6.

Proposition 2.7. Let A,B,C,D ∈ B (H ) such that A+B + C +D = 0, and let
ϕ be a symmetric sesquilinear form and Φ (A) = Φ (B), Φ (C) = Φ (D). Then

Φ (A− C) = Φ (B −D) ,

and
Φ (B − C) = Φ (A−D) .

Proof. It is easy to obtain that

Φ (A− C) + Φ (A−B) = 2Φ (A) + Φ (C) + Φ (B)− 2ϕ (A,C +B) ,

Φ (B −D) + Φ (A−B) = 2Φ (B) + Φ (C) + Φ (A)− 2ϕ (B,A+D) .

Subtracting and using the hypothesis, this gives

Φ (A− C)− Φ (B −D) = 2ϕ (B,A+D)− 2ϕ (A,C +B)

= 2ϕ (B,A+D) + 2ϕ (A,A+D)

= 2ϕ (A+B,A+D) .

Now

ϕ (A+B,A) = Φ (A) + ϕ (B,A) = Φ (B) + ϕ (A,B) = ϕ (A+B,B) ,
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and
ϕ (A+B,D) = −ϕ (C +D,D) = −ϕ (C +D,C) = ϕ (A+B,C) .

Therefore

ϕ (A+B,A+D) = ϕ (A+B,B + C) = −ϕ (A+B,A+D) = 0,

which implies that
Φ (A− C) = Φ (B −D) .

We can easily also check that

Φ (B − C) = Φ (A−D) .

�

3. Some inequalities for quadratic maps

The following simple result is of interest in itself as well:

Theorem 3.1. Let A,B ∈ B (H ) and Φ be a positive quadratic map associated
with ϕ such that ϕ is symmetric. Then

4 Reϕ (A,B) ≤ Φ (A+B) ≤ 2 (Φ (A) + Φ (B)) . (3.1)

Proof. Since Φ (A−B) ≥ 0, then

Φ (A) + 2 Reϕ (A,B) + Φ (B) ≥ 4 Reϕ (A,B) ,

therefore
Φ (A+B) ≥ 4 Reϕ (A,B) . (3.2)

On the other hand
Φ (A) + Φ (B) ≥ 2 Reϕ (A,B) ,

then
2 (Φ (A) + Φ (B)) ≥ Φ (A) + Φ (B) + 2 Reϕ (A,B) ,

so
2 (Φ (A) + Φ (B)) ≥ Φ (A+B) . (3.3)

By (3.2) and (3.3) we deduce the desired result (3.1). �
It is worth to mention that the right side of inequality (3.1) is an extension of

the triangle inequality.

Corollary 3.2. Let A,B,C ∈ B (H ) and Φ be a positive quadratic map associated
with ϕ such that ϕ is symmetric. Then

Φ (A− C) ≤ 2 (Φ (A−B) + Φ (B − C)) . (3.4)

The forthcoming theorem gives an upper bound for Φ (A+B).

Theorem 3.3. Let A,B ∈ B (H ) and Φ be a positive quadratic map associated
with ϕ such that ϕ is symmetric and Φ (A) = Φ (B). Then for each 0 6= α ∈ R,

Φ (A+B) ≤ Φ
(
αA+ α−1B

)
.
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Proof. We know that for any real numbers α 6= 0,
(
α− α−1

)2 ≥ 0 so α2+α−2 ≥ 2.
Using the fact that Φ (A) = Φ (B), one has

Φ
(
αA+ α−1B

)
= α2Φ (A) + 2ϕ (A,B) + α−2Φ (B)

=
(
α2 + α−2

)(Φ (A) + Φ (B)

2

)
+ 2ϕ (A,B)

≥ Φ (A) + Φ (B) + 2ϕ (A,B)

= Φ (A+B) .

This completes the proof of Theorem 3.3. �

Several authors discussed operator version of Bohr inequality (see for instance
[4]). In the following, we give a unified version of Bohr inequality.

Theorem 3.4. Let A,B ∈ B (H ) and p, q > 1 with 1
p + 1

q = 1, p ≤ q, and let Φ be
a positive quadratic map. Then

Φ (A−B) + Φ ((1− p)A−B) ≤ pΦ (A) + qΦ (B) .

Proof. By easy computation observe that

pΦ (A) + qΦ (B)− Φ (A−B)− Φ ((1− p)A−B)

= (2− p) (p− 1) Φ (A) + (q − 2) Φ (B)− (p− 2) (ϕ (A,B) + ϕ (B,A))

= (2− p) (p− 1) Φ (A) +

(
2− p
p− 1

)
Φ (B) + (2− p) (ϕ (A,B) + ϕ (B,A))

= (2− p) Φ

(√
p− 1A+

1√
p− 1

B

)
≥ 0

where the last inequality follows from the fact that p ≤ q and so the proof is
complete. �

The following corollary is a natural consequence of the above result.

Corollary 3.5. Let A,B ∈ B (H ) and p, q > 1, 1p + 1
q = 1, and let Φ be a positive

quadratic map. Then
Φ (A−B) ≤ pΦ (A) + qΦ (B) .

The next results follows by applying Corollary 3.5, first to the operators A,B
and second to the operators A,−B.

Corollary 3.6. Let A,B ∈ B (H ) and Φ be a positive quadratic map. Then for
any p > 1,

± (ϕ (A,B) + ϕ (B,A)) ≤ (p− 1) Φ (A) +
1

p− 1
Φ (B) .
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4. Special case

For two bounded linear operators A,B ∈ B (H ), we define the map ϕ : B (H )×
B (H )→ B (H ), with ϕ (A,B) = B∗A. This leads to ϕ (A,A) = |A|2. It is obvious
that ϕ (A,B), is linear in the first variable and conjugate-linear in the second. For
this we first observe from (2.1) the classic parallelogram law for operators.

|A+B|2 + |A−B|2 = 2
(
|A|2 + |B|2

)
.

We have from (2.5), the following well known equality

|A−B|2 = 2|C −A|2 + 2|C −B|2 − 4

∣∣∣∣C − A+B

2

∣∣∣∣2.
The following generalization of parallelogram law is derived from inequality (2.4),
which is obtained in [9, Theorem 4.1].

|A+B|2 +
1

t
|tA−B|2 = (1− t) |A|2 +

(
1 +

1

t

)
|B|2.

We also remark that, Corollary 2.3 is equivalent to [9, Theorem 3.1] by interchanging
ϕ (A,B) = B∗A.
Also, Theorem 3.4 becomes

|A−B|2 + |(1− p)A−B|2 ≤ p|A|2 + q|B|2.
This result was obtained in [12, Theorem 1].

Acknowledgment. The authors would like to express their hearty thanks to the
referee for their valuable comments.
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Abstract. In this paper, we study invariant submanifolds of a golden Rie-
mannian manifold with the aid of induced structures on them by the golden
structure of the ambient manifold. We demonstrate that any invariant sub-
manifold in a locally decomposable golden Riemannian manifold leaves invari-
ant the locally decomposability of the ambient manifold. We give a necessary
and suffi cient condition for any submanifold in a golden Riemannian manifold
to be invariant. We obtain some necessary conditions for the totally geodes-
icity of invariant submanifolds. Moreover, we find some facts on invariant
submanifolds. Finally, we present an example of an invariant submanifold.

1. Introduction

The differential geometry of submanifolds has occupied an important place in
natural and engineering sciences since some particular types of submanifolds have
been used as a geometric tool to solve many problems concerning these disciplines.
In particular, invariant submanifolds have a key role in applied mathematics and
theoretical physics as a method, such as for determining non-linear normal modes
in non-linear systems [1] and constructing the reduced description for dissipative
systems of reaction kinetics [2]. When considered from this point of view, invariant
submanifolds have a special meaning in differential geometry. Invariant submani-
folds are one of typical classes among all submanifolds of an ambient manifold. It is
well known that in general, an invariant submanifold inherits almost all properties
of the ambient manifold. Therefore, invariant submanifolds are an active and fruit-
ful research field playing a significant role in the development of modern differential
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geometry. Also, the papers related to invariant submanifolds have appeared in vari-
ous ambient manifolds, such as almost contact Riemannian manifolds [3, 4], normal
contact metric manifolds [5], Sasakian manifolds [6], almost product Riemannian
manifolds [7], CR-manifolds [8] etc.
Recently, C∞-differentiable manifolds endowed with golden structures, i.e., golden

manifolds have become a popular topic in differential geometry. In [9], M. C.
Crâşmăreanu and C. E. Hrȩtcanu have shown that there exists a close relationship
between golden and almost product structures. In this sense, F. Etayo, R. San-
tamaría and A. Upadhyay have analyzed almost golden Riemannian manifolds by
use of the corresponding almost product structures in [10], where the concept of
a golden manifold was defined as a C∞-differentiable manifold admitting an in-
tegrable golden structure. In [11], M. Gök, S. Keleş and E. Kılıç have examined
the Schouten and Vrănceanu connections on golden manifolds. The different kind
of classes of submanifolds in a golden Riemannian manifold have been defined ac-
cording to the behaviour of their tangent bundles with respect to the action of
the golden structure of the ambient manifold and studied by several geometers in
[12, 13, 14, 15, 16]. Invariant submanifolds, which are one of important and known
classes of submanifolds, have been investigated in a golden Riemannian manifold for
the first time by C. E. Hrȩtcanu and M. C. Crâşmăreanu with the help of induced
structures on them by the golden structure of the ambient manifold in [17] we can
find their some fundamental properties. The authors have obtained a characteri-
zation for any submanifold in a golden Riemannian manifold to be invariant and
proved that the Nijenhuis tensor of the induced structure vanishes identically on
invariant submanifolds in the case that the ambient manifold is a locally decompos-
able golden Riemannian manifold. Also, an example of an invariant submanifold
regarding a product of two spheres in an Euclidean space has been given in [18].
The main purpose of this paper is to examine invariant submanifolds of a golden

Riemannian manifold by means of induced structures on them by the golden struc-
ture of the ambient manifold.
The paper has three sections and is organized as follows: Section 2 is devoted to

preliminaries containing basic definitions, concepts, formulas, notations and results
for golden Riemannian manifolds and their submanifolds. Section 3 deals with an
investigation of invariant submanifolds of a golden Riemannian manifold. We prove
that any invariant submanifold of a locally decomposable golden Riemannian mani-
fold is also locally decomposable. We obtain a characterization for any submanifold
in a golden Riemannian manifold to be invariant. We find some necessary condi-
tions for any invariant submanifold to be totally geodesic. Also, we get other results
on invariant submanifolds. Lastly, we construct an induced structure on a prod-
uct of hyperspheres in an Euclidean space as an example of a golden Riemannian
structure.
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2. Preliminaries

In this section, we recall some basic facts on golden Riemannian manifolds and
their submanifolds.
A non-trivial C∞-tensor field f of type (1, 1) on a C∞-differentiable manifold

M is called a polynomial structure of degree n if it satisfies the algebraic equation

Q (x) = xn + anx
n−1 + · · ·+ a2x+ a1I = 0, (1)

where I is the identity (1, 1)-tensor field on M and fn−1 (p) , fn−2 (p) , . . . , f (p) , I
are linearly independent for every point p ∈M . Also, the monic polynomial Q (x)
is named the structure polynomial [19].
A polynomial structure Φ of degree 2 with the structure polynomial Q (x) =

x2 − x − 1 on a C∞-differentiable real manifold M is called a golden structure.
That is, the golden structure Φ is a tensor field of type (1, 1) satisfying the algebraic
equation

Φ
2

= Φ + I. (2)

In this case, we say that M is a golden manifold. We denote by Γ
(
TM

)
the Lie

algebra of differentiable vector fields on M . If there exists a Riemannian metric g
on M endowed with a golden structure Φ such that g and Φ verify the relation

g
(
ΦX,Y

)
= g

(
X,ΦY

)
(3)

for any vector fields X,Y ∈ Γ
(
TM

)
, then the pair

(
g,Φ

)
is said to be a golden

Riemannian structure and the triple
(
M, g,Φ

)
is called a golden Riemannian man-

ifold. The eigenvalues of the golden structure Φ are φ = 1+
√
5

2 and 1 − φ = 1−
√
5

2

being the roots of the algebraic equation x2 − x − 1 = 0, where the former is the
golden ratio [9, 17, 18].
Let M be an n-dimensional submanifold of codimension r, isometrically im-

mersed in an m-dimensional golden Riemannian manifold
(
M, g,Φ

)
. We denote

by TpM and TpM⊥ its tangent and normal spaces at a point p ∈ M , respectively.
Then the tangent space TpM admits the decomposition

TpM = TpM ⊕ TpM⊥

for each point p ∈M . The induced Riemannian metric on M is given by

g (X,Y ) = g (i∗X, i∗Y ) (4)

for any vector fields X,Y ∈ Γ(TM), where i∗ is the differential of the immersion
i : M −→ M . We consider a local orthonormal frame {N1, . . . , Nr} of the normal
bundle TM⊥. For every tangent vector field X ∈ Γ(TM), the vector fields Φ (i∗X)
and Φ (Nα) on the ambient manifold M can be decomposed into tangential and
normal components as follows:

Φ (i∗X) = i∗ (Φ (X)) +

r∑
α=1

uα (X)Nα (5)
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and

Φ (Nα) = εi∗ (ξα) +

r∑
β=1

aαβNβ , ε = ±1, (6)

respectively, where Φ is a tensor field of type (1, 1) on M , ξα’s are tangent vector
fields on M , uα’s are differential 1-forms on M and (aαβ) is a matrix of type
r× r of real functions on M for any α, β ∈ {1, . . . , r}. Thus, we obtain a structure(

Φ, g, uα, εξα, (aαβ)r×r

)
induced onM by the golden Riemannian structure

(
g,Φ

)
.

We denote by∇ and∇ the Levi-Civita connections onM andM , respectively. Then
the Gauss and Weingarten formulas of M in M are given, respectively, by

∇i∗X i∗Y = i∗∇XY +

r∑
α=1

hα (X,Y )Nα (7)

and

∇i∗XNα = −i∗AαX +

r∑
β=1

lαβ (X)Nβ (8)

for any vector fields X,Y ∈ Γ(TM), where hα’s are the second fundamental tensors
corresponding to Nα’s, Aα’s are the shape operators in the direction of Nα’s and
lαβ’s are the 1-forms on M corresponding to the normal connection ∇⊥ for any
α, β ∈ {1, . . . , r}. Also, the following relations hold:

h (X,Y ) =

r∑
α=1

hα (X,Y )Nα, (9)

hα (X,Y ) = hα (Y,X) , (10)

hα (X,Y ) = g (AαX,Y ) , (11)

∇⊥XNα =

r∑
β=1

lαβ (X)Nβ (12)

and
lαβ = −lβα (13)

for any vector fields X,Y ∈ Γ(TM) [17].
As it is well known, the submanifold M is called totally geodesic if h = 0.

Besides, the mean curvature vector H of M is defined by

H =

n∑
i=1

h (ei, ei) ,

where {e1, . . . , en} is orthonormal basis of the tangent space TpM at a point p ∈M .
If the mean curvature vector H vanishes identically, thenM is said to be a minimal
submanifold. If h (X,Y ) = g (X,Y )H for any vector fields X,Y ∈ Γ(TM), then
M is named a totally umbilical submanifold [20].
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The triple
(
M, g,Φ

)
is called a locally decomposable golden Riemannian mani-

fold if the golden structure Φ is parallel with respect to the Levi-Civita connection
∇, i.e., the covariant derivative ∇Φ is identically zero. Also, under the assumption
that the induced structure is a golden structure, the same definition can be applied
to the submanifold (M, g,Φ) in terms of the Levi-Civita connection ∇ of M .

3. Invariant Submanifolds of Golden Riemannian Manifolds

This section is mainly concerned with invariant submanifolds in golden Riemann-
ian manifolds. We show that any invariant submanifold in a locally decomposable
golden Riemannian manifold preserves the locally decomposability of the ambient
manifold. We get an equivalent expression to the invariance of any submanifold in
a golden Riemannian manifold. We give some necessary conditions for the totally
geodesicity of invariant submanifolds. Besides, we obtain some results on invariant
submanifolds.
As a beginning, we remember that the notion of an invariant submanifold in

golden Riemannian manifolds. Any invariant submanifoldM of a golden Riemann-
ian manifold

(
M, g,Φ

)
is submanifold such that the golden structure Φ of the

ambient manifold M carries each tangent vector of the submanifold M into its
corresponding tangent space in the ambient manifold M , in other words,

Φ (TpM) ⊆ TpM
for any point p ∈M .
LetM be an n-dimensional invariant submanifold of codimension r, isometrically

immersed in an m-dimensional golden Riemannian manifold
(
M, g,Φ

)
. Then we

have ξα = 0 and uα = 0 for any α ∈ {1, . . . , r}. Hence, (5) and (6) can be expressed
in the following forms:

Φ (i∗X) = i∗ (Φ (X)) (14)

and

Φ (Nα) =

r∑
β=1

aαβNβ , (15)

respectively.

Theorem 1. [18, Remark 3.1] Let M be an n-dimensional invariant submanifold
of codimension r, isometrically immersed in an m-dimensional golden Riemannian

manifold
(
M, g,Φ

)
. Then the induced structure

(
Φ, g, uα = 0, εξα = 0, (aαβ)r×r

)
on M by the golden Riemannian structure

(
g,Φ

)
satisfies the following relations:

Φ2 (X) = Φ (X) +X, (16)

aαβ = aβα, (17)
r∑

γ=1

aαγaβγ = δαβ + aαβ, (18)
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g (Φ (X) , Y ) = g (X,Φ (Y )) (19)

and

g (Φ (X) ,Φ (Y )) = g (Φ (X) , Y ) + g (X,Y ) (20)

for any vector fields X,Y ∈ Γ(TM).

Theorem 2. [18, Theorem 3.2] Let M be an n-dimensional submanifold of codi-
mension r, isometrically immersed in an m-dimensional golden Riemannian man-
ifold

(
M, g,Φ

)
. Then M is an invariant submanifold if and only if the induced

structure (Φ, g) on M is a golden Riemannian structure whenever Φ is non-trivial.

Theorem 3. [17, Theorem 2.1] Let M be an n-dimensional invariant subman-
ifold of codimension r, isometrically immersed in an m-dimensional locally de-
composable golden Riemannian manifold

(
M, g,Φ

)
. Then the induced structure(

Φ, g, uα = 0, εξα = 0, (aαβ)r×r

)
on M by the golden Riemannian structure

(
g,Φ

)
verifies the following relations:

(∇XΦ)Y = 0, (21)

hα (X,ΦY ) =

r∑
β=1

hβ (X,Y ) aβα, (22)

Φ (AαX) =

r∑
β=1

aαβAβX (23)

and

X (aαβ) =

r∑
γ=1

lαγ (X) aγβ +

r∑
γ=1

lβγ (X) aαγ (24)

for any vector fields X,Y ∈ Γ(TM).

Theorem 4. Let M be an n-dimensional invariant submanifold of codimension r,
isometrically immersed in an m-dimensional locally decomposable golden Riemann-
ian manifold

(
M, g,Φ

)
. Then M is a locally decomposable golden Riemannian

manifold whenever Φ is non-trivial.

Proof. Taking into consideration Theorem 2, the proof is obvious from (21). �

Theorem 5. Let M be an n-dimensional submanifold of codimension r, isometri-
cally immersed in an m-dimensional golden Riemannian manifold

(
M, g,Φ

)
. Then

M is an invariant submanifold if and only if there exists a local orthonormal frame
of the normal bundle TM⊥ such that it consists of eigenvectors of the golden struc-
ture Φ.
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Proof. At first, we recall that it is possible to transform the local orthonormal
frame {N1, . . . , Nr} of the normal bundle TM⊥ into another local orthonormal

frame {N ′1, . . . , N ′r} such that ξ′α =
r∑

γ=1
kγαξγ and a

′
αβ = λαδαβ , where (kγα) is an

orthogonal matrix of type r× r and λa’s are the eigenvalues of the matrix (aαβ)r×r
for any α, β ∈ {1, . . . , r}. IfM is an invariant submanifold, then the tangent vector
fields ξ′α’s are zero. Hence, we obtain from (15) that

Φ (N ′α) = λαN
′
α, α = 1, . . . , r,

which shows that the normal vector fields N ′α’s are eigenvectors of the golden struc-
ture Φ. Conversely, we assume that Φ (N ′α) = λαN

′
α for any α ∈ {1, . . . , r}. Then

it follows from (15) that
ξ′α = 0, α = 1, . . . , r,

from which we conclude that the submanifold M is invariant. �

Theorem 6. Let M be an n-dimensional submanifold of codimension r, isometri-
cally immersed in an m-dimensional golden Riemannian manifold

(
M, g,Φ

)
. Then

M is a totally geodesic invariant submanifold if the following relations are satisfied:

Φi∗ = φi∗ (25)

and
ΦNα = (1− φ)Nα, α = 1, . . . , r. (26)

Proof. Using (25) and (26) in (5) and (6), respectively, we get

Φ = φI (27)

and
aαβ = (1− φ) δαβ (28)

for any α, β ∈ {1, . . . , r}. On the other hand, (25) and (26) mean that M is an
invariant submanifold. Thus, in virtue of (27) and (28), it results by a simple
computation from (23) that

√
5Aα = 0, α = 1, . . . , r,

which proves that the submanifoldM is totally geodesic. As a result, the proof has
been completed. �

Theorem 7. Let M be an n-dimensional submanifold of codimension r, isometri-
cally immersed in an m-dimensional golden Riemannian manifold

(
M, g,Φ

)
. Then

M is a totally geodesic invariant submanifold if the following relations are verified:

Φi∗ = (1− φ) i∗ (29)

and
ΦNα = φNα, α = 1, . . . , r. (30)
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Proof. Applying (29) and (30) to (5) and (6), respectively, we deduce

Φ = (1− φ) I (31)

and
aαβ = φδαβ (32)

for any α, β ∈ {1, . . . , r}. On the other hand, it is clear from (29) and (30) that M
is an invariant submanifold. Hence, taking into account (31) and (32), we obtain
by a straightforward computation from (23) that

−
√

5Aα = 0, α = 1, . . . , r,

which implies that the submanifold M is totally geodesic. Consequently, the proof
has been shown. �

Theorem 8. Let M be an n-dimensional submanifold of codimension r, isometri-
cally immersed in an m-dimensional golden Riemannian manifold

(
M, g,Φ

)
. Then

the second fundamental tensors hθ’s are zero for any θ ∈ {1, . . . , t < r} if the fol-
lowing relations are satisfied:

Φi∗ = φi∗, (33)

ΦNθ = (1− φ)Nθ, θ = 1, . . . , t (34)

and
ΦNµ = φNµ, µ = t+ 1, . . . , r. (35)

Proof. Taking account of (33), (34) and (35), in view of (5) and (6), we obtain

Φ = φI, (36)

aθϑ = (1− φ) δθϑ, θ, ϑ = 1, . . . , t (37)

and
aµν = φδµν , µ, ν = t+ 1, . . . , r. (38)

On the other hand, it follows from (33), (34) and (35) that the submanifold M is
invariant. Hence, by means of (36), (37) and (38), (23) takes the form

√
5Aθ = 0, θ = 1, . . . , t < r,

from which we have
hθ = 0, θ = 1, . . . , t < r.

�

Theorem 9. Let M be an n-dimensional submanifold of codimension r, isometri-
cally immersed in an m-dimensional golden Riemannian manifold

(
M, g,Φ

)
. Then

the second fundamental tensors hθ’s are zero for any θ ∈ {1, . . . , t < r} if the fol-
lowing relations are verified:

Φi∗ = (1− φ) i∗, (39)

ΦNθ = φNθ, θ = 1, . . . , t, (40)
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and
ΦNµ = (1− φ)Nµ, µ = t+ 1, . . . , r. (41)

Proof. By reason of (39), (40) and (41), we infer from (5) and (6) that

Φ = (1− φ) I, (42)

aθϑ = φδθϑ, θ, ϑ = 1, . . . , t (43)

and
aµν = (1− φ) δµν , µ, ν = t+ 1, . . . , r. (44)

On the other hand, it is obvious from (39), (40) and (41) that the submanifold M
is invariant. Thus, using (42), (43) and (44), (23) is reduced to

−
√

5Aθ = 0, θ = 1, . . . , t < r,

which implies
hθ = 0, θ = 1, . . . , t < r.

�

Theorem 10. Let M be an n-dimensional totally umbilical invariant submanifold
of codimension r, isometrically immersed in an m-dimensional golden Riemannian
manifold

(
M, g,Φ

)
. If

{tr(Φ)}2 6= n {n+ tr(Φ)} ,
or equivalently

{tr(Φ)}2 6= λ2n2,

then M is a totally geodesic submanifold, where λ is one of the eigenvalues of the
golden structure Φ.

Proof. We denote by {e1, . . . , en} an orthonormal basis of the tangent space TpM
at a point p ∈M . Since the submanifoldM is totally umbilical, there are constants
σα’s such that hα = σαg for any α ∈ {1, . . . , r}. Then (22) is given by

σαg (X,ΦY ) =

r∑
β=1

aβασβg (X,Y ) (45)

for any vector fields X,Y ∈ Γ (TM). Putting Xp = Yp = ei for any i ∈ {1, . . . , n}
at the point p ∈M in (45), we have

σαg (ei,Φei) = g (ei, ei)

r∑
β=1

aβασβ . (46)

Summing over i in (46), we get
n∑
i=1

σαg (ei,Φei) = n

r∑
β=1

aβασβ ,
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which implies

tr(Φ)σα = n

r∑
β=1

aβασβ . (47)

Multiplying (47) by the matrix element aβα and then summing over α, we obtain

tr(Φ)

r∑
α=1

aβασα = n

r∑
γ=1

r∑
α=1

aβαaαγσγ . (48)

Using (18), (48) takes the form

tr(Φ)

r∑
α=1

aβασα = nσβ + n

r∑
γ=1

aβγσγ ,

from which we have

σβ =
1

n
(tr(Φ)− n)

r∑
α=1

aβασα. (49)

Hence, substituting (49) into (47), we find{
tr(Φ) (tr(Φ)− n)− n2

} r∑
β=1

aαβσβ = 0. (50)

On the other hand, on account of the fact that {tr(Φ)}2 6= n {n+ tr(Φ)}, or equiv-
alently {tr(Φ)}2 6= λ2n2 in the hypothesis, it follows from (50) that

r∑
β=1

aαβσβ = 0.

Therefore, we infer from (49) that

σβ = 0, β = 1, . . . , r,

which demonstrates that the submanifold M is totally geodesic. �

Now, we give an example.

Example 11. Let
(
E2(p+q), 〈, 〉

)
be the 2(p+q)-dimensional Euclidean space, where

p and q are two positive natural numbers. Hereafter we use the following abbrevia-
tions for a point and a tangent vector in the Euclidean space E2(p+q), respectively:(

xi, yi, zj , wj
)

=
(
x1, . . . , xp, y1, . . . , yp, z1, . . . , zq, w1, . . . , wq

)
and (

Xi, Y i, Zj ,W j
)

=
(
X1, . . . , Xp, Y 1, . . . , Y p, Z1, . . . , Zq,W 1, . . . ,W q

)
.

We consider a tensor field Φ of type (1, 1) defined by

Φ
(
Xi, Y i, Zj ,W j

)
=
(
φXi, φY i, (1− φ)Zj , (1− φ)W j

)
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for any tangent vector
(
Xi, Y i, Zj ,W j

)
∈ T(xi,yi,zj ,wj)E2(p+q), where φ and 1− φ

are the roots of the algebraic equation x2 − x− 1 = 0, i.e., φ = 1+
√
5

2 and 1− φ =
1−
√
5

2 . In this case, it is easy to show that
(
〈, 〉 ,Φ

)
is a golden Riemannian structure

and
(
E2(p+q), 〈, 〉 ,Φ

)
is a golden Riemannian manifold.

Because of the fact that E2(p+q) = Ep × Ep × Eq × Eq, we have the following
four hyperspheres:

Sp−1 (r1) =

{(
x1, . . . , xp

)
:

p∑
i=1

(
xi
)2

= r21

}
,

Sp−1 (r2) =

{(
y1, . . . , yp

)
:

p∑
i=1

(
yi
)2

= r22

}
,

Sq−1 (r3) =

(z1, . . . , zq) :

q∑
j=1

(
zj
)2

= r23


and

Sq−1 (r4) =

(w1, . . . , wq) :

q∑
j=1

(
wj
)2

= r24

 .
We construct the product manifold Sp−1 (r1)× Sp−1 (r2)× Sq−1 (r3)× Sq−1 (r4)

in a similar way as in [18]. We denote it by M for simplicity. Its every point has
the coordinates

(
xi, yi, zj , wj

)
satisfying the equation

p∑
i=1

(
xi
)2

+

p∑
i=1

(
yi
)2

+

q∑
j=1

(
zj
)2

+

q∑
j=1

(
wj
)2

= R2,

where R2 = r21 + r22 + r23 + r24. Then M is a submanifold of codimension 4 in the
Euclidean space E2(p+q) and M is a submanifold of codimension 3 in the sphere
S2(p+q)−1 (R). Hence, there exist successive embeddings such that

M ↪→ S2(p+q)−1 (R) ↪→ E2(p+q).

Also, its tangent space T(xi,yi,zj ,wj)M at a point
(
xi, yi, zj , wj

)
is as follows:

T(xi,0i,0j,0j)S
p−1(r1)⊕T(0i,yi,0j,0j)Sp−1(r2)⊕T(0i,0i,zj,0j)Sq−1(r3)⊕T(0i,0i,0j,wj)Sq−1(r4) .

As it is seen, any tangent vector
(
Xi, Y i, Zj ,W j

)
∈ T(xi,yi,zj ,wj)E2(p+q) belongs

to T(xi,yi,zj ,wj)M for every point
(
xi, yi, zj , wj

)
∈M if and only if

p∑
i=1

xiXi =

p∑
i=1

yiY i =

q∑
j=1

zjZj =

q∑
j=1

wjW j = 0.

In addition, since
(
Xi, Y i, Zj ,W j

)
is a tangent vector on the sphere S2(p+q)−1 (R),

we have
T(xi,yi,zj ,wj)M ⊂ T(xi,yi,zj ,wj)S2(p+q)−1 (R)
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for every point
(
xi, yi, zj , wj

)
∈M .

Let us consider a local orthonormal basis {N1, N2, N3, N4} for the normal space
T(xi,yi,zj ,wj)M

⊥ at a point
(
xi, yi, zj , wj

)
. Then we can choose the normal vectors

N1, N2, N3 and N4 such that

N1 =
1

R

(
xi, yi, zj , wj

)
,

N2 =
1

R

(
r2
r1
xi,−r1

r2
yi,

r4
r3
zj ,−r3

r4
wj
)
,

N3 =
1

R

(
r3
r1
xi,−r4

r2
yi,−r1

r3
zj ,

r2
r4
wj
)

and

N4 =
1

R

(
r4
r1
xi,

r3
r2
yi,−r2

r3
zj ,−r1

r4
wj
)
.

We identify i∗X with X for any tangent vector X ∈ T(xi,yi,zj ,wj)M . From (6), we
have

ΦNα = ξα +

4∑
β=1

aαβNβ (51)

for any α ∈ {1, 2, 3, 4}. Also, we remark that
aαβ =

〈
ΦNα, Nβ

〉
for any α, β ∈ {1, 2, 3, 4}. Then by straightforward computations, we obtain the
elements of the matrix A = (aαβ)4×4 as follows:

a11 = a22 =
1

2R2

(
R2 +

√
5
(
r21 + r22 − r23 − r24

))
,

a12 = a21 = a34 = a43 = 0,

a13 = a31 = −a24 = −a42 =

√
5

R2
(r1r3 − r2r4) ,

a14 = a41 = a23 = a32 =

√
5

R2
(r1r4 + r2r3) ,

a33 = a44 =
1

2R2

(
R2 −

√
5
(
r21 + r22 − r23 − r24

))
.

Hence, using the matrix elements aαβ’s given above, it follows from (51) that

ξ1 = ξ2 = ξ3 = ξ4 = 02(p+q). (52)

In this case, we have

Φ
(
T(xi,yi,zj ,wj)M

⊥) ⊆ T(xi,yi,zj ,wj)M⊥.
From (5), we can write the following relation:

Φ
(
Xi, Y i, Zj ,W j

)
= Φ

(
Xi, Y i, Zj ,W j

)
+

4∑
α=1

uα
(
Xi, Y i, Zj ,W j

)
Nα. (53)
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We recall that

uα
(
Xi, Y i, Zj ,W j

)
= ε

〈(
Xi, Y i, Zj ,W j

)
, ξα
〉

for any α ∈ {1, 2, 3, 4}, where ε = ±1. Then we get from (52) that

u1 = u2 = u3 = u4 = 0. (54)

Thus, we infer from (53) and (54) that

Φ
(
Xi, Y i, Zj ,W j

)
= Φ

(
Xi, Y i, Zj ,W j

)
.

In the circumstances, we have

Φ
(
T(xi,yi,zj ,wj)M

)
⊆ T(xi,yi,zj ,wj)M

and
Φ2 = Φ + I.

Consequently, we establish an induced structure
(
Φ, 〈, 〉 , εξα = 02(p+q), uα = 0,A

)
on the product of hyperspheres M by the golden Riemannian structure

(
〈, 〉 ,Φ

)
on

the Euclidean space E2(p+q). Moreover, (Φ, 〈, 〉) is a golden Riemannian structure
and M is an invariant submanifold in the Euclidean space E2(p+q).
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LATTICE STRUCTURES OF AUTOMATA

S. Ebrahimi ATANI and M. Sedghi Shanbeh BAZARI

Department of Mathematics, University of Guilan, P.O.Box 1914, Rasht, IRAN

Abstract. Structures and the number of subautomata of a finite automaton
are investigated. It is shown that the set of all subautomata of a finite automa-
ton A is upper semilattice. We give conditions which allow us to determine
whether for a finite upper semilattice (L,≤) there exists an automaton A
such that the set of all subautomata of A under set inclusion is isomorphic to
(L,≤). Examples illustrating the results are presented.

1. Introduction

With the advent of electronic computers in the 1950’s, the study of simple formal
models of computers such as automata was given a lot of attention. The aims
were multiple: to understand the limitations of machines, to determine to what
extent they might come to replace humans, and later to obtain effi cient schemes
to organize computations. One of the simplest models that quickly emerged is
the finite automaton which, in algebraic terms, is basically the action of a finitely
generated free semigroup on a finite set of states and thus leads to a finite semigroup
of transformations of the states. From its very beginning, the theory of automata,
especially the algebraic one, was based on numerous algebraic ideas and methods.
The fact that automata without outputs, and hence the automata without outputs
belonging to arbitrary automata, can be treated as algebras whose all fundamental
operations are unary, that is as unary algebras. This makes possible to investigate
automata from the aspect of Universal algebra and to use its ideas, methods and
results [1, 3, 4, 5, 6, 8, 9, 10].
Here we deal with some important concepts of lattice theory and automata theory

that will be used in the paper. Let (P,≤) be a poset and let a, b ∈ P with a 6= b.
Then a is called a predecessor of b, and b is called a successor of a if a ≤ c ≤ b and
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c ∈ P imply c = a or c = b. We denote this relation by < a, b >. By |D| we denote
the cardinality of D. For every element a of P we set |{b ∈ P :< b, a >}| = o(a),
o(P ) denotes max{o(a) : a ∈ P} and B(P ) = {a ∈ P : o(a) ≤ 1}. Two posets
(P1,≤1) and (P2,≤2) are said to be isomorphic, denoted by (P1,≤1) ∼= (P2,≤2), if
there exists a bijection f of P1 onto P2 such that for any a, b ∈ P1, a ≤1 b if and
if only f(a) ≤2 f(b). A poset (L,≤) is said to be an upper semilattice if for any
x, y ∈ L there exists the least upper bound of x and y [1, 7, 8].
Let Σ be a nonempty finite set. Denote by Σ∗ the free monoid over Σ and

ε the empty string of Σ. A finite automaton is a triple A = (X,Σ, λ) where
X and Σ are nonempty finite sets called a state set and alphabet, respectively
and λ : X × Σ∗ → X is the transition function satisfying ∀x ∈ X, ∀a, b ∈ Σ∗,
λ(x, ab) = λ(λ(x, a), b) and λ(x, ε) = x. Define a relation ∼ on X by ∀p, q ∈ X,
p ∼ q if and only λ(p, u) = q, λ(q, v) = p for some u, v ∈ Σ∗. The relation ∼ is an
equivalence relation. Let p ∈ X. We denote the equivalence class {q ∈ X : p ∼ q}
by Tp. This subset Tp is called a layer of X. If ρ( A) = {Tp : p ∈ X}, we
define a partial order 4 on ρ( A) as follows: For p, q ∈ X, Tp 4 Tq if and only
if there exists v ∈ Σ∗ such that λ(q, v) = p. An automaton B = (X ′,Σ, θ) is
called a subautomaton of automaton A = (X,Σ, λ) if and only if X ′ ⊆ X and
θ = λ|X′×Σ∗ , i.e., θ is the restriction of λ to X ′ × Σ∗. We denote the set of all of
subautomata of A by σ( A). Let B, C ∈ σ( A). By B v C, we mean that B is
a subautomaton of C. Then v is a partial order on σ( A); hence (σ( A),v) is a
poset, see [7]. Moreover, (σ( A),v) is a finite upper semilattice by [7, Proposition
2]. Throughout this paper, we shall assume unless otherwise stated, that posets,
upper semilattices, lattices and automata are finite.
A directed graph is a graph that is a set of vertices connected by edges, where the

edges have a direction associated with them. We define a directed graph on finite
poset (A,≤), G(A), with vertices as elements of A and for two distinct vertices a
and b, we have edge (a, b) if and only if < a, b > (for a vertex a, the in-degree of a,
deg−(a), is the number of edges going to a).

2. Subautomaton

Our starting point is the following lemma.

Lemma 1. Let (L,≤) be a finite poset. Then there exists an automaton A =
(X,Σ, λ) such that (ρ( A),4) ∼= (L,≤).

Proof. We construct an automaton A = (X,Σ, λ) in the following way. Let X = L
and Σ = {a1, a2, · · · , an}, where n = o(L) + 1 ( so n ≥ 1). Now by the same
technique as in [ 7,Theorem 1], for each l ∈ L, consider l1, l2, · · · , lo(l), all the
predecessors of l. Define λ as follows: λ(l, ai) = li for i = 1, 2, · · · , o(l) and λ(l, ai) =
l for i = o(l) + 1, · · · , n. This gives λ(l, w) ≤ l for any l ∈ L and w ∈ Σ∗. Thus
Tl = {l}.
Define f : L→ ρ( A) = {Tl : l ∈ L} by f(l) = Tl. Clearly, f is a bijective mapping.
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It remains to prove l ≤ l′ and l 6= l′ if and only if Tl � Tl′ and Tl 6= Tl′ . Suppose
that l ≤ l′ and l 6= l′. Since L is finite set, there exist x1 = l, x2, · · · , xm = l′ of L
such that < xi−1, xi > (i = 2, · · · ,m). Therefor there is an element ai−1 ∈ Σ such
that λ(xi, ai−1) = xi−1. Thus we have Txi−1 � Txi and Txi−1 6= Txi . It follows
Tl � Tl′ and Tl 6= Tl′ . The other implication is clear. So (ρ( A),4) ∼= (L,≤). �

At this point we investigate structures and the number of subautomata of a finite
automaton. The following proposition is a reformulation of [7, Theorem 2] and it
gives a more explicit description of subautomaton of an automaton.

Proposition 2. Let A = (X,Σ, λ) be an automaton. Then B = (X ′,Σ, θ) is a
subautomaton of A if and only if the following conditions are satisfied:

(i) The set X ′is an union of layers of X.
(ii) If Tp and Tq are two layers of X with Tp ⊆ X ′ and Tq 4 Tp, then Tq ⊆ X ′.
(iii) θ = λ|X′×Σ∗ .

Proof. The suffi ciency follows by (i), (ii) and (iii). Conversely, suppose that B
is a subautomaton of A. To see that (i), let p ∈ X ′. Then p ∈ Tp ⊆ ∪q∈X′Tq;
so X ′ ⊆ ∪q∈X′Tq. For the reverse inclusion, assume that t ∈ ∪q∈X′Tq. Then
t ∈ Tp for some p ∈ X ′; hence there exists ω ∈ Σ∗ such that λ(p, ω) = t. Now
λ(p, ω) = θ(p, ω) = t gives t ∈ X ′. Thus X ′ = ∪q∈X′Tq. To prove that (ii), from
Tq 4 Tp we conclude that there exists ω ∈ Σ∗ such that λ(p, ω) = q. Therefore
p ∈ Tp ⊆ X ′ gives λ(p, ω) = θ(p, ω) = q ∈ X ′. By an argument like that (i), we get
Tq ⊆ X ′. (iii) is clear. �

Example 3. Consider automaton D = (X,Σ, λ), where X = {s1, s2, · · · , s7},
Σ = {a, b} and λ is given in the state diagram below:

By the definition of layer, we have layers: T1 = {s1}, T2 = {s2}, T3 = {s3},
T4 = {s4, s5}, T5 = {s6, s7} are all of layers of D. The following Figure describes
relationship between Ti, (1 ≤ i ≤ 7). Set X ′1 = T5, X ′2 = T4 ∪X ′1, X ′3 = T2 ∪X ′2,
X ′4 = T3 ∪X ′2, X ′5 = X ′4 ∪X ′3, X ′6 = T1 ∪X ′3 and X ′7 = X ′5 ∪ T1. By Proposition
2, any subautomaton of D is of the form: Bi = (X ′i,Σ, θi) where θi = λ|X′i×Σ∗ for
i = 1, . . . , 7.

Definition 4. A non-empty subset L of a poset (P,≤) is called a lower set, if for
a ∈ P , b ∈ L and a ≤ b implies a ∈ L. In particular, for any a ∈ P one obtains the
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Figure 1. G(ρ(D))

principle lower set < a >= {t ∈ P : t ≤ a}.

The set of all lower sets of a poset P is denoted by LS(P ). The following theorem
shows that relationship between (σ(A),v) and (LS(ρ(A)),⊆).

Theorem 5. Let A be any automaton. Then (σ(A),v) ∼= (LS(ρ(A)),⊆).

Proof. By Proposition 2, B is a subautomaton of A if and only if ρ(B) ∈ LS(ρ(A)).
We define the mapping f : σ(A) → LS(ρ(A)) as follows: f(B) = ρ(B) for each
subautomaton B of A. An inspection will show that f is a poset isomorphism. �

Corollary 6. Let A1 and A2 be two automata such that

(ρ(A1),�) ∼= (ρ(A2),�).

Then
(σ(A1),v) ∼= (σ(A2),v).

Proof. Apply Theorem 5. �

Proposition 7. Let L1, L2 and L be Lower sets of a poset (P,≤).
(i) < L1, L2 > if and only if L2 = L1 ∪ {t}, where t is a maximal element in

L2.
(ii) If deg−(L) 6= 0 and D = {ti : ti is a maximal element in L}, then
|D| = deg−(L). Moreover, if deg−(L) = 0, then L has an unique maximal
element.

(iii) If either L1, L2 are minimal elements in LS(P ) or < L,L1 > and <
L,L2 >, then there exists L′ ∈ LS(P ) with < L1, L

′ > and < L2, L
′ >.

Proof. (i) Assume that < L1, L2 >. Then L2 = L1 ∪ {t1, t2, . . . , tn} for some
ti 6∈ L1, (1 ≤ i ≤ n). If n ≥ 2, then the set H = {t1, t2, . . . , tn} has a
minimal element, say t′. Set L′ = L1 ∪ {t′}. By the definition of lower
set, L′ ∈ LS(P ) such that L1 $ L′ $ L2 which is a contradiction. Thus
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L2 = L1∪{t1}. Now we show that t1 is a maximal element in L2. Otherwise,
there exists an element t in L2 such that t1 ≤ t and t1 6= t. Therefore t ∈ L1

(since L2 = L1 ∪ {t1}). So t1 ∈ L1 which is a contradiction . The other
implication is clear.

(ii) Let t1, · · · , tk be the all of distinct maximal elements in L. If L1 is a lower
set of P with < L1, L >, then there exists an unique element ti (for some
1 ≤ i ≤ k) such that L = L1 ∪ {ti} and ti 6∈ L1) by (i). Also, each lower
set L′ with L′ ⊆ L such that |{ti : ti 6∈ L′}| = 1 implies that < L′, L >;
hence |D| = deg−(L). Finally, If deg−(L) = 0, then L has not a proper
subset in LS(P ). Therefore L = {t} for some element t in P , and the proof
is complete.

(iii) Suppose that L1, L2 are minimal elements in LS(P ). Then L1 = {t1} and
L2 = {t2}. Set L′ = {t1, t2} . Clearly, < L1, L

′ > and < L2, L
′ > by (i).

Similarly, if < L,L1 > and < L,L2 >, then we set L′ = L1 ∪ L2; thus
L′ ∈ LS(P ) gives < L1, L

′ > and < L2, L
′ > by (i).

�
Lemma 8. Let P be a poset. Then P is a chain with |P | = n if and only if LS(P )
is a chain with |LS(P )| = n.

Proof. Let LS(P ) = {L1, · · · , Ln} with L1 ⊆ L2 ⊆ · · · ⊆ Ln. Then we can take
L1 = {t1}, L2 = {t1, t2}, . . . , and Ln = L = {t1, t2, . . . , tn} by Proposition 7 (i).
We claim that t1 ≤ t2 ≤ . . . ≤ tn . Assume to the contrary, let tk � tk+1 for
some k (1 ≤ k < n). Since tk+1 is a maximal element in Lk+1 by Proposition 7
(i), we get tk+1 � tk. Set L′ = {ti : ti ≤ tk+1}. Then L′ ∈ LS(P ) with L′ * Lk
and Lk * L′ that is a contradiction. Conversely, suppose t1 ≤ t2 ≤ . . . ≤ tn.
For each j (1 ≤ j ≤ n), we set Lj = {t1, t2, . . . , tj}. Then by the definition of
lower set and Proposition 7 (i), Lj (1 ≤ j ≤ n) is an element of LS(P ) with
L1 ⊆ L2 ⊆ . . . ⊆ Ln. �
In view of the proof of the Proposition 7 and Lemma 8, we have the following

corollary for automata.

Corollary 9. •
(a) Let A1, A2 and C be subautomata of A = (X,Σ, λ).

(i) < A1,A2 > if and only if ρ(A1) ⊆ ρ(A2) and ρ(A2) = ρ(A1) ∪ {T},
where T is a maximal element in ρ( A2).

(ii) If deg−(C) 6= 0 and D = {Ti : Ti is a maximal element in ρ(C)},
then |D| = deg−(C). Moreover, if deg−(C) = 0, then C has an unique
maximal layer.

(iii) If either A1, A2 are minimal elements in σ(A) or < C,A1 > and <
C,A2 >, then there exists A′ ∈ σ(A) with < A1,A′ > and < A2,A′ >.

(b) Let A = (X,Σ, λ) be an automaton. Then ρ(A) is a chain with |ρ(A)| = n
if and only if σ(A) is a chain with |σ(A)| = n
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Definition 10. A poset (P,≤) is called decomposable, if there exist proper subpoests
(P1,≤), · · · , (Pn,≤) of P such that P = ∪ni=1Pi , Pi∩Pj = ∅ for i 6= j (1 ≤ i, j ≤ n)
and for every couple ai ∈ Pi, bj ∈ Pj be incomparable where i 6= j (1 ≤ i, j ≤ n).
In this case, we say that Pi is a decomposition component of P (1 ≤ i ≤ n).

Proposition 11. Let (P1,≤) and (P2,≤) be decomposition components of a poset
(P,≤). Then L is a lower set of P if and only if it satisfies one of the following
conditions:

(i) Either L is a lower set of P1or is a lower set of P2.
(ii) There exist a lower set L1 of P1 and a lower set L2 of P2 such that L =

L1 ∪ L2.

Proof. Let L = {t1, . . . , tn} be a lower set of P . If L ∈ LS(P1) or L ∈ LS(P2),
then we are done. Otherwise, without loss of generality, we can assume that L1 =
{t1, · · · , tk} ⊆ P1 and L2 = {tk+1, · · · , tn} ⊆ P2 (1 ≤ k < n). If t ∈ Li, t′ ∈ L and
t′ ≤ t for i = 1, 2, then t′ ∈ Li by Definition 10. Now Li ∈ LS(Pi), as required. �
Theorem 12. Let (P1,≤) and (P2,≤) be decomposition components of a poset
(P,≤). Then

|LS(P )| = (|LS(P1)|+ 1)(|LS(P2)|+ 1)− 1

.

Proof. Assume that |LS(P1)| = m and |LS(P2)| = n. Then the number of lower set
that satisfies conditions (i) and (ii) in Proposition 11 are n+m and nm, respectively,
as required. �
Corollary 13. (i) Let (P1,≤), · · · , (Pn,≤) be decomposition components of a

poset (P,≤). Then |LS(P )| = Πn
i=1(|LS(Pi)|+ 1)− 1.

(ii) Assume that (P,≤) is any poset and let p be a prime number such that
|Ls(P )| = p− 1. Then (P,≤) is indecomposable.

Proof. •
(i) The proof is straightforward by induction on n and Theorem 12.
(ii) Assume to the contrary, let there exist decomposition components (P1,≤)

and (P2,≤) of a poset P . By assumption and (i), (|LS(P1)|+1)(|LS(P2)|+
1) = p that is a contradiction (because |LS(Pi)| ≥ 1).

�
Definition 14. Let (P1,≤1) and (P2,≤2) be two finite posets with P1 ∩ P2 = ∅.
Then we can define the poset (P1 ∪ P2,≤) as follows:

(i) For any i = 1, 2, a, b ∈ Pi, a ≤ b if a ≤i b.
(ii) For any a ∈ P1 and b ∈ P2, a ≤ b.

Lemma 15. Let (P1,≤p1) ∼= (P ′1,≤p′1) and (P2,≤p2) ∼= (P ′2,≤p′2) with P1 ∩ P ′1 =
P2 ∩ P ′2 = ∅. Then (P1 ∪ P2,≤) ∼= (P ′1 ∪ P ′2,≤).

Proof. The proof is straightforward by Definition 14. �
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Proposition 16. Let (P1,≤1) and (P2,≤2) be two posets with P1 ∩P2 = ∅ and let
(P1 ∪ P2,≤). Then the following hold:

(i) (LS(P1 ∪ P2),⊆) is poset isomorphic to (LS(P1) ∪ LS(P2),⊆). Moreover,
|LS(P1 ∪ P2)| = |LS(P1)|+ |LS(P2)|

(ii) If (P1,≤1) is an upper semilattice, then (B(P1)∪B(P2),⊆) = (B(P1∪P2),⊆
).

Proof. •
(i) Define the mapping f : LS(P1) ∪ LS(P2) → LS(P1 ∪ P2) as follows: If

L ∈ LS(P1), then L ∈ LS(P1 ∪ P2); so we set f(L) = L. If L ∈ LS(P2),
then we set f(L) = P1 ∪L. It is easy to see that f is a poset isomorphism.

(ii) It suffi ces to show that B(P1∪P2) = B(P1)∪B(P2). Clearly, B(P1∪P2) ⊆
B(P1)∪B(P2). For the reverse inclusion, let l ∈ P1 and deg−(l) 6 1. Then
indegree l in P1∪P2 is equal to 1 or 0. Moreover, if l ∈ P2 and deg−(l) = 1,
then indegree l in P1 ∪ P2 is equal to 1. Also, if l ∈ P2 and deg−(l) = 0,
then we have only < 1, l > in P1 ∪ P2 (1 is the greatest element in P1 );
hence indegree l in P1 ∪ P2 is equal to 1. So l in B(P1 ∪ P2), and we have
equality.

�

Corollary 17. (i) Let (P,≤) be a poset and t ∈ P be a maximum element of
P . Then |LS(P )| = |LS(P1)|+ 1 where P1 = P \ {t} is subposet of P .

(ii) Let (P,≤) be a poset and t ∈ P be a minimum element of P . Then
|LS(P )| = |LS(P1)|+ 1 where P1 = P \ {t} is subposet of P .

Proof. Apply Proposition 16 (i). �

According to the above results, computation |σ(A)| become easier.

Example 18. In the Example 3, consider subposets P1 = ({T4, T5},�) and P2 =
({T1, T2, T3},�). Then (ρ(D),�) ∼= (P1 ∪ P2,�). We have |LS(P1)| = 2 and
|LS(P2)| = 5 by Lemma 8 and Theorem 12 , then |σ(D)| = 7 by Proposition 16 (i)
.

The following theorem gives estimate for the number of lower set of a poset.

Theorem 19. Let (P,≤) is a poset with |P | = n and t1, · · · , tm be the all of
minimal element of P . Then the following inequality is valid:

2m − 1 ≤ |LS(P )| ≤ 2n−1 + 2m−1 − 1

Proof. Clearly, every nonempty subset of A = {t1, · · · , tm} is a lower set of P .
we know the number of the all non-empty subsets of A is equal to 2m − 1. So
|LS(P )| ≥ 2m − 1. It remains to prove the other side unequal. It easily seen
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that every lower set is equal to union the number of principle lower sets. Assume
that a, b be two maximal elements of P . Then < a > ∪ < b > is a lower set
of P which is distinct from < a > and < b >. Therefor, if P has more maximal
elements, then there exist more lower sets. Now, if each element of P is maximal
element, then n = m. It follows |LS(P )| = 2m − 1; Hence we are done. otherwise,
we consider poset P = {t1, · · · , tm, l1, · · · , ln−m} where t1 ≤ li and each couple
tj , li are incomparable for i = 1, · · · , n − m, j = 2, · · · ,m. In this case P has
n − 1 maximal elements. Also P1 = {t1, l1, · · · , ln−m} and P2 = {t2, · · · , tm} are
decomposition components of P . Thus |LS(P1)| = 2n−m by Corollary 16(ii) and
Corollary 13 (i) and |LS(P2)| = 2m−1 − 1 by Corollary 13(i). Now the assertion
follows from Theorem 12 . �
Definition 20. An automaton A = (X,Σ, λ) is called decomposable, if there exist
proper subautomata A1 = (X1,Σ, λ1), · · · ,An = (Xn,Σ, λn) of A such that X =
∪ni=1Xi and Xi ∩Xj = ∅ for i 6= j (1 ≤ i, j ≤ n). In this case, we say that Ai is a
decomposition component of A (1 ≤ i ≤ n).

The next Theorem follows from Proposition 11, Corollary 13, Proposition 16 and
Theorem 19.

Theorem 21. (i) Let B = (XB,Σ, λB) and C = (XC ,Σ, λC) be decomposition
components of an automaton A = (X,Σ, λ). Then A′ = (X ′,Σ, λ′) is a
subautomaton of A if and only if it satisfies one of the following conditions:
(1) Either A′ is a subautomaton of B or is a subautomaton of C.
(2) There exist a subautomaton B′ = (X ′1,Σ, λ1) of B and a subautomaton
C′ = (X ′2,Σ, λ2) of C such that X ′ = X ′1 ∪X ′2.

(ii) (1) Let A1 = (X1,Σ, λ1), · · · ,An = (Xn,Σ, λn) be decomposition compo-
nents of an automaton A = (X,Σ, λ). Then |σ(A)| = Πn

i=1(|σ( Ai)|+
1)− 1.

(2) Assume that A is any automaton and let p be a prime number such
that |σ(A))| = p− 1. Then A is indecomposable.

(iii) Let A be an automaton and (P1,�) and (P2,�) be subposets of (ρ(A),�)
such that P1 ∩ P2 = ∅ and (ρ(A),�) ∼= (P1 ∪ P2,�). Then |σ(A)| =
|LS(P1)|+ |LS(P2)|

(iv) Let A be an automaton , |(ρ(A)| = n and |{T ∈ (ρ(A) : T is a minimal
layer}| = m. Then Then the following inequality is valid:

2m − 1 ≤ |σ(A)| ≤ 2n−1 + 2m−1 − 1

The remaining of this paper is dedicated to the following question: For which
posets L does there exist an automaton A such that σ(A) is isomorphic to L?.

Theorem 22. If (P,≤) is a poset, then (P,≤) ∼= (B(LS(P )),⊆).

Proof. We define the mapping f : P → B(LS(P )) as follows: If t ∈ P , then
we set f(t) = {t′ : t′ ∈ P, t′ ≤ t}. It is clear that f(t) ∈ LS(P ). Since t is
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an unique maximum element in f(t), Proposition 7 (ii) gives deg−(f(t)) ≤ 1; so
f(t) ∈ B(LS(P )). An inspection will show that f is a poset isomorphism. �

Theorem 23. If A = (X,Σ, λ) is an automaton, then

(B(σ(A)),v) ∼= (ρ(A),�).

Proof. By Theorem 5, we have (B(σ(A)),v) ∼= (B(LS(ρ(A)),⊆)); hence (B(σ(A)),v
) ∼= (ρ(A),�) by Theorem 22. �

Theorem 24. An upper semilattice (L, ≤) is isomorphic to an upper semilattice
of subautomata of an automaton if and only if (LS(B(L)),⊆) ∼= (L, ≤).

Proof. If (L, ≤) is an upper semilattice, then (B(L), ≤) is a poset; hence there
exists an automaton A such that (B(L), ≤) ∼= (ρ(A),�) by Lemma 1 which implies
that (LS(B(L)), ⊆) ∼= (LS(ρ(A)),⊆) ∼= (σ(A),v) by Theorem 5. If (L, ≤) ∼=
(LS(B(L)),⊆), then we are done. If (L, ≤) � (LS(B(L)),⊆), then we show that
there is not any automaton C such that (L, ≤) ∼= (σ(C), v). Assume to the contrary,
let (L, ≤) ∼= (σ(C), v) for some automaton C. Since (B(σ(C)),v) ∼= (B(L), ≤), it
follows that (B(L), ≤) ∼= (ρ(C),�) by Theorem 23, so (ρ(C),�) ∼= (ρ(A),�); hence
(σ(C), v) ∼= (σ(A), v) by Corollary 6. Thus (L, ≤) ∼= (σ(A), v) ∼= (LS(B(L)),⊆)
that is a contradiction. �

Example 25. (i) Let L be an upper semilattice as described in Figure 2. Then
there is not any automaton A such that (L, ≤) ∼= (σ(A), v). If it is,
then we conclude that the graph G in Figure 3 corresponds to G(B(L)), so
|LS(B(L))| = (2 + 1)(2 + 1) − 1 = 8 by Lemma 8 and Theorem 12, but
|L| = 6. Thus (LS(B(L)),⊆) � (L, ≤).

(ii) Let L1 be an upper semilattice as described in Figure 4. Then there exists
an automaton A such that (L, ≤) ∼= (σ(A), v) (The graph G1 in Figure 5
corresponds to G(B(L)). An inspection will show that (LS(B(L1)),⊆) ∼=
(L1, ≤)).
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Theorem 26. Let (L1,≤1), (L2,≤2) and (L,≤) be upper semilattices such that
L1 ∩ L2 = ∅ and (L,≤) ∼= (L1 ∪ L2,≤). Then there exists an automaton A such
that (σ(A),v) ∼= (L,≤) if and only if there exist automata B and C such that
(σ(B),v) ∼= (L1,≤1)and (σ(C),v) ∼= (L2,≤2).

Proof. Apply Proposition 16 and Theorem 24 . �

Example 27. Let L be an upper semilattice as described in Figure 6. Then
L1 = {B1, B2, B3, B4, B5, B6} and L2 = {B7, B8, B9, B10, B11, B12} are subupper
semilattices satisfy conditions of Theorem 26. Also there is not any automaton B
such that (L1,≤) ∼= (σ(B),v) (see Example 25 (i)). Thus there is not any automa-
ton A such that (L,≤) ∼= (σ(A),v).

Example 28. let L be an upper semilattice as described in Figure 7. Then L1 =
{B1, B2, B3, B4, B5, B6, B7, B8, B9, B10, B11} and
L2 = {D1, D2, D3, D4, D5, D6, D7, D8, D9} are subupper semilattices satisfy condi-
tions of Theorem 26. There exists an automaton C such that (L2,≤) ∼= (σ(C),v)
(see Example 25 (ii)). Similarly, there exists an automaton B such that (L1,≤) ∼=
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(σ(B) v). Hence there exists an automaton A such that (L,≤) ∼= (σ(A),v) By
Theorem 26.

With the help of results proved by Saliß̆, we find another way to detect whether
there exists some automaton A such that (σ(A),v) isomorphic to a given finite
upper semilattice (L,≤). Saliß̆ consider = (∅,Σ, λ) as a subautomaton of an
automaton A = (X,Σ, λ); so (σ(A) ∪ {},v) is a lattice.

Theorem 29. [3,Theorem 8.4] A finite lattice L isomorphic to the lattice (σ(A)∪
{},v) for some automaton A if and only if it is distributive.

Lemma 30. Assume that (L, ≤) is an upper semilattice and let 0∗ be an element
such that 0∗ /∈ L. Then (L̄ = {0∗} ∪ L,≤) is a lattice.

Proof. This follows from the Definition 14. �

Theorem 31. An upper semilattice (L, ≤) is isomorphic to the upper semilattice
of subautomata of an automaton if and only if L̄ is a distributive lattice.

Proof. Assume that L̄ = {0∗} ∪ L is distributive. Then there exists automaton A
such that L̄ is poset isomorphic to σ(A) ∪ {} by Theorem 29. Note that 0∗ and
are minimum elements in L̄ and σ(A)∪ {}, respectively. Thus (L, ≤) ∼= (σ(A),v).
Conversely, suppose that (L, ≤) ∼= (σ(A),v) for some automaton A. Then (L̄,≤
) ∼= (σ(A) ∪ {},v) by Lemma 15. Now the assertion follows from Theorem 29. �

Example 32. Consider upper semilattices L and L1 as described in Example 25
(i),(ii), respectively. L̄ and L̄1 are defined in Figure 8 and Figure 9. By [2,Theorem
1.7] L̄ is not distributive and L̄1 is distributive. Then (L1, ≤) ∼= (σ(A), v) for some
automaton A and (L, ≤) � (σ(A), v) for every automaton A by Theorem 31.
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Definition 33. (a) [11, Definition 2.1]An algebra L = (L,≤,∧,∨, •, 0, 1) is
called a lattice-ordered monoid if
(1) L = (L,≤,∧,∨, 0, 1) is a lattice with the least element 0 and the great-

est element 1.
(2) (L, •, 1) is a monoid with identity 1 ∈ L such that for all a, b, c ∈ L.
(3) a • 0 = 0 • a = 0.
(4) a ≤ b⇒ ∀x ∈ L, a • x ≤ b • x and x • a ≤ x • b.
(5) a • (b ∨ c) = (a • b) ∨ (a • c) and (b ∨ c) • a = (b • a) ∨ (c • a).

(b) [11,Definition 2.2] Let L be a lattice-ordered monoid. Then a 5-tuple F =
(X,Σ,Γ, λ, θ) is a called crisp deterministic fuzzy automaton if
(1) A = (X,Σ, λ) is a finite automaton and Γ is a nonempty finite set.
(2) θ : X × Σ∗ × Γ∗ −→ L is a map called the output function such

that θ(p, ε, ε) = 0 , θ(p, w, ε) = θ(p, ε, u) = 1 for ε 6= w ∈ Σ∗ and
ε 6= u ∈ Γ∗ and θ(p, w1w2, u1u2) = θ(p, w1, u1) • θ(λ(p, w1), w2, u2),
for all p ∈ X, w1, w2 ∈ Σ∗ and u1, u2 ∈ Γ∗.

(c) [11,Definition 2.4] A crisp deterministic fuzzy automaton F1 = (X1,Σ,Γ, λ1, θ1)
is called a subautomaton of a crisp deterministic fuzzy automaton F =
(X,Σ,Γ, λ, θ) if X1 ⊆ X, λ1 = λ|X1×Σ∗ and θ1 = θ|X1×Σ∗×Γ∗

Remark 34. (i) It is not to hard to see that : If F1 = (X1,Σ,Γ, λ1, θ1) is a
subautomaton of a crisp deterministic fuzzy automaton F = (X,Σ,Γ, λ, θ),
then A1 = (X1,Σ, λ1) is a subautomaton of an automaton A = (X,Σ, λ).
Moreover, if A1 = (X1,Σ, λ1) is a subautomaton of an automaton A , then
F1 = (X1,Σ,Γ, λ1, θ1) where θ1 = θ|X1×Σ∗×Γ∗ is a subautomaton of a crisp
deterministic fuzzy automaton F = (X,Σ,Γ, λ, θ). This gives the results
obtained in Theorem 5, Corollary 9 , Theorem 21 is correct similarly for
crisp deterministic fuzzy automata.

(ii) Let A = (X,Σ, λ) be an automaton and L = {0, 1} be a lattice-ordered
monoid where 0•0 = 1•0 = 0•1 = 0 and 1•1 = 1 . Then F = (X,Σ,Γ, λ, θ)
is a crisp deterministic fuzzy automaton where θ is defined as follow: if
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w = u = ε, then θ(p, w, u) = 0 . Otherwise θ(p, w, u) = 1 . From this, we
conclude that there exists a crisp deterministic fuzzy automaton for each
automaton. Which gives An upper semilattice (L, ≤) is isomorphic to an
upper semilattice of subautomata of a crisp deterministic fuzzy automaton
if and only if (LS(B(L)),⊆) ∼= (L, ≤).

Acknowledgment. The authors gratefully thank to the Referee for the construc-
tive comments and recommendations which definitely help to improve the readabil-
ity and quality of the paper.
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[10] Salĭı, V. N., Universal Algebra and Automata, Saratov Univ., Saratov, 1988. (in Russian).
[11] Smid, A. Maheshwari Michiel, Introduction to Theory of Computation, Ottawa, 2016.
[12] Verma, R., Tiwri, S. P., Distinguishability and Completeness of Crispdeterministic Fuzzy

Automata, Iranian Journal of Fuzzy Systems, 5 (2017), 19-30.



Commun.Fac.Sci.Univ.Ank.Ser. A1 Math. Stat.
Volume 69, Number 2, Pages 1146—1160 (2020)
DOI: 10.31801/cfsuasmas.752148
ISSN 1303—5991 E-ISSN 2618-6470

https://communications.science.ankara.edu.tr

Received by the editors: June 13, 2020; Accepted: July 06, 2020

PRODUCT FACTORABLE MULTILINEAR OPERATORS
DEFINED ON SEQUENCE SPACES

Ezgi ERDOĞAN

Marmara University, Faculty of Arts and Sciences, Department of Mathematics, TR-34722,
Kadıköy, Istanbul, TURKEY

Abstract. We prove a factorization theorem for multilinear operators acting
in topological products of spaces of (scalar) p-summable sequences through a
product. It is shown that this class of multilinear operators called product fac-
torable maps coincides with the well-known class of the zero product preserving
operators. Due to the factorization, we obtain compactness and summability
properties by using classical functional analysis tools. Besides, we give some
isomorphisms between spaces of linear and multilinear operators, and repre-
sentations of some classes of multilinear maps as n-homogeneous orthogonally
additive polynomials.

1. Introduction

The objective of the paper is to present a factorization theorem for multilinear
operators defined on the topological product of spaces of p-summable sequences
through the product of (multiple) scalar sequences. Such a factorization has been
studied for multilinear operators defined on Banach algebras and vector lattices, and
in the last years it has been studied for Banach spaces (see [1,6,12] and references
therein).
Factorization through a product is closely related to a property that is called zero

product preservation, or orthosymmetry in the case of vector lattices, for which or-
thogonality is used to generalize the notion of having product equal to 0, that is
just given for the case of function lattices. This property states that a multilinear
map B : X1 × .... ×Xn → Y is 0-valued whenever xi ~ xj = 0 for some xi ∈ Xi,
xj ∈ Xj (i, j ∈ {1, 2, ..., n}), where ~ : X1 × .... × Xn → G is a specific map
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called product. For multilinear operators acting in Banach algebras, this factoriza-
tion gives useful results for the weighted homomorphisms and derivations, where
algebraic multiplication is considered as the specific map (see [1, 2] and references
therein). For Riesz spaces, such a factorization is used to obtain interesting results
regarding powers of vector lattices, in which orthogonality is involved (see [4, 6, 7]
and references therein).
Recently, the author together with other mathematicians have investigated the

class of multilinear operators acting in the topological product of Banach function
spaces and integrable functions factoring through the pointwise product and the
convolution operation, respectively (see [12—14]). Motivated by these ideas, in this
paper we introduce the notion of product factorability for multilinear operators
defined on topological products of spaces of (scalar) p-summable sequences, and we
prove that this class coincides with the class of zero product preserving multilinear
maps.
This paper is organised as follows: after some preliminaries and notations, in

Section 2 we give the definitions of the specific map product and product factorabil-
ity for multilinear operators with a necessary and suffi cient requirement. Section
3 includes the main result of the paper, which as we said above, states that for
a particular product and multilinear operators defined on the topological product
of spaces of p-summable sequences, the class of product factorable maps is the
same as the class of zero product preserving maps. In the sequel, some isometries
between multilinear operators and linear operators are presented. Section 4 con-
cerns compactness and summability properties based on classical functional analysis
properties and theorems of product factorable maps. Section 5 is devoted to give
a generalization of the main factorization theorem by using isomorphism between
Banach spaces and `p spaces. In the last section, some isometries between product
factorable multilinear maps and orthogonally additive n-homogeneous polynomials
are given as an application, and the paper is finished with an example related to
diagonal forms.
Throughout the paper, the standard notations from the Banach space theory

are used. Nevertheless, before going any further let us describe some of them. The
capital letters X, Y, Z will denote the Banach spaces over the scalar field K = R or
C. We write BX for the unit ball of a Banach space X. X∗ denotes the topological
dual of the Banach space X. The notations E = Y and E ∼= Y mean E and Y are
isometric and isomorphic, respectively.
Operator (linear, multilinear or polynomial) indicates continuous operator.

Ln(X1 × ...×Xn, Y ) denotes the Banach space of n-linear maps endowed with the
norm

‖T‖ = sup{‖T (x1, ..., xn)‖ : xi ∈ BXi
, 1 ≤ i ≤ n}.

It will be denoted by Ln(X1×...×Xn), respectively, L(X,Y ) if Y = R, respectively,
n = 1.
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For a positive real number p ≥ 1, `p is the Banach space of all scalar valued
absolutely p-summable sequences with the norm ‖(xi)‖p = (

∑∞
i=1 |xi|p)1/p and `∞

shows the Banach space of all bounded sequences endowed with the norm ‖(xi)‖∞ =
supi∈N |xi|.
χ{1,2,...,m} will denote the sequence {1, m...1, 0, 0, 0....} and χ{j} shows the elements

of standard basis of the space `p whose coordinates are all zero, except jth that
equals 1.
For brevity we will write ×ni=1Xi for the Cartesian product space X1 × ....×Xn

and ×nX for the n-fold Cartesian product of the Banach space X.
A linear operator T : X → Y is called (p,q)-summing if there exists a constant

c > 0 such that for every choice of the elements x1, ..., xm ∈ X and for all positive
integers m, ( m∑

i=1

∥∥T (xi)
∥∥p
Y

)1/p
≤ k sup

x∗∈BX∗

( m∑
i=1

|〈xi, x∗〉|q
)1/q

.

The space of (p, q)-summing operators from X to Y is denoted by Πp,q(X,Y ) −
−Πp(X,Y ), if p = q.
Recall that a Banach space E is said to have the Schur property whenever weak

convergent and norm convergent sequences coincide in it. A Banach space E has
the Dunford-Pettis property if every linear operator from E into a Banach space F
maps weakly compact sets to norm compact ones.
Recall that an (linear, multilinear or polynomial) operator is called (weakly)

compact if it maps the unit ball to a relatively (weakly) compact set.

2. Norm Preserving Products and Product Factorability

Let X1, X2, ..., Xn and Z be Banach spaces. Consider a Banach space valued
n-linear map ~ : X1 ×X2 × ...×Xn → Z written by

(x1, x2, ..., xn) ~(x1, x2, ..., xn) = x1 ~ x2 ~ ...~ xn

for all xi ∈ Xi (i = 1, 2, ..., n).
This particular map is called norm preserving product (n.p. product for short)

if the inclusion BY ⊆ ~(BX1 × BX2 × ... × BXn) holds and for every xi ∈ Xi (i =
1, ..., n) and we have that

‖~ (x1, x2, ..., xn)‖Z = inf
{ n∏
i=1

‖x′i‖Xi
: x′i ∈ Xi, i = 1, ..., n

}
,

where the infimum is taken over all ~(x1, x2, ..., xn) = ~(x′1, x
′
2, ..., x

′
n) (see [12,

Definition 2.1]) .

Example 1. Some norm preserving products;
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• The usual convolution operation ∗ from the product L2(T)×L2(T) of Hilbert
space of integrable functions to the Wiener algebra W(T) is a norm pre-
serving product (see [11, Remark 2.1] and references there in for the calcu-
lations),

• Let (Ω,Σ, µ) be a σ-finite measure space and let
∑n
i=1

1
pi

= 1
r and pi, r ≥ 1.

Then the pointwise product � defined on Lp1(µ)× ...× Lpn(µ) to Lr(µ) is
a norm preserving product (see [12, Section 4]).

A multilinear operator B : X1 × ...×Xn → Y is called ~-factorable for the n.p.
product ~ if it can be factored through the product ~ : X1 × ... × Xn → Z and
a linear operator T : Z → Y such that B(x1, x2, ..., xn) = T ◦ ~(x1, x2, ..., xn) =
T (x1 ~ x2 ~ ...~ xn) for all xi ∈ Xi (i = 1, ..., n) (see [12, Def. 2.2]).
Thus, for a certain continuous linear operator T : Z → Y , the map B admits a

factorization as the form;

The author proved in [12, Lemma 2.3.] that a necessary and suffi cient condition
for the ~-factorability of a multilinear operator B : X1 × X2 × ... × Xn → Y is
given by the existence of a constant k > 0 satisfying the following inequality∥∥∥ m∑

i=1

B(x1i , x
2
i , ..., x

n
i )
∥∥∥
Y
≤ k

∥∥∥ m∑
i=1

x1i ~ x2i ~ ...~ xni
∥∥∥
Z

(1)

for every finite sets of vectors {xji}mi=1 ⊂ Xj (j = 1, 2, ..., n).
A multilinear map B : X1 ×X2 × ...×Xn → Y is called zero product preserving

(or zero ~-preserving) if

B(x1, x2, ..., xn) = 0 if xk ~ xl = 0 for some xk ∈ Xk, xl ∈ Xl

where k, l ∈ {1, 2, ..., n} and k 6= l.
The class of zero ~-preserving multilinear operators is a Banach space endowed

with the usual operator norm. The Banach space of n-linear zero ~-preserving
operators defined on the X1×X2× ...×Xn to Y will be denoted by Ln0 (X1×X2×
...×Xn, Y ).

3. Product Factorability of Multilinear Maps acting in Sequence
Spaces

Now, we will give the main theorem of the paper that states the class of zero
product preserving maps defined on ×ni=1`pi to the Banach space Y are equal to
the class of the product factorable operators.
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Remark 2. Let
∑n
i=1

1
pi

= 1
r for 1 ≤ r, pi < ∞ (i = 1, ..., n). The product

� : ×ni=1`pi → `r defined by

x1 � ....� xn = {x1(k) · .... · xn(k)}∞k=1 = {x(k)}∞k=1 = x ∈ `r

for all xi ∈ `pi (i = 1, ..., n) is a norm preserving product. Indeed, consider a
{x(k)}∞k=1 ∈ B`r . We can write x(k) =

∏n
i=1 |x(k)|r/pisign(x(k)) for all k ∈ N,

where sign denotes the signum function. Since

‖(|x(k)|r/pisign(x(k)))‖pi =
(∑

||x(k)|r/pisign(x(k))|pi
)1/pi

=
(∑

|x(k)|r
)1/pi

= ‖(x(k))‖r/pir ≤ 1,

we get {|x(k)|r/pisign(x(k))}∞k=1 ∈ `pi and B`r ⊆ �(B`p1 ×B`p2 × ...×B`pn ). Now,
let us show the equality given in the definition of the n.p. product. Take into account
sequences xi = {xi(k)}∞k=1 ∈ `pi for i = 1, 2, ..., n such that x1 � x2 � ...� xn = x.
By the generalization of Hölder’s inequlity it is easily seen that

‖x1 � x2 � ...� xn‖r ≤ ‖x1‖p1‖x2‖p2 ...‖xn‖pn .
Now, let us show the inverse. Since for all k, we can write
x(k) =

∏n
i=1 |x(k)|r/pisign(x(k)), we get ‖(|x(k)|r/pisign(x(k)))‖pi = ‖(x(k))‖r/pir .

Therefore

‖x‖r = ‖(x(k))‖r =

n∏
i=1

‖(x(k))‖r/pir =

n∏
i=1

‖(|x(k)|r/pisign(x(k)))‖pi .

Thus, we get ‖x‖r = inf{‖x1‖p1‖x2‖p2 ...‖xn‖pn} and � is an n.p. product from
`p1 × `p2 × ....× `pn to `r.

Theorem 3. Let
∑n
i=1

1
pi

= 1
r for 1 ≤ r, pi < ∞ (i = 1, ..., n). For a multilinear

operator B : ×ni=1`pi → Y the following statements imply each other.

(1) The operator B is zero �-preserving.
(2) The operator B is �-factorable.
(3) There is a constant k > 0 such that for every finite sets of sequences
{xi1, ...., xim} ⊂ `pi (i = 1, 2, ..., n), the following inequality holds;∥∥∥ m∑

j=1

B(x1j , x
2
j , ..., x

n
j )
∥∥∥
Y
≤ k

∥∥∥ m∑
j=1

x1j � x2j � ...� xnj
∥∥∥
r
. (2)

Thus, B admits the following factorization for a unique linear operator
T : `r → Y ;
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Proof. (1) ⇒ (2) Assume that B is zero �-preserving. Let us write the sequences
xi ∈ `pi (i = 1, 2, ..., n) in the form xi = {xi(k)}∞k=1 =

∑∞
k=1 x

i(k)χ{k}, then

x1 � ....� xn = {x1(k) · .... · xn(k)}∞k=1 =

∞∑
k=1

x1(k) · .... · xn(k) · χ{k}

Since χ{k} � χ{l} = 0 whenever k 6= l, the following equality is obtained

B(x1, ...., xn) = B
( ∞∑
k1=1

x1(k1)χ{k1}, ...,

∞∑
kn=1

xn(kn)χ{kn}

)
=

∞∑
k1=1

x1(k1) · ... ·
∞∑

kn=1

xn(k1)B(χ{k1}, ..., χ{kn})

=

∞∑
k=1

x1(k) · ... · xn(k)B(χ{k}, ..., χ{k})

= B
( ∞∑
k=1

x1(k) · ... · xn(k)χ{k}, χ{k}, ..., χ{k}

)
by the zero product preservartion property of B.
For every natural number m, let us define the map Bm(x1, ...., xn) = B(x1 �

χ{1,...,m}, ..., xn � χ{1,...,m}) for all xi ∈ `pi (i = 1, 2, ..., n). It is easily seen that
the sequence {Bm}∞m=1 consists of well-defined, multilinear continuous maps. Since
xi � χ{1,...,m} = xi �

∑m
k=1 χ{k} =

∑m
k=1 x

i(k)χ{k}, by the zero �-preservation
property of B

Bm(x1, ...., xn) = B(x1 � χ{1,...,m}, ..., xn � χ{1,...,m})

= B
( m∑
k1=1

x1(k1)χ{k1}, ...,

m∑
kn=1

xn(kn)χ{kn}

)
=

m∑
k1=1

x1(k1) · ... ·
m∑

kn=1

xn(kn)B(χ{k1}, ..., χ{kn})

=

m∑
k=1

x1(k) · ... · xn(k)B(χ{k}, ..., χ{k})

= B
( m∑
k=1

x1(k) · ... · xn(k)χ{k},

m∑
k=1

χ{k}, ...,

m∑
k=1

χ{k}

)
.

Thus, for all m, the map Bm is written as

Bm(x1, ..., xn) = B
( m∑
j=1

x1j · ... · xnj χ{j},
m∑
j=1

χ{j}, ...,

m∑
j=1

χ{j}

)
= B(x1 � ...� xn � χ{1,...,m}, χ{1,...,m}, ..., χ{1,...,m})
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for all xi ∈ `pi (i = 1, 2, ..., n).
Now, for all natural number m and every x = x1 � ... � xn, define the map

Tm : `r → Y by Tm(x) = Tm(x1 � ...� xn) = Bm(x1, ..., xn). Then, it is seen that
for all m, the map Tm is well-defined, linear and continuous operator. Indeed, the
linearity is seen by the linearity in the first variable of the map Bm. Let us show
the continuity of the map Tm;

‖Tm(x)‖Y = ‖Bm(x1, ...., xn)‖Y
= ‖B(x1 � χ{1,...,m}, ..., xn � χ{1,...,m})‖Y
≤ ‖B‖‖x1 � χ{1,...,m}‖...‖xn � χ{1,...,m}‖
≤ ‖B‖‖x1‖...‖xn‖,

since this holds for all representations of the sequence x, it is seen that ‖Tm(x)‖Y ≤
‖B‖‖x‖r by the definition of n.p. product. For all m, the operator Tm is indepen-
dent of the representation of the sequence x. Indeed, let us assume x = x1�...�xn =
x′1 � ...� x′n, then it is seen that

Tm(x1 � ...� xn) = B(x1 � ...� xn � χ{1,...,m}, χ{1,...,m}, ..., χ{1,...,m})
= B(x′1 � ...� x′n � χ{1,...,m}, χ{1,...,m}, ..., χ{1,...,m})
= Tm(x′1 � ...� x′n).

On the other hand, the set of operators {Tm}∞m=1 is pointwise convergent for each
x = x1 � ...� xn ∈ `r. By the separate continuity of the multilinear map B, this is
seen as follows;

lim
m→∞

Tm(x1 � ...� xn) = lim
m→∞

Bm(x1, ..., xn)

= lim
m→∞

B(x1 � χ{1,...,m}, ..., xn � χ{1,...,m})

= B( lim
m→∞

x1 � χ{1,...,m}, ..., lim
m→∞

xn � χ{1,...,m})

= B(x1, ..., xn).

Thus, {Tm(x)}∞m=1 converges to B(x1, ..., xn) for all x ∈ `r such that x = x1�...�xn
for the elements xi ∈ `pi (i = 1, ..., n). Let us define the pointwise limit T (x) =
limm→∞ Tm(x). It is clear that the limit map T is well-defined and linear. Besides
it is continuous by the uniform boundedness theorem.
Summing up, the linear bounded map T : `r → Y defined by T (x1 � ...� xn) =

B(x1, ..., xn) is the desired map.
(2)⇒ (3) is obtained by Lemma 2.3. given in [12].

Lastly, let us show (3) implies (1). Consider the sequences xi ∈ `pi (i = 1, ..., n) such
that xk � xl = 0 for some different k, l ∈ {1, ..., n}. This implies x1 � ...� xn = 0.
Therefore, zero �-preservation is seen by Inequality (2) given in the statement
(3). �
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The above theorem gives an isometry between the spaces Ln0 (×ni=1`pi , Y ) and
L(`r, Y ).

Theorem 4. The correspondence B ←→ T is an onto isometry between the Banach
spaces Ln0 (×ni=1`pi , Y ) and L(`r, Y ).
Particularly for Y = R, we get Ln0 (×ni=1`pi) = (`r)∗.

Proof. It is easily seen that the map Ln0 (×ni=1`pi , Y ) → L(`r, Y ) is linear. Now,
let us show the isometry.

‖B‖ = sup
(x1,...,xn)∈×ni=1B`pi

‖B(x1, ..., xn)‖Y

= sup
(x1,...,xn)∈×ni=1B`pi

‖T (x1 � ...� xn)‖Y

≥ sup
x=x1�...�xn∈B`r

‖Tx‖Y = ‖T‖.

For the converse inequality;

‖T‖ = sup
x∈B`r

‖Tx‖Y = sup
(x1,...,xn)∈×ni=1B`pi

‖B(x1, ..., xn)‖ ≤ ‖B‖,

where xi = {xi(k)}∞k=1 = {|x(k)|r/pisgn(x(k))}∞k=1 for all i = 1, ..., n.
It is easily seen that the map B → T is onto, since an n-linear map BT is obtained

for every linear map T by defining T (x) = B(x1, ..., xn) for all x = x1� ...�xn ∈ `r
for the n.p product � : ×ni=1`pi → `r. �

Corollary 5. As a result of the above isometry, the following isometries are given
for particular pi values.

? Ln0 (×n`p, Y ) = L(`p/n, Y ), where p > n.
? Ln0 (×n`n, Y ) = L(`1, Y )
? Ln0 (×n`p) = (`p/n)∗ = `p/(p−n)

? Ln0 (×n`n) = (`1)∗ = `∞.

4. Compactness and Summability Inquiries for �-Factorable Maps

In this section, we investigate compactness and summability for �-factorable
multilinear operator that are based on the classical analysis properties and theorems
like Dunford Pettis property, well-known Grothendieck’s theorem or cotype related
properties.

4.1. Compactness of �-Factorable operators. By the definition of norm pre-
serving product, it is seen that a �-factorable multilinear map B : ×ni=1`pi → Y
is (weakly) compact if and only if the linear operator T : `r → Y appearing in
the factorization is (weakly) compact. Now, we will give more specific compactness
implications for �-factorable maps.
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Corollary 6. Let
∑n
i=1

1
pi

= 1
r for 1 ≤ r, pi < ∞ and i = 1, ..., n. For a �-

factorable multilinear operator B : ×ni=1`pi → Y , we have the following compactness
results;

(1) For r > 1, the map B is weakly compact.
(2) If r = 1 and Y is reflexive, then the map B is compact.
(3) For 1 ≤ s < r <∞ and Y = `s, the map B is compact.

Proof. (1) This is easily seen by the weakly compactness of the factorization oper-
ator T : `r → Y which is defined on the reflexive space `r.
(2) B factors through the linear map T : `r → Y that is weakly compact due to

reflexivity of the space Y . In addition, T —hence B—is compact by the Dunford-
Pettis property of the space `1.
(3) Since the linear operator T : `r → `s is compact whenever 1 ≤ s < r < ∞

by the Pitt’s theorem, the map B is so also (see [9, Chapter 12]). �

Corollary 7. Let
∑n
i=1

1
pi

= 1 for 1 ≤ pi <∞ (i = 1, ..., n) and let B : ×ni=1`pi →
Y be a �-factorable multilinear operator. For a set A ⊂ ×ni=1`pi , B(A) is norm
compact if {x1 � ....� xn : (x1, ..., xn) ∈ `p1 × ....× `pn} is weakly compact.

Proof. The �-factorable multilinear operator B factors throug a linear map T :
`1 → Y . Since �(A) is weakly compact, B(A) = T ◦ �(A) is weakly compact.
Hence it is compact by the Dunford-Pettis property of `1. �

4.2. Summability Properties of �-Factorable Operators. Now, let us look
at the summability properties of �-factorable maps.

Theorem 8. Let
∑n
i=1

1
pi

= 1 for 1 ≤ pi <∞ (i = 1, ..., n). The followings imply
each other for a Hilbert-space valued multilinear map B : ×ni=1`pi → H.

i) The map B is �-factorable,
ii) There is a constant k > 0 such that for every finite sets {xi1, ..., xim} ⊂

`pi (i = 1, ..., n)

m∑
j=1

∥∥∥B(x1j , ..., x
n
j )
∥∥∥
H
≤ k sup

z′∈B`∞

m∑
j=1

∣∣∣〈x1j � ...� xnj , z′〉∣∣∣,
iii) For all xi ∈ `pi (i = 1, ..., n) there is a regular Borel measure η over B`∞

such that

‖B(x1, ..., xn)‖H ≤ K
∫
B`∞

|〈x1 � ...� xn, z′〉| dη(z′).

Besides, B factors through a completely continuous linear operator due to the
Dunford-Pettis property of the space `1 whenever one of the aboves holds.

Proof. i)⇒ ii) Since the map B is �-factorable, it factors through the linear map
T : `1 → H. Since L(`1, H) = Π1(`

1, H) by a result of the Grothendieck’s Theorem,



PRODUCT FACTORABILITY IN SEQUENCE SPACES 1155

we obtain T is a 1-summing operator and thus, B satisfies the inequality given in
statement (ii).
ii)⇒ iii) The integral domination given in the third statement is clearly obtained

by Pietsch Domination Theorem (see [9, Theorem 2.12]).
iii)⇒ i) If the map B has the integral domination then it is seen that B(x1, ..., xn)

= 0 whenever xk � xl = 0 for some different k, l ∈ {1, ..., n}. Thus, B is zero �-
preserving and it is �-factorable by the main theorem of the paper. �

We obtain a weaker result by considering some cotype-related properties. It is
known that cotype 2 for a Banach space implies the Orlicz property (see [8, Section
8.9]). Assume that Y has Orlicz property and let

∑n
i=1

1
pi

= 1 for 1 ≤ pi < ∞ for
i = 1, ..., n. The following domination inequality holds for an n-linear �-factorable
map B : ×ni=1`pi → Y

( m∑
j=1

∥∥∥B(x1j , ..., x
n
j )
∥∥∥2
Y

)1/2
≤ sup
εj={−1,1}

∥∥∥ m∑
j=1

εjx
1
j � ...� xnj

∥∥∥
for all finite sets {xi1, ..., xim} ⊂ `pi (i = 1, ..., n).
Lastly, we will give some results for �-factorable maps that are `p-space valued.

We will use Littlewood inequality that states L(`1, `4/3) = Π4/3,1(`
1, `4/3) (see [8,

Section 34.12]): if B is defined on ×ni=1`pi to `4/3, then( m∑
j=1

∥∥∥B(x1j , ..., x
n
j )
∥∥∥4/3
4/3

)3/4
≤ k sup

z′∈B`∞

m∑
j=1

∣∣∣〈x1j � ...� xnj , z′〉∣∣∣
for all finite sets {xij}mj=1 ⊂ `pi (i = 1, ..., n).

5. A Generalization of the �-Factorable Operators

Let
∑n
i=1

1
pi

= 1
r for 1 ≤ r, pi < ∞ (i = 1, ..., n). Consider n Banach spaces

Xi (i = 1, ..., n) that are isomorphic to `pi by the isomorphisms Pi : Xi → `pi . Let
us define the product �×ni=1Pi : ×ni=1Xi → `r by

�×ni=1Pi(f1, ..., fn) = P1(f1)� ....� Pn(fn), fi ∈ Xi.

This product can be illustrated by the following diagram;

We will call a multilinear map B : ×ni=1Xi → Y is zero �×ni=1Pi−preserving if
B(f1, ..., fn) = 0 whenever �Pk×Pl(fk, fl) = Pk(fk) � Pl(fl) = 0 for some k, l ∈
{1, ..., n} such that k 6= l.
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Theorem 9. Let
∑n
i=1

1
pi

= 1
r for 1 ≤ r, pi < ∞ (i = 1, ..., n). Consider the

Banach spaces Xi (i = 1, ..., n) that are isomorphic to `pi by means of the iso-
morphisms Pi : Xi → `pi . For an n-linear map B : ×ni=1Xi → Y , the following
statements are equivalent.

(1) The operator B is zero �×ni=1Pi−preserving.
(2) The map B is �×ni=1Pi−factorable. That is, there is a linear operator T :

`r → Y such that B := T ◦ �×ni=1Pi .
(3) There exists a K > 0 such that the inequality below holds for every finite

sets {f i1, ..., f im} ⊂ Xi (i = 1, .., n);∥∥∥ m∑
j=1

B(f1j , ..., f
n
j )
∥∥∥
Y
≤ K

∥∥∥ m∑
j=1

P1(f
1
j )� ...� Pn(fnj )

∥∥∥
r
.

If one of the aboves is satisfied, then B admits the following factorization;

Proof. (1) ⇒ (2) Let us assume that B is zero �×ni=1Pi−preserving and define the
map B = B ◦ ×ni=1P−1i : ×ni=1`pi → Y . For the sequences xi ∈ `pi (i ∈ {1, ..., n}),
it is seen that B(x1, .., xn) = B ◦ ×ni=1P−1i (P1(f1), ..., Pn(fn)), where Pi(fi) = xi
for fi ∈ Xi. Since B is zero �×ni=1Pi−preserving, it is obtained that B(x1, .., xn) =
B(f1, ..., fn) = 0 whenever xk � xl = Pk(fk)� Pl(fl) = 0 for some k, l ∈ {1, ..., n}.
This shows zero �-preservation of the map B and therefore B is �-factorable by
Theorem 3. So we have that there is a linear operator T : `r → Y such that
B = T ◦�. By the definition of B, we obtain B = B◦(×ni=1Pi) = T ◦�◦(×ni=1Pi) =
T ◦ �×ni=1Pi , the desired factorization.

(2)⇒ (3) If the map B is �×ni=1Pi−factorable then the map B = B ◦×ni=1P−1i :
×ni=1`pi → Y is �-factorable. Indeed, for the �×ni=1Pi−factorable map B, there is
a linear operator T : `r → Y such that B := T ◦ �×ni=1Pi . Thus, B = T ◦ �×ni=1Pi ◦
×ni=1P−1i . For the elements fi ∈ Xi that are Pi(fi) = xi ∈ `pi , we get

B(x1, ..., xn) = T ◦ �×ni=1Pi ◦ ×
n
i=1P

−1
i (x1, ..., xn)

= T ◦ �×ni=1Pi(P
−1
1 (x1), ..., P

−1
n (xn))

= T (P1P
−1
1 (x1)� ...� PnP−1n (xn))

= T (x1 � ....� xn).

This shows, B is �-factorable. By Lemma 2.3 given in [12] and Theorem 3, the
inequality given in the statement (3) is obtained.
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(3)⇒ (1) It is clear that B is zero �×ni=1Pi−preserving under the assumption of
the statement (3). �

6. Application: Representation As n-homogeneous Polynomial

Recall that an n-linear map B : ×nX → Y is called symmetric if

B(x1, ..., xn) = B(xσ(1), ..., xσ(n)) (x1, ..., xn ∈ X)

for any permutation σ of the first n natural numbers. Lns (×nX,Y ) denotes the
space of symmetric multilinear operators defined on X to Y .

Remark 10. Let p ≥ n. It is easily seen that any �-factorable n-linear map
B : ×n`p → Y is symmetric. Indeed, the map B factors through the linear map
T : `p/n → Y and thus

B(x1, ..., xn) = T (x1 � ....� xn) = T (xσ(1) � ...� xσ(n)) = B(xσ(1), ..., xσ(n))

for all x1, ..., xn ∈ `p by the commutativity of the product �.
In addition to this, a symmetry is obtained for the general version. Let X be iso-

morphic to the space `p by the isomorphism P : X → `p. Then any �×nP−factorable
n-linear map B : ×nX → Y is symmetric.
Therefore, the following inclusions hold;
• Ln0 (×n`p, Y ) ⊆ Lns (×n`p, Y ),
• Ln0 (×nX,Y ) ⊆ Lns (×nX,Y ) if X ∼= `p.

We will give a counterexample to show that the symmetry does not imply zero
�-preservation. Consider a bilinear map B : `p × `p → R defined by B(x1, x2) =∑5
k=1 x

1(k) · x2(k). It is seen that B is symmetric. For the sequences x1 =
(1, 1, 0, 1, 0,−1,−1, 0, 0, ...) and x2 = (1, 1, 1, 0, 1, 1, 1, 0, 0, ...) in `p, it is obtained
that x1 � x2 = 0 but B(x1, x2) = 2, thus B is not zero �-preserving.
A map P : X → Y is called n-homogeneous polynomial if it is associated with

an n-linear symmetric map B : ×nX → Y such that P (x) = B(x, ..., x) for all
x ∈ X. The class of n-homogeneous polynomials is a Banach space under the norm
‖P‖ = sup‖x‖=1 ‖P (x)‖. It will be denoted by P(nX,Y ). We refer the book [10]
for more information about polynomials.
An n-homogeneous polynomial defined on the Banach algebra X is called or-

thogonally additive if P (x + y) = P (x) + P (y) whenever xy = 0 for x, y ∈ X.
Similarly we will call an n-homogeneous polynomial defined on the Banach space
X orthogonally additive if P (x+y) = P (x)+P (y) whenever x~y = 0 for x, y ∈ X
and an n.p. product ~. We denote by P0(nX,Y ) the space of n-homogeneous
orthogonally additive polynomials from X to Y . We will write P0(nX) for Y = R.
The Banach space of n-homogeneous orthogonally additive polynomials is closely

related to the zero product preserving n-linear operators and several papers can be
found in this direction in the literature (see [3,5,12,15,16] and references therein).
Now we will give a generalization of the isomorphisms between orthogonally additive
n-homogeneous polynomial forms and sequences given in the papers [15] and [16].
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Theorem 11. Let 1 ≤ n ≤ p < ∞. There is an onto isometry between the spaces
L(`p/n, Y ) and P0(n`p, Y ). Particularly, P0(n`p) = (`p/n)∗ for a scalar field range.

Proof. Consider a linear continuous operator T ∈ L(`p/n, Y ). It is seen that T gives
a �-factorable n-linear map BT : ×n`p → Y defined by T (x) = T (x1 � ...� xn) =
B(x1, ..., xn) for all xi ∈ `p (i = 1, ..., n) such that x1 � ... � xn = x ∈ `p/n.
Due to the symmetry of the �-factorable map BT , an n-homogeneous polynomial
PBT

: `p → Y is obtained such that it is orthogonally additive. Indeed, for all
x, y ∈ `p

PBT
(x+ y) = BT (x+ y, ..., x+ y)

=

n∑
k=0

(
n

k

)
BT (x, k..., x, y, n−k... , y)

= BT (x, n..., x) +BT (y, n..., y)

= PBT
(x) + PBT

(y).

whenever x� y = 0, thus PBT
is orthogonally additive. Thus the linear correspon-

dence T → PBT
defines an orthogonally additive n-homogeneous polynomial PBT

for every T by T (xn) = PBT
(x), where xn = x� n...� x . Let us show the isometry

now.

‖T‖ = sup
‖x‖p/n≤1

‖Tx‖ = sup
‖x1/n‖p≤1

‖P (x1/n)‖ = sup
‖y‖p≤1

‖P (y)‖ = ‖P‖.

For the surjectivity, let us consider an orthogonally additive n-homogeneous polyno-
mial P ∈ P0(n`p, Y ). This polynomial defines a 1-homogeneous map T by T (x) =
P (x1/n) for all x = {x(k)}∞k=1 ∈ `p/n where x1/n = {|x(k)|1/nsign(x(k))}∞k=1 such
that x = {|x(k)|1/nsign(x(k))· n...·|x(k)|1/nsign(x(k))}∞k=1 = x1/n� n...�x1/n ∈ `p/n.
The map T is linear. Indeed, to see this consider the sequences x′1 =

∑m
k=1 x

1(k) ·
χ{k} and x

′
2 =

∑m
k=1 x

2(k) · χ{k} defined by the sequences x1, x2 ∈ `p/n.
Since (x′1 + x′2)

1/n =
∑m
k=1(x

1(k) + x2(k))1/n · χ{k}, by using the n-homogenity
and orthogonally additivity of the polynomial P , we get that

T (x′1 + x′2) = P
(

(x′1 + x′2)
1/n
)

= P (

m∑
k=1

(x1(k) + x2(k))1/n · χ{k})

=

m∑
k=1

P ((x1(k) + x2(k))1/n · χ{k}) =

m∑
k=1

(x1(k) + x2(k))P (χ{k})

= P
( m∑
k=1

(x1(k))1/n · χ{k}
)

+ P
( m∑
k=1

(x2(k))1/n · χ{k}
)

= P ((x′1)
1/n) + P ((x′2)

1/n) = T (x′1) + T (x′2).
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Since x1 = limm→∞
∑m
k=1 x

1(k) · χ{k} and x2 = limm→∞
∑m
k=1 x

2(k) · χ{k}, it is
obtained that

T (x1 + x2) = T ( lim
m→∞

x′1 + lim
m→∞

x′2)

= lim
m→∞

T (x′1 + x′2) = lim
m→∞

(T (x′1) + T (x′2))

= T (x1 + x2).

Thus, every orthogonally additive n-homogeneous polynomial P defines a linear
map T ∈ L(`p/n, Y ). We can illustrate this isometry by the following diagram;

where ∆n is the canonical embedding called diagonal mapping from `p to ×n`p
used to define the n-homogeneous polynomials.
Particularly, every n-homogeneous polynomial form P in P0(n`p) is represented

by a sequence in the space `p/(p−n). �

Corollary 12. L(`1, Y ) = P0(n`n, Y ) and every orthogonally additive n-homogenous
polynomial P : `n → R is represented by a bounded scalar valued sequence.

From Corollary 5, Theorem 11 and Corollary 12, we get the following isometries;

? Ln0 (×n`p, Y ) = P0(n`p, Y ), where p ≥ n.
? Ln0 (×n`n, Y ) = P0(n`n, Y )
? Ln0 (×n`p) = P0(n`p)
? Ln0 (×n`n) = P0(n`n).

We can give some isomorphisms for the �×nP−factorable maps as follows;

Corollary 13. Let 1 ≤ n ≤ p <∞ and P : E → `p is an isomorphism. There is an
isomorphism between the spaces L(`p/n, Y ) and P0(nE, Y ). Particularly, P0(nE) =
(`p/n)∗ for a scalar field range.

Let us finish the paper with an example.

Example 14. Let
∑n
i=1

1
pi

= 1
r for 1 ≤ r, pi < ∞ for i = 1, ..., n. Recall that a

multilinear form B : ×ni=1`pi → C defined by B(x1, ..., xn) =
∑∞
k=1 αk ·x1k · .... ·xnk is

called diagonal operator, where {αk} is a bounded sequence. Clearly, it is seen by the
definition that B(x1, ..., xn) = 0 whenever xk � xl = 0 for some k, l ∈ {1, 2, ..., n}.
Therefore, it is zero product preserving and there is a linear form T : `r → C such
that B(x1, ..., xn) = T (x), where x1 � .... � xn = x. Besides, if we consider pi =
... = pn = p, then we obtain that the zero product preserving map B : ×n`p → C
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has a factorization through the linear form T : `p/n → C. Since this gives the
symmetry of the form B : ×n`p → C, we get the diagonal map B is associated with
an orthogonally additive n-homogeneous diagonal polynomial form P : `p → C.
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[14] Erdoğan, E., Sánchez Pérez, E. A., Gök, Ö., Product factorability of integral bilinear opera-

tors on Banach function spaces, Positivity, 23 (3) (2019), 671-696.
[15] Ibort, A., Linares, P., Llavona, J.G., A representation theorem for orthogonally additive

polynomials on Riesz spaces, Rev Mat Complut., 251 (2012), 21-30.
[16] Sundaresan, K., Geometry of spaces of polynomials on Banach lattices in: Applied Geometry

and Discrete Mathematics, DIMACS Ser. Discrete Math. Theoret. Comput. Sci., Amer.
Math. Soc., Providence RI, vol 4 (1991), pp 571-586.



Commun.Fac.Sci.Univ.Ank.Ser. A1 Math. Stat.
Volume 69, Number 2, Pages 1161—1170 (2020)
DOI: 10.31801/cfsuasmas.733922
ISSN 1303—5991 E-ISSN 2618—6470

https://communications.science.ankara.edu.tr

Received by the editors: May 07, 2020; Accepted: June 12, 2020

SOME COMMENTS ON METHODOLOGY OF CUBIC RANK
TRANSMUTED DISTRIBUTIONS

Monireh HAMELDARBANDI1 and Mehmet YILMAZ

1Ankara University, Graduate School of Natural and Applied Sciences, 06110, Diskapi, Ankara,
TURKEY

2Ankara University, Faculty of Science, Department of Statistics, Ankara, TURKEY

Abstract. In this study, at first a new polynomial rank transmutation is pro-
posed. Then, a new cubic rank transmutation is introduced by simplifying the
set of transmutation parameters in order to improve its usefulness in statistical
modeling. The purpose of this comment is to clarify some issues that exist in
the methodology of obtaining the distribution by the cubic transmutation and
the stage of proofing it. In this way, both the parameter space is expanded and
the process of establishing the cubic transformed distribution family is given.

1. Introduction

In this study, we inspire the quadratic rank transmutation map (QRTM) pro-
posed by [16]. The mapping is given as

u→ u+ λu (1− u) (1)

where u ∈ [0, 1] and λ ∈ [ −1, 1]. Using this transmutation many distributions have
been derived and still continue to be derived. Beside this, there are also some stud-
ies on the modifications of the QRTM. Some of the pioneering works on proposing
modified QRTM can be given as follows: [1] proposed a new Weibull distribution
by using exponentiated QRTM. [2] generated a new distribution family by con-
sidering exponentiated distribution as the baseline distribution. [11] studied a new
distribution by taking the baseline distribution as exponentiated exponential dis-
tribution. [5] introduced transmuted exponentiated modified Weibull distribution,
and [3] introduced transmuted exponentiated Lomax distribution. The last three
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studies can be seen as a special case of [2]. [9] introduced a new transmutation
map by adding extra two parameters to get more flexible distribution. Then, [10]
introduced a new Lindley distribution by using this new transmutation map ap-
proach. [4] introduced a kind of generalization of QRTM by considering sum of
k- dimensional vector of transmutation parameters. There are two similar studies
which are the generalized transmuted G family by [12] and generalized transmuted
Weibull distribution by [13]. Also, by taking into account recent works, [15] intro-
duced a new distribution named as transmuted generalized Gamma distribution.
They use QRTM to generate this distribution family.
In this study, a new polynomial rank transmutation is proposed additionally to
[17]. Since the parameter set is still complex, a new cubic rank transmutation is
introduced in the light of the idea behind QRTM. In our study, since an extra
transmutation parameter is added, the distribution has become more flexible.

2. Motivation

[17] proposed polynomial rank transmutation map to demonstrate Skew-kurtotic
transmutations. Figure 3 of [17] indicates that admissible parameter region. How-
ever this region is quite complex structure, the points on Figure 5 of them show
some special cases related to family of order statistics up to 3-sized sample. Under
the leadership of this idea, we propose a new polynomial rank transmutation to
get simpler structure of parameter region. Let G(u) stand for the polynomial rank
transmutation defined on [0, 1]. Then, we have

G(u) = u+ λ1u (1− u) + λ2u2 (1− u) (2)

with G(0) = 0 and G(1) = 1. Note that, λ1 and λ2 are the transmutation parame-
ters. Parameter region will be defined with following discussion. Since G should
be non-decreasing, non-negativity of the first derivative of G with respect to u is
examined. Thus, the shape of the parameter region is determined. By calling this
derivative with g, we have

g (u, λ1, λ2) = −3λ2u2 − 2u (λ1 − λ2) + (1 + λ1) . (3)

Non-negativity of g (u, λ1, λ2) at the end-points, namely the inequalities g (0, λ1, λ2) =
1 + λ1 ≥ 0 and g (1, λ1, λ2) = 1− λ1 − λ2 ≥ 0 both requires that

λ1 ≥ −1
λ1 + λ2 ≤ 1.

(4)

From these two inequalities, it is clear that λ2 ≤ 2. When the eq. (3) is taken
into account, g (u, λ1, λ2) is a concave function for λ2 ∈ (0, 2]. As long as the
inequality (4) is valid, g (u, λ1, λ2) will take non-negative values. For λ2 ≤ 0, we
will investigate the suffi cient conditions on non-negativity of g (u, λ1, λ2). In this
case, g (u, λ1, λ2) has a minimum point since it is a convex function. If this minimum
point is within (0, 1), the value at that point of the function g (u, λ1, λ2) must be
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positive. Accordingly, the minimum point is obtained by taking the derivative of
the eq. (3) and equating them to zero as follows:

g′ (u, λ1, λ2) = −6λ2u− 2 (λ1 − λ2) = 0⇒ u∗ =
− (λ1 − λ2)

3λ2
(5)

Then, the value of g (u, λ1, λ2) at u∗ must satisfy

g

(
− (λ1 − λ2)

3λ2
, λ1, λ2

)
=
λ21 + λ1λ2 + λ2 (3 + λ2)

3λ2
≥ 0 (6)

Hence, it is necessary to say that the value of the numerator in (6) is non-positive.
If this statement given by the numerator is considered as a second order polynomial
of λ1, the roots are given by

λ11,2 =
−λ2 ±

√
−3λ2 (λ2 + 4)
2

(7)

Here, we can say that the condition −4 ≤ λ2 must also occur in order for the roots
to be real valued. Thus, under the condition −4 ≤ λ2 < 0, we have bounds for λ1
as follows:

−λ2 −
√
−3λ2 (λ2 + 4)
2

≤ λ1 ≤
−λ2 +

√
−3λ2 (λ2 + 4)
2

(8)

For these bounds, the numerator in (6) has a negative sign. This leads to the
following conclusion: The range of λ1 is as in (8) for λ2 ∈ [−4, 0). However, the
minimum value of the lower bound in (8) can be −1, while the maximum value of
the upper bound can be 3. From this we can say that the range of λ1 is [−1, 3].
Thus, combining this results, the parameter region for (λ1, λ2) appears as shown in
the Figure 1.
By considering this parameter set of (λ1, λ2), many well defined distributions are
generated from the eq. (2) with the baseline distribution F . Now, let’s get a map
of the integer values of the pair (λ2, λ1) to see the known distributions tabulated
in Table 1.
The distributions specified by the star in Table 1 are described below how they
correspond to some known failure distributions.
Let Xr:n be the rth order statistic in a sample of size n. By noting that, for

λ1 = −1, λ2 = −1 generated distribution indicates the failure distribution of the
lifetime of three-component parallel system, namely, this distribution indicates the
distribution of the random variable X3:3 = max {X1, X2, X3} where X1, X2 and X3

are independent and identically distributed as F . Similarly, for λ1 = 2, λ2 = −1
generated distribution indicates the distribution of the random variable X1:3 =
min {X1, X2, X3}. For λ1 = −1, λ2 = 1 generated distribution indicates the dis-
tribution of max {X1,min {X2, X3}}. For λ1 = 0, λ2 = 1 generated distribution
indicates the distribution of min {X1,max {X2, X3}}. For λ1 = −1, λ2 = 2 gener-
ated distribution indicates the failure distribution of the lifetime of the three-out-
of- two system, namely, this distribution indicates the distribution of the random
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Figure 1. Valid parameter set (ellipsoid and triangle on the right-
side )

Table 1. Some generated distributions according to special cases
for the parameter values

λ2 λ1 Some Generated Distributions λ2 λ1 Some Generated Distributions
−4 2 4F 3 − 6F 2 + 3F −1 0 F 3 − F 2 + F
−3 0 3F 3 − 3F 2 + F −1 1 F 3 − 2F 2 + 2F
−3 1 3F 3 − 4F 2 + 2F −1 2 F 3 − 3F 2 + 3F*
−3 2 3F 3 − 5F 2 + 3F 0 −1 F 2*
−3 3 3F 3 − 6F 2 + 4F 0 0 F*
−2 0 2F 3 − 2F 2 + F 0 1 2F − F 2*
−2 1 2F 3 − 3F 2 + 2F 1 −1 2F 2 − F 3*
−2 2 2F 3 − 4F 2 + 3F 1 0 F 2 + F − F 3*
−1 −1 F 3* 2 −1 3F 2 − 2F 3*

variable X2:3 = max {min {X1, X2} ,min {X1, X3} ,min {X2, X3}}. On the other
hand, for λ1 = −1, λ2 = 0 generated distribution indicates the failure distribu-
tion of the lifetime of the two-component parallel system, namely distribution of
X2:2 = max {X1, X2}. For λ1 = 1, λ2 = 0 generated distribution indicates the
failure distribution of the lifetime of the two-component series system, namely dis-
tribution of X1:2 = min {X1, X2}.
In this case, in addition to the known distributions introduced by the quadratic
transmutation, more informative distribution functions occure. However, the set of
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the transformation parameters of the proposed cubic transmutation is still compli-
cated.
In order to eliminate of this complexity, by referring to the concept of reliability
evaluation of coherent system by using signature (see, [6, 7] ), we come up with an
idea inspired by both works of [16,18] as follows:

Pr (X2:2 ≤ t) = Pr (max {X1, X2} ≤ t) = F 2 (t)

and
Pr (X1:2 ≤ t) = Pr (min {X1, X2} ≤ t) = 2F (t)− F 2 (t)

where F (t) indicates the failure distribution of the component lifetime, namely,
Pr (X1 ≤ t) = F (t). Hence there exists a stochastic ordering relation such as
X1:2 ≺stX ≺stX2:2. In this case, these three failure distributions can be ordered
as F 2 (t) ≤ F (t) ≤ 2F (t) − F 2 (t). From the latter inequality, we can say that
F (t) is represented by a convex combination of 2F (t) − F 2 (t) and F 2 (t) where
the value of the combination parameter is 1

2 . On the other hand, it is possible to
obtain many distributions besides F . Let G stand for the distribution obtained by
this convex combination. Then, for δ ∈ [0, 1], we have

G (t) = δ
(
2F (t)− F 2 (t)

)
+ (1− δ)

(
F 2 (t)

)
= 2δF (t) + (1− 2δ)F 2 (t) (9)

Here, the combination parameter is reparametrized by taking δ = 1+λ
2 to attain

quadratic rank transmutation. Now, the new parameter λ takes the values in
[ −1, 1]. As can be seen immediately, λ = 0 corresponds to δ = 1

2 . In eq. (9),
substituting δ by λ, we have

G (t) = (1 + λ)F (t)− λF 2 (t) . (10)

The above expression is the quadratic rank trasmutation proposed by [16]. Now, we
concentrate on 3-component systems with similar thinking. Let X1, X2 and X3 be
independent random variables distributed as F . Let Xr:3 denote rth order statistic
of (X1, X2, X3) with corresponding distribution Fr:3. Then we have

F3:3 (t) = Pr (X3:3 ≤ t) = Pr (max {X1, X2, X3} ≤ t) = F 3 (t) (11)
F2:3 (t) = Pr (X2:3 ≤ t)

= Pr (max {min {X1, X2} ,min {X1, X3} ,min {X2, X3}} ≤ t)
= 3F 2 (t)− 2F 3 (t)

(12)

F1:3 (t) = Pr (X1:3 ≤ t) = Pr (min {X1, X2, X3} ≤ t)
= 3F (t)− 3F 2 (t) + F 3 (t) .

(13)

According to [18], the properties F3:3 ≤ F2:3 ≤ F1:3 and F = 1
3F3:3 +

1
3F2:3 +

1
3F1:3. are hold. In other words, F can be represented by a convex combination
of F1:3, F2:3 and F3:3. On the other hand, there is also an ordering for F such
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that F3:3 ≤ F ≤ F1:3. If F2:3 is also included in this ordering, we have for F ≥ 1
2 ,

F3:3 ≤ F ≤ F2:3 ≤ F1:3 and for F < 1
2 , F3:3 ≤ F2:3 ≤ F ≤ F1:3. Hence, we

can suggest a convex combination to cover both ordering situations. Our aim is
to determine exactly where F is. In this case, we can write the following convex
combination obtained by F1:3 and F2:3, called as G∗.

G∗ = δ1F1:3 + (1− δ1)F2:3 (14)

where δ1 ∈ [0, 1] . Now, let’s write a convex combination between G∗ and F3:3.
Denoting this convex combination by G, we have

G = δ2G
∗ + (1− δ2)F3:3 (15)

where δ2 ∈ [0, 1]. Combining with the equations (14) and (15), we obtain G as

G = δ2δ1F1:3 + δ2 (1− δ1)F2:3 + (1− δ2)F3:3. (16)

If the notation F is used for the representation of Fr:3, and rearranging with respect
to polynomial degree of F , the following expression is obtained:

G = δ2δ1
(
3F − 3F 2 + F 3

)
+ δ2 (1− δ1)

(
3F 2 − 2F 3

)
+ (1− δ2)F 3

= 3δ1δ2F + 3δ2 (1− 2δ1)F 2 + (1− 3δ2 + 3δ1δ2)F 3
(17)

Undoubtedly, G is a distribution function. However, reparameterization is made
on the model in order to achieve the similar structure of the quadratic rank trans-
mutation. Now, by taking w1 = δ1δ2 and w2 = δ2− δ1δ2, eq. (17) can be rewritten
as follows:

G = 3w1F + 3 (w2 − w1)F 2 + (1− 3w2)F 3 (18)

where w1, w2 ∈ [0, 1]. In eq. (18), by the reparametrizating as w1 = 1+λ1
3 and

w2 =
1+λ2
3 , we have

G = (1 + λ1)F + (λ2 − λ1)F 2 − λ2F 3 (19)

where λ1, λ2 ∈ [ −1, 2]. Since δ2 = w1 + w2, the parameter set is also constrained
by the condition λ1 + λ2 ≤ 1. Consequently, the parameter set of λ1 and λ2 is
presented in a simpler form than the parameter region given in Figure 1. This
transmutation defined in eq. (19) is called as cubic rank transmutation and trans-
formed distribution G is named as CRT-F.
As can be seen immediately, CRT-F defines a quadratic rank transmuted distribu-
tion at λ2 = 0, and λ1 = λ2 = 0 gives the baseline distribution F . For this reason,
CRT-F can be seen as a generalized form of QRT. The parameter set of λ1 and
λ2, which is defined as {(λ1, λ2) : λ1, λ2 ∈ [−1, 2] , λ1 + λ2 ≤ 1} can be figure out in
Figure 2.Now, referring to the integer values of λ1 and λ2, we can determine the
generated distribution functions by the Table 2.
Identifications given in Table 2 show that Table 1 of [17] is included by CRT-F
according to special choices of transmutation parameters.
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Figure 2. Region of the parameter set of CRT-F

Table 2. Identifications of CRT-F distribution for special values
of transmutation parameters

λ1 λ2 CRT-F Identification
-1 -1 F 3 Distribution of T3:3
-1 0 F 2 Distribution of T2:2
-1 1 2F 2 − F 3 Distribution of max {X1,min {X2, X3}}
-1 2 3F 2 − 2F 3 Distribution of T2:3
0 -1 F 3 − F 2 + F 1

3F1:3 +
2
3F3:3

0 0 F Baseline Distribution
0 1 F 2 + F − F 3 Distribution of min {X1,max {X2, X3}}
1 -1 F 3 − 2F 2 + 2F 2

3F1:3 +
1
3F3:3

1 0 2F − F 2 Distribution of T1:2
2 -1 F 3 − 3F 2 + 3F Distribution of T1:3

Note that, by taking into account the parameter set of (19), the distribution family
CRT-F is different as compared with the families proposed by [8, 14].

[8] proposed a cubic rank transmuted distribution family motivated by a study
of [17]. The paper contained one theorem (referred to as Theorem 2.1), deriving
cubic transmuted distribution. Here, We would like to point out that the result of
Theorem 2.1 can be reduced to an explicit and understandable form.
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Parameter space of eq. (3) of Theorem 2.1 given by [8] needs to be revised according
to mixture probabilities πi (i = 1, 2, 3). Otherwise, eq. (3) does not provide
the distribution function in some cases of λ1 and λ2. For instance, suppose that
λ1 = 0 and λ2 = −1 in eq. (3), then we have

F (x) = −G2 (x) + 2G3 (x) = G2 (x) (2G (x)− 1) .
Thus, the function F (x) is positively signed when x is greater than G−1 (1/2) which
is the median of G (x) . Otherwise, F (x) is negatively signed. More generally,
according to eq. (3), we have the second-order convex polynomial as ϕ (u) =
λ1 + (λ2 − λ1)u + (1− λ2)u2. After some algebraic manipulation, we say that
having positively sign of ϕ (u) depends on λ1 ≥ (λ1+λ2)

2

4 . Furthermore, in proof
of Theorem 2.1, one condition is missing which comes with 0 ≤ π1 + π2 ≤ 1. To
clarify the above claims, recall the distribution of order statistics associated with
sample size of 3:

Pr (X1:3 ≤ x) = 1−Pr (X1:3 > x) = 1− (1− F (x))3 = 3F (x)−3F 2 (x)+F 3 (x) ,

Pr (X2:3 ≤ x) = 3F (x)2 − 2F 3 (x) ,
Pr (X3:3 ≤ x) = F 3 (x) .

Now, a new random variable T is defined by mixing the above order statistics as
follows:

T =

 X1:3, with probability π1
X2:3, with probability π2
X3:3, with probability π3,

where π1 + π2 + π3 = 1. Then the distribution of T is as follows:

Pr (T ≤ t) = π1
(
3F (t)− 3F 2 (t) + F 3 (t)

)
+ π2

(
3F 2 (t)− 2F 3 (t)

)
+ π3

(
F 3 (t)

)
= (3π1)F (t) + 3 (π2 − π1)F 2 (t) + (π1 − 2π2 + π3)F 3 (t) .

By letting π3 = 1− π1 − π2 then we have
Pr (T ≤ t) = 3π1F (t) + 3 (π2 − π1)F 2 (t) + (1− 3π2)F 3 (t) .

Since πi ∈ [0, 1], (i = 1, 2, 3), appropriate parameterization for π1 and π2, can be
taken into account as 3π1 = 1 + λ1, and 3π2 = 1 + λ2. New parameters are both
in the interval [−1, 2]. Recalling the condition 0 ≤ π1 + π2 ≤ 1, hence we have
−2 ≤ λ1 + λ2 ≤ 1. Accordingly, latter probability is as follows:

Pr (T ≤ t) = (1 + λ1)F (t) + (λ2 − λ1)F 2 (t)− λ2 F 3 (t) ,
with λ1, λ2 ∈ [−1, 2] and −2 ≤ λ1 + λ2 ≤ 1. It should be noted that this is also
obtained by (19).
Therefore, based on the assumptions in proof of Theorem 2.1., eq. (3) cannot
be obtained. Also, comparing with the family introduced by [14], they give the
similar cubic transmuted distribution family with a narrower parameter space as
λ1, λ2 ∈ [−1, 1] and −2 ≤ λ1 + λ2 ≤ 1.
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3. Conclusion

In this article, we propose a new version of polynomial rank transmutation. Since
the parameter set is still complex, a new cubic rank transmutation is introduced
in the light of the idea behind QRTM technique. Compared to the two techniques
in the literature, it is seen that the proposed technique covers them in terms of
parameter space.
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Abstract. The wavelet transform is an useful mathematical tool. It is a
mapping of a time signal to the time-scale joint representation. The wavelet
transform is generated from a wavelet function by dilation and translation.
This wavelet function satisfies an admissible condition so that the original
signal can be reconstructed by the inverse wavelet transform. In this study, we
firstly give some basic properties of the weighted variable exponent amalgam
spaces. Then we investigate the convergence of the θ−means of f in these
spaces under some conditions. Finally, using these results the convergence of
the inverse continuous wavelet transform is considered in these spaces.

1. Introduction

Recently, the variable exponent Lebesgue Lp(.)(Rd) spaces and a class of nonlin-
ear problems with variable exponential growth have been new and interesting topics.
The space has several applications, such as electrorheological fluids (see [31]), elastic
mechanics (see [43]) and image processing model. Moreover, the spaces Lp(.)(Rd)
and Lp(Rd) have many common properties, such as Banach space, reflexivity, sep-
arability, uniform convexity, Hölder inequalities and embeddings. One of the most
important differences between these spaces is that the space Lp(.)(Rd) is not trans-
lation invariant [27]. It is also well known that the maximal operator is bounded
in Lp(.)(Rd). For more comprehensive information (see [10], [12], [13] and [14]).
The amalgam of Lp and lq on the real line is the space (Lp, lq), which is also

larger than the space Lp, consisting of functions which are locally in Lp and have lq
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behavior at infinity. Many different forms of amalgam spaces have been studied by
some authors (see [25], [33], [24], [15] and [18]). Moreover, this space play important
roles in recent developments in time frequency analysis and sampling theory, which
are modern branches of harmonic analysis. Signal analysis and wireless communi-
cation issues are quite popular in amalgam spaces (see [20]).
Variable exponent amalgam spaces

(
Lp(.), lq

)
and some basic properties, such as

Banach function space, Hölder type inequalities, interpolation, bilinear multipliers
and the boundedness of maximal operator, have been investigated recently. Some
interesting articles have been published on this subject, but not many. So there are
many open problems in this function spaces [5], [21], [26], [30], [22], [28], [3], [7], [2],
[6].
The so called θ-summation method is investigated by some authors, such as [36],

[32], [38], [39], [40], [34], [8]. The θ-summation is defined by

σθT f (x) =

∫
Rd

f (x− t)Tnθ (Tt) dt

for an integrable function θ on R. This summability is a generalized form of the well-
known summability methods, like Fejér, Riesz, Weierstrass, Abel, etc. by a suitable
chosen of θ. Feichtinger and Weisz ( [16], [17], [42]) showed that the θ-means σθT f
converges to f almost everywhere and in norm as T →∞ for f ∈ Lp(Rd), (Lp, lq).
Also we characterize the points of the set of a.e. convergence as the Lebesgue
points. Moreover, Uribe and Fiorenza [10], Szarvas and Weisz [34] obtained similar
results for the space Lp(.)

(
Rd
)
.

In this study we will discuss the convergence of the inverse continuous wavelet
transform in weighted variable exponent amalgam spaces. Also, we investigate the
convergence of the θ-means of f almost everywhere and in norm in these spaces
under which conditions. Hence we obtain more general results with respect to [34].

2. Weighted Variable Exponent Lebesgue and Amalgam spaces

In this section we give some required definitions and information about wavelet
transform and weighted variable exponent amalgam spaces.

Definition 1. Let x ∈ Rd, s ∈ R and s 6= 0. The continuous wavelet transform is
defined by

Wgf (x, s) = |s|−
d
2

∫
Rd

f (t) g (s−1 (t− x))dt = 〈f, TxDsg〉

for f and g, where Ds is the dilation operator, and Tx is the translation operator,
i.e.,

Dsf (t) = |s|−
d
2 f

(
t

s

)
and Txf(t) = f (t− x)

(
x, t ∈ Rd, 0 6= s ∈ R

)



INVERSE CONTINUOUS WAVELET TRANSFORM 1173

[11], [19]. If η is radial, non-increasing as a function on (0,∞), non-negative,
bounded, |f | ≤ η and η ∈ L1

(
Rd
)
, then η is a radial majorant of f. If in addition

η (.) ln (|.|+ 2) ∈ L1
(
Rd
)
, then η is a radial log-majorant of f.

Definition 2. A point x ∈ Rd is called a Lebesgue point f ∈ L1loc
(
Rd
)
if

lim
h→0+

 1

|B (0, h)|

∫
B(0,h)

|f (x+ u)− f (x)| du

 = 0,

where

B (a, δ) =
{
x ∈ Rd : ‖x− a‖ < δ

}
.

Definition 3. Let g∗ (x) = g (−x) be involution operator. Then the operators ρSf
and ρS,T f are defined by

ρSf =

∞∫
S

∫
Rd

Wgf (x, s)TxDsγ
dxds

sd+1

and

ρS,T f =

T∫
S

∫
Rd

Wgf (x, s)TxDsγ
dxds

sd+1
,

where 0 < S < T <∞. Let define the operator C ′g,γ with

C ′g,γ = −
∫
Rd

(g∗ ∗ γ) (x) ln (|x|) dx.

Then C ′g,γ is finite [29], where g and γ both have radial log-majorants.

Let g and γ be radial, i.e.,
∫
Rd (g

∗ ∗ γ) (x) dx = 0. Assume that g and γ have a
radial log-majorant. Then we get

lim
S→0+,T→∞

ρS,T f (x) = lim
S→0+

ρSf (x) = C ′g,γf (x)

at every Lebesgue point for any f ∈ Lp
(
Rd
)
(1 ≤ p <∞). The convergence is

proved with respect to Lp-norm for T = ∞, [29]. Under some similar conditions,
Weisz has proved similar results [41].

Definition 4. Let p (.) be a measurable function from Rd into [1,∞) (called a
variable exponent on Rd) satisfying the condition 1 ≤ p− ≤ p (.) ≤ p+ <∞, where

p− = ess inf
x∈Rd

p (x) , p+ = ess sup
x∈Rd

p (x) .
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The set P (Rd) denotes variable exponents on Rd. Let p (.) ∈ P (Rd). The variable
exponent Lebesgue spaces Lp(.)(Rd) consist of all measurable functions f such that
%p(.)(λf) <∞ for some λ > 0, equipped with the Luxemburg norm

‖f‖p(.) = inf
{
λ > 0 : %p(.)(

f

λ
) ≤ 1

}
,

where

%p(.)(f) =

∫
Rd

|f(x)|p(x) dx.

If p+ <∞, then f ∈ Lp(.)(Rd) iff %p(.)(f) <∞. The space
(
Lp(.)(Rd), ‖.‖p(.)

)
is a

Banach space. If p(.) = p is a constant function, then the norm ‖.‖p(.) coincides with
the usual Lebesgue norm ‖.‖p , [27]. A measurable and locally integrable function
ω : Rd −→ (0,∞) is called a weight function. The weighted modular is defined by

%p(.),ω(f) =

∫
Rd

|f(x)|p(x) ω(x)dx.

The space Lp(.)ω (Rd) is of all measurable functions such that ‖f‖
L
p(.)
ω (Rd) =

∥∥∥fω 1
p(.)

∥∥∥
p(.)

<

∞. The dual space of Lp(.)ω (Rd) is Lq(.)ω∗ (Rd), where 1
p(.) +

1
q(.) = 1 and ω∗ =

ω1−q(.) = ω−
1

p(.)−1 .Also, Lp(.)ω (Rd) is a uniformly convex Banach space, thus reflex-
ive for 1 < p− ≤ p (.) ≤ p+ <∞, [3], [4].

Definition 5. The maximal operator M is defined by

M (f) (x) = sup
r>0

1

|B (x, r)|

∫
B(x,r)

|f (y)| dy,

for f ∈ L1loc (R).

Hästö and Diening [23] defined the class Ap(.) consists of those weights ω such
that

‖ω‖Ap(.)
= sup
B∈ß
|B|−pB ‖ω‖L1(B)

∥∥∥∥ 1ω
∥∥∥∥
L
p′(.)
p(.) (B)

<∞,

where ßdenotes the set of all balls in Rd, pB =
(

1
|B|
∫
B

1
p(x)dx

)−1
and 1

p(.) +
1

p′(.) =

1. If p(.) is a constant function, then Ap(.) = Ap, where Ap is ordinary Muckenhoupt
class.
If p (.) satisfies the following inequality

|p (x)− p (y)| ≤ C

log
(
e+ 1

|x−y|

)
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for all x, y ∈ Rd, then p (.) provides the local log-Hölder continuity condition.
Moreover, if the inequality

|p (x)− p∞| ≤
C

log (e+ |x|)
holds for some p∞ > 1, C > 0 and all x ∈ Rd, then we say that p (.) satisfies
the local log-Hölder decay condition. We denote by P log(Rd) the class of variable
exponents which are log-Hölder continuous, i.e. which satisfy the local log-Hölder
continuity condition and local log-Hölder decay condition [4], [37].
Let p ∈ P log(Rd) and 1 < p− ≤ p (.) ≤ p+ < ∞. Then M : L

p(.)
ω (Rd) ↪→

L
p(.)
ω (Rd) if and only if ω ∈ Ap(.) by Theorem 1.1 in [23].

The space Lp(.)loc,ω

(
Rd
)
is to be space of functions on Rd such that f restricted to

any compact subset K of Rd belongs to Lp(.)w (Rd).
In this study we take d = 1, and define the weighted variable exponent amalgam

spaces on R.

Definition 6. Let 1 ≤ p (.) , q < ∞ and Jk = [k, k + 1), k ∈ Z. The weighted
variable exponent amalgam spaces

(
L
p(.)
ω , lq

)
are defined by(

Lp(.)ω , lq
)
=

{
f ∈ Lp(.)loc,ω (R) : ‖f‖(Lp(.)ω ,lq

) <∞
}
,

where ‖f‖(
L
p(.)
ω ,lq

) = (∑k∈Z
∥∥fχJk∥∥qLp(.)ω (R)

) 1
q

. If the weight ω is a constant func-

tion, then the space
(
L
p(.)
ω , lq

)
coincides with

(
Lp(.), lq

)
(see [7], [26]) .

In 2014, Meskhi and Zaighum showed that the maximal operator is bounded in
weighted variable exponent amalgam spaces under some conditions [30].

Throughout this paper, we assume that p (.) ∈ P log(R), 1 < p− ≤ p (.) ≤
p+ <∞ and ω ∈ Ap(.).

3. θ−Summability on the Weighted Variable Exponent Wiener
Amalgam Spaces

Lemma 1. Let 1 ≤ p (.) , q < ∞ and 0 < c ≤ ω. Then the inclusion
(
L
p(.)
ω , lq

)
⊂(

L1, l∞
)
holds.

Proof. Take any f ∈
(
L
p(.)
ω , lq

)
. It is well known that f ∈

(
L
p(.)
ω , lq

)
if and only

if
{
‖f‖

L
p(.)
ω [k,k+1)

}
k∈Z
∈ lq. If we use Proposition 3.5 in [3] and the definition of

‖.‖(L1,l∞) , then we have L
p(.)
ω [k, k+ 1) ↪→ L1ω[k, k+ 1) ↪→ L1[k, k+ 1), lq ↪→ l∞ for

1 ≤ p (.) , q <∞, 0 < c ≤ ω and so
‖f‖(L1,l∞) = sup

k∈Z
‖f‖L1[k,k+1) ≤ C sup

k∈Z
‖f‖

L
p(.)
ω [k,k+1)



1176 Ö. KULAK, İ. AYDIN

≤ C

(∑
k∈Z
‖f‖q

L
p(.)
ω [k,k+1)

) 1
q

= C ‖f‖(
L
p(.)
ω ,lq

) <∞.
Hence we obtain that f ∈

(
L1, l∞

)
and

(
L
p(.)
ω , lq

)
⊂
(
L1, l∞

)
. �

Theorem 1. Let 1 ≤ q ≤ p− ≤ p (.) ≤ p+ <∞ and 0 < c ≤ ω. Then the inclusion(
Lp(.)ω , lq

)
↪→ Lqω ↪→ Lq,

hold for all f ∈
(
L
p(.)
ω , lq

)
.

Proof. Let f ∈
(
L
p(.)
ω , lq

)
be given. Then we get

(
L
p(.)
ω , lq

)
↪→

(
Lp
−

ω , lq
)
↪→

(Lqω, l
q) = Lqω by Proposition 3.5 in [3] and [24]. Hence we have that there exists a

C > 0 such that the inequality

‖f‖Lq ≤ C ‖f‖(Lp(.)ω ,lq
)

holds for any f ∈
(
L
p(.)
ω , lq

)
. This completes the proof. �

Definition 7. Let θ ∈ L1 (R) be radial function. The θ-means of f ∈
(
L
p(.)
ω , lq

)
is

defined by

σθT f (x) := (f ∗ θT ) (x) =
∫
R

f (x− t) θT (t) dt,

where

θT (t) := T dθ (Tt) , (x ∈ R, T > 0).

Theorem 2. Let 1 ≤ p (.) , q < ∞ and 0 < c ≤ ω. Assume that θ has radial
majorant. Then;
i) The limit

lim
T→∞

σθT f (x) =

∫
R

θ (y) dy.f(x)

is valid for any Lebesgue point of f ∈
(
L
p(.)
ω , lq

)
.

ii) If in addition 1 ≤ q ≤ p− ≤ p (.) ≤ p+ <∞, then the following limit equality

lim
T→0+

σθT f (x) = 0

is available for all f ∈
(
L
p(.)
ω , lq

)
and x ∈ R.
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Proof. i) Let x ∈ R be a Lebesgue point of f . Since there exists the inclusion(
L
p(.)
ω , lq

)
⊂
(
L1, l∞

)
by Lemma 1, we write that

lim
T→∞

σθT f (x) =

∫
Rn

θ (y) dy.f (x)

for f ∈
(
L
p(.)
ω , lq

)
by Theorem 2.2 in [34].

ii) Take any f ∈
(
L
p(.)
ω , lq

)
and x ∈ R. By Theorem 1 and Theorem 2.3 in [34],

we have that f ∈ Lq (R) and

lim
T→0+

σθT f (x) = 0.

�

Proposition 1. Cc (R), which consists of continuous functions on R whose support
is compact, is dense in

(
L
p(.)
ω , lq

)
for 1 ≤ p(.), q <∞ ( see Proposition 2.9 in [6]).

Theorem 3. For all f ∈
(
L
p(.)
ω , lq

)
the following statements are valid :

i)
∥∥σθT f∥∥(Lp(.)ω ,lq

) ≤ C ‖f‖(
L
p(.)
ω ,lq

) (T > 0) .

ii) lim
T→∞

σθT f =

∫
R

θ (x) dx.f in the
(
L
p(.)
ω , lq

)
-norm.

iii) lim
T→0+

σθT f = 0 in the
(
L
p(.)
ω , lq

)
-norm.

Proof. i) It is well known that the maximal operator is bounded in
(
L
p(.)
ω , lq

)
[30].

Then we have that ∥∥σθT f∥∥(Lp(.)ω ,lq
) ≤ C ‖f‖(

L
p(.)
ω ,lq

) (T > 0)

for all f ∈
(
L
p(.)
ω , lq

)
by Theorem 2.1 in [34].

ii) Also, if we follow Theorem 3.8 in [34], Theorem 2.3 in [9], Theorem 5.11
in [10], and Theorem 8 in [1], then we have that

lim
T→∞

σθT f =

∫
R

θ (x) dx.f

in the
(
L
p(.)
ω , lq

)
-norm.

iii) Let ε > 0 be given. Using Proposition 1, it is obtained that the following
inequality

‖f − g‖(
L
p(.)
ω ,lq

) < ε
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is valid for g ∈ Cc (R), whose compact support suppg is K. Using i) and Proposition
2 in [7], we have that∥∥σθT f∥∥(Lp(.)ω ,lq

) ≤
∥∥σθT (f − g)∥∥(Lp(.)ω ,lq

) + ∥∥σθT g∥∥(Lp(.)ω ,lq
)

< Cε+ |S(K)|
1
q
∥∥σθT g∥∥Lp(.)ω (K)

.

Also using Theorem 3.8 in [34], we get the limit

lim
T→0+

∥∥σθT g∥∥Lp(.)ω (K)
= 0.

So this completes the proof. �

4. Convergence of ρS and ρS,T

Theorem 4. Assume that g, γ have radial log-majorants and
∫
R (g

∗ ∗ γ) (x) dx = 0.
If ω ∈ A1 and 0 < c ≤ ω,then for all f ∈

(
L
p(.)
ω , lq

)
the following relation holds;

ρSf = σθ1
S
f , (S > 0)

where

θ (y) =

∞∫
1

(g∗ ∗ γ)
(y
u

) 1

un+1
χB(0,1) (y) du−

1∫
0

(g∗ ∗ γ)
(y
u

) 1

un+1
χRn�B(0,1) (y) du.

Proof. Let f ∈ L1ω ∩
(
L
p(.)
ω , lq

)
and y ∈ R. Then we have decomposition of ρSf (y)

as

ρSf (y) =

∞∫
S

∫
R

1

s3

∫
R

f (t) g

(
t− x
s

)
γ

(
y − x
s

)
dtdxds

=

∞∫
S

∫
|y−t|<S

1

s3

∫
R

f (t) g

(
t− x
s

)
γ

(
y − x
s

)
dxdtds

−
S∫
0

∫
|y−t|≥S

1

s3

∫
R

f (t) g

(
t− x
s

)
γ

(
y − x
s

)
dxdtds

+

∞∫
0

∫
|y−t|≥S

1

s3

∫
R

f (t) g

(
t− x
s

)
γ

(
y − x
s

)
dxdtds

= I − II + III



INVERSE CONTINUOUS WAVELET TRANSFORM 1179

by from [29], [34] . Also it is well known that

I =
(
f ∗ ϕ 1

S

)
(y) and II =

(
f ∗ ψ 1

S

)
(y) ,

where

ϕ (t) =

∞∫
1

(g∗ ∗ γ)
(
t

u

)
1

un+1
χB(0,1) (t) du

and

ψ (t) =

1∫
0

(g∗ ∗ γ)
(
t

u

)
1

un+1
χRn�B(0,1) (t) du

by proof of Theorem 1.1 in [29]. On the other hand, Szarvas and Weisz proved that
ϕ and ψ have radial majorants by Theorem 5.1 in [34] in case g and γ have radial
log-majorants. Since g, γ have radial log-majorants, f ∈ L1ω, ω ∈ A1 and∫

R

(g∗ ∗ γ) (x) dx = 0,

then we have

III =

∞∫
0

∫
|y−t|≥S

1

s3

∫
R

f (t) g

(
t− x
s

)
γ

(
y − x
s

)
dxdtds

=
1

ω0

∫
|y−t|≥S

f (t)

|y − t|

∫
R

(g∗ ∗ γ) (u) dudt = 0

by Lemma 2.5 in [29]. Therefore we get

ρSf (y) =
(
f ∗ ϕ 1

S

)
(y)−

(
f ∗ ψ 1

S

)
(y) + 0

= f ∗
(
ϕ 1

S
− ψ 1

S

)
(y) = f ∗ θ 1

S
(y) = σθ1

S
f (y) ,

where

θ (y) = ϕ (y)− ψ (y)

=

∞∫
1

(g∗ ∗ γ)
(y
u

) 1

un+1
χB(0,1) (y) du−

1∫
0

(g∗ ∗ γ) (y) 1

un+1
χRn�B(0,1) (y) du.

If ϕ,ψ have radial majorants, then θ = ϕ− ψ have radial majorant, that is, θ is a
non-negative and non-increasing function, and belongs to the space L1 ∩L∞. So it
is obtained that

‖θ‖(L∞,l1) =
∑
k∈Z

∥∥∥θχ[k,k+1)∥∥∥∞ ≤∑
k∈Z

θ (k) <∞

and θ ∈
(
L∞, l1

)
. Then using Hölder inequality and Lemma 1, we have
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|ρSf (y)| =
∣∣∣σθ1

S
f (y)

∣∣∣ ≤ 1

S

∫
R

|f (y − t)|
∣∣∣∣θ( tS

)∣∣∣∣ dt
≤ C ‖f‖(L1,l∞) ‖θ‖(L∞,l1)
≤ C ‖f‖(

L
p(.)
ω ,lq

) ‖θ‖(L∞,l1) .
Hence the function ρS is linear and bounded from L1ω ∩

(
L
p(.)
ω , lq

)
to C. Also, it

is well known that the inclusion Cc ⊂ L1ω ∩
(
L
p(.)
ω , lq

)
⊂
(
L
p(.)
ω , lq

)
. Since Cc is

dense in
(
L
p(.)
ω , lq

)
[6], then we find that L1ω ∩

(
L
p(.)
ω , lq

)
is dense in

(
L
p(.)
ω , lq

)
.

Therefore, from the density principle, the function ρs is extended from
(
L
p(.)
ω , lq

)
to C. This completes the proof. �

Theorem 5. Let f ∈
(
L
p(.)
ω , lq

)
. Moreover, assume that g, γ have radial log-

majorants and
∫
R (g

∗ ∗ γ) (x) dx = 0. If ω ∈ A1 and 0 < c ≤ ω, then

i) lim
S→0+

ρSf (x) = C ′g,γf (x)

for any Lebesgue point of the function f .
ii) If in addition 1 ≤ q ≤ p (.) ≤ p+ <∞, then

lim
S→0+,T→∞

ρS,T f (x) = C ′g,γf (x)

for any Lebesgue point of the function f .

Proof. i) Since p (.) ∈ P log(R) and 1 < p− ≤ p (.) ≤ p+ < ∞, then A1 ⊂ Ap(.) [4].
By Theorem 2 and Theorem 4, we deduce that

lim
S→0+

ρSf (x) = lim
S→0+

σθ1
S
f (x) =

∫
R

θ (y) dyf (x)

for all Lebesgue points of f ∈
(
L
p(.)
ω , lq

)
. On the other hand, using Theorem 5.2

in [34] , we have that
∫
R θ (y) dy = C ′g,γ and

lim
S→0+

ρSf (x) = C ′g,γf (x) .

ii) By Theorem 5.2 in [34] we can write the equality ρS,T f (x) = ρSf (x)−ρT f (x)
for x ∈ R. Then using (i), Theorem 2 and Theorem 4, we obtain that

lim
S→0+,T→∞

ρS,T f (x) = lim
S→0+

ρSf (x)− lim
T→∞

ρT f (x)

= lim
S→0+

σθ1
S
f (x)− lim

T→∞
σθ1
T
f (x)

= C ′g,γf (x)− 0 = C ′g,γf (x) .

�
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Corollary 1. Assume that g, γ have radial log-majorants,
∫
R (g

∗ ∗ γ) (x) dx = 0.
If ω ∈ A1 and 0 < c ≤ ω, then the following statements are valid for any f ∈(
L
p(.)
ω , lq

)
;

i) lim
S→0+

ρsf (x) = C ′g,γf (x) a.e.

ii) If in addition 1 ≤ q ≤ p (.) ≤ p+ <∞, then
lim

S→0+,T→∞
ρs,T f (x) = C ′g,γf (x) a.e.

Proof. Let f ∈
(
L
p(.)
ω , lq

)
. Then by Lemma 1, we have f ∈

(
L1, l∞

)
. It is known

that if f ∈
(
L1, l∞

)
, then real numbers almost everywhere is a Lebesgue point of

f , [16], [17]. Hence by the Theorem 5, we complete the proof. �
Theorem 6. Assume that g, γ have radial log-majorants and

∫
R (g

∗ ∗ γ) (x) dx = 0.
If ω ∈ A1 and 0 < c ≤ ω, then the following results
i) lim
S→0+

ρsf = C ′g,γf,

ii) lim
S→0+,T→∞

ρs,T f = C ′g,γf

are satisfied in the
(
L
p(.)
ω , lq

)
-norm for all f ∈

(
L
p(.)
ω , lq

)
.

Proof. i) Using ω ∈ A1 ⊂ Ap(.), Theorem 3 and Theorem 4, we have

lim
S→0+

ρSf = lim
S→0+

σθ1
S
=

∫
R

θ (y) dyf

in the
(
L
p(.)
ω , lq

)
-norm for all f ∈

(
L
p(.)
ω , lq

)
. On the other hand, since

∫
R

θ (y) dy =

C ′g,γ , then we obtain that
lim
S→0+

ρSf = C ′g,γf

in the
(
L
p(.)
ω , lq

)
-norm.

ii) Since ρS,T f = ρSf − ρT f , then we have that
lim

S→0+,T→∞
ρs,T f = lim

S→0+
ρSf − lim

T→∞
ρT f

= lim
S→0+

σθ1
S
f − lim

T→∞
σθ1
T
f = C ′g,γf

in the
(
L
p(.)
ω , lq

)
-norm by (i), Theorem 3 and Theorem 4. �
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ON THE GEOMETRY OF FIXED POINTS FOR
SELF-MAPPINGS ON S-METRIC SPACES

Nihal TAŞ and Nihal ÖZGÜR

Balıkesir University, Department of Mathematics, 10145, Balıkesir, TURKEY

Abstract. In this paper, we focus on some geometric properties related to the
set Fix(T ), the set of all fixed points of a mapping T : X → X, on an S-metric
space (X,S). For this purpose, we present the notions of an S-Pata type x0-
mapping and an S-Pata Zamfirescu type x0-mapping. Using these notions, we
propose new solutions to the fixed circle (resp. fixed disc) problem. Also, we
give some illustrative examples of our main results.

1. Introduction and Preliminaries

The notion of an S-metric space was introduced as a generalization of a metric
space as follows:

Definition 1. [20] Let X be a nonempty set and S : X3 → [0,∞) be a function
satisfying the following conditions for all x, y, z, a ∈ X :

(1) S(x, y, z) = 0 if and only if x = y = z,
(2) S(x, y, z) ≤ S(x, x, a) + S(y, y, a) + S(z, z, a).
Then S is called an S-metric on X and the pair (X,S) is called an S-metric

space.

Many researchers have studied on S-metric spaces to obtain new fixed point re-
sults and some applications (see [7, 9, 10, 15, 21] and the references therein). Also,
the relationship between a metric and an S-metric was investigated in various stud-
ies and some examples of an S-metric which is not generated by any metric were
given (see [4, 5, 11] for more details).
Recently, the fixed circle problem (resp. fixed disc problem) raised by Özgür

and Taş (see [12, 18] and the references therein) has been studied as an geometric
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approach to the fixed-point theory on metric spaces and some generalized metric
spaces (for example, S-metric spaces) (see [8, 9, 13,14,23,24]).
Now we recall the notions of a circle and a disc on an S-metric space given

in [13,20], respectively.
Let (X,S) be an S-metric space and T : X → X be a self-mapping. A circle

CSx0,r and a disc D
S
x0,r are defined as follows:

CSx0,r = {x ∈ X : S(x, x, x0) = r}
and

DS
x0,r = {x ∈ X : S(x, x, x0) ≤ r} ,

where r ∈ [0,∞).
If Tx = x for all x ∈ CSx0,r (resp. x ∈ D

S
x0,r), then the circle C

S
x0,r (resp. the

disc DS
x0,r) is called as the fixed circle (resp. the fixed disc) of T .

A recent solution to the fixed-circle problem was given using the notion of S-
Zamfirescu type x0-mapping on S-metric spaces as follows:

Definition 2. [16] Let (X,S) be an S-metric space and T : X → X be a self-
mapping. Then T is called an S-Zamfirescu type x0-mapping if there exist x0 ∈ X
and a, b ∈ [0, 1) such that

S(Tx, Tx, x) > 0 =⇒

S(Tx, Tx, x) ≤ max

{
aS(x, x, x0),

b

2
[S(Tx0, Tx0, x) + S(Tx, Tx, x0)]

}
,

for all x ∈ X.

Let the number δ be defined as

δ = inf {S(Tx, Tx, x) : Tx 6= x, x ∈ X} . (1)

Theorem 3. [16] Let (X,S) be an S-metric space, T : X → X be a self-mapping
and δ be the real number defined in (1). If the following conditions hold:

(i) T is an S-Zamfirescu type x0-mapping with x0 ∈ X,
(ii) S(Tx, Tx, x0) ≤ δ for each x ∈ CSx0,δ,
then CSx0,δ is a fixed circle of T , that is, C

S
x0,δ
⊂ Fix(T ).

In this paper, we give new solutions to the fixed circle (resp. fixed disc) problem
on S-metric spaces. In Section 2, we prove some fixed circle and fixed disc results
using different approaches. In Section 3, we give some illustrative examples of our
obtained results and deduce some important remarks. In Section 4, we summarize
our study and recommend some future works.

2. Main Results

In this section, we inspire the methods given in [2,6,19,26] and use the number
defined in (1) to obtain new fixed circle (resp. fixed disc) results on S-metric spaces.
In [19], Pata proved a fixed point theorem to generalize the well-known Banach’s
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contraction principle on a metric space. However, Berinde showed that the main
result in [19] does not hold at least in two extremal cases for the used parameter
ε. The corrected version of this theorem was given with some necessary examples
in [2]. In our results, we will not use the Picard iteration. Hence, our main results
hold for all the parameters µ ∈ [0, 1] and this situation will be supported by some
illustrative examples given in the next section.
Let Θ denotes the class of all increasing functions ψ : [0, 1] → [0,∞) with

ψ(0) = 0.

Definition 4. Let (X,S) be an S-metric space, T : X → X be a self-mapping,
α ≥ 0, β ≥ 1 and γ ∈ [0, β] be any constants. Then T is called an S-Pata type
x0-mapping if there exist x0 ∈ X and ψ ∈ Θ such that

S(Tx, Tx, x) > 0 =⇒ S(Tx, Tx, x) ≤ 1− µ
2
‖x‖s + αµβψ(µ) [1 + ‖x‖s + ‖Tx‖s]

γ ,

for all x ∈ X and each µ ∈ [0, 1], where ‖x‖s = S(x, x, x0).

Notice that ‖x0‖s = S(x0, x0, x0) = 0. Let us consider the inequality given in the
notion of S-Pata type x0-mapping under the cases µ = 0 and µ = 1, respectively.
For µ = 0, we have

S(Tx, Tx, x) > 0 =⇒ S(Tx, Tx, x) ≤ 1

2
‖x‖s =

S(x, x, x0)

2

and also for µ = 1, we get

S(Tx, Tx, x) > 0 =⇒ S(Tx, Tx, x) ≤ αψ(1) [1 + ‖x‖s + ‖Tx‖s]
γ

= L [1 + ‖x‖s + ‖Tx‖s]
γ

= L [1 + S(x, x, x0) + S(Tx, Tx, x0)]
γ ,

where L = αψ(1) > 0.

Theorem 5. Let (X,S) be an S-metric space, T : X → X be an S-Pata type
x0-mapping with x0 ∈ X and δ be the real number defined in (1). Then CSx0,δ is a
fixed circle of T , that is, CSx0,δ ⊂ Fix(T ).

Proof. At first, we show that x0 is a fixed point of T . On the contrary, assume that
Tx0 6= x0. Using the S-Pata type x0-mapping property, we obtain

S(Tx0, Tx0, x0) ≤
1− µ

2
‖x0‖s + αµβψ(µ) [1 + ‖x0‖s + ‖Tx0‖s]

γ . (2)

For µ = 0, by inequality (2), we find

S(Tx0, Tx0, x0) ≤ 0,

this is a contradiction. So, the assumption is false. This shows that Tx0 = x0 and
hence ‖Tx0‖s = ‖x0‖s = 0.
Let δ = 0. Then we have CSx0,δ = {x0}. Clearly, CSx0,δ is a fixed circle of T , that

is, CSx0,δ ⊂ Fix(T ).
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Let δ > 0 and x ∈ CSx0,δ be any point such that Tx 6= x. Using the S-Pata type
x0-mapping hypothesis, we obtain

S(Tx, Tx, x) ≤ 1− µ
2
‖x‖s + αµβψ(µ) [1 + ‖x‖s + ‖Tx‖s]

γ . (3)

For µ = 0, by inequality (3), we get

S(Tx, Tx, x) ≤ 1

2
‖x‖s =

S(x, x, x0)

2
=
δ

2
,

a contradiction with the definition of δ. Hence it should be Tx = x. Consequently,
T fixes the circle CSx0,δ and so C

S
x0,δ
⊂ Fix(T ). �

Corollary 6. Let (X,S) be an S-metric space, T : X → X be an S-Pata type
x0-mapping with x0 ∈ X and δ be the real number defined in (1). Then T fixes
whole of the disc DS

x0,δ
, that is, DS

x0,δ
⊂ Fix(T ).

Proof. By the similar arguments used in the proof of Theorem 5, the proof follows
easily. �

We define another contractive condition to obtain a new fixed-circle result.

Definition 7. Let (X,S) be an S-metric space, T : X → X be a self-mapping,
α ≥ 0, β ≥ 1 and γ ∈ [0, β] be any constants. If there exist x0 ∈ X and ψ ∈ Θ such
that

S(Tx, Tx, x) > 0 =⇒ S(Tx, Tx, x) ≤ 1− µ
2

MS(x, x0)

+αµβψ(µ) [1 + ‖x‖s + ‖Tx‖s + ‖Tx0‖s]
γ ,

for all x ∈ X and each µ ∈ [0, 1], where ‖x‖s = S(x, x, x0) and

MS(x, y)

= max

{
S(x, x, y),

S(Tx, Tx, x) + S(Ty, Ty, y)

2
,
S(Ty, Ty, x) + S(Tx, Tx, y)

2

}
,

then T is called an S-Pata Zamfirescu type x0-mapping with respect to ψ ∈ Θ.

In the above definition, we consider the extremal cases µ = 0 and µ = 1, respec-
tively. For µ = 0, we have

S(Tx, Tx, x) > 0 =⇒ S(Tx, Tx, x) ≤ 1

2
MS(x, x0)

and also for µ = 1, we get

S(Tx, Tx, x) > 0 =⇒ S(Tx, Tx, x) ≤ αψ(1) [1 + ‖x‖s + ‖Tx‖s + ‖Tx0‖s]
γ

= L [1 + ‖x‖s + ‖Tx‖s + ‖Tx0‖s]
γ ,

where L = αψ(1) > 0.
Now we investigate the relationship between the notions of an S-Zamfirescu type

x0-mapping and an S-Pata Zamfirescu type x0-mapping.
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Let ξ = max{a, b} in Definition 2 and let us consider Bernoulli’s inequality
1 + pt ≤ (1 + t)p, p ≥ 1, t ∈ [−1,∞). Then we get

S(Tx, Tx, x) > 0 =⇒
S(Tx, Tx, x) ≤ max

{
aS(x, x, x0),

b
2 [S(Tx0, Tx0, x) + S(Tx, Tx, x0)]

}
≤ ξmax

{
S(x, x, x0),

S(Tx0,Tx0,x)+S(Tx,Tx,x0)
2

}
≤ ξmax

{
S(x, x, x0),

S(Tx,Tx,x)+S(Tx0,Tx0,x0)
2 , S(Tx0,Tx0,x)+S(Tx,Tx,x0)2

}
≤ 1−µ

2 max
{
S(x, x, x0),

S(Tx,Tx,x)+S(Tx0,Tx0,x0)
2 , S(Tx0,Tx0,x)+S(Tx,Tx,x0)2

}
+
(
ξ + µ−1

2

) [
1 + max

{
‖x‖s ,

‖x‖s+‖Tx‖s+‖Tx0‖s
2

}]
≤ 1−µ

2 MS(x, x0) + ξ
(

1 + µ−1
ξ

)
[1 + ‖x‖s + ‖Tx‖s + ‖Tx0‖s]

≤ 1−µ
2 MS(x, x0) + ξµ

1
ξ [1 + ‖x‖s + ‖x0‖s + ‖Tx‖s + ‖Tx0‖s]

≤ 1−µ
2 MS(x, x0) + ξµµ

1−ξ
ξ [1 + ‖x‖s + ‖x0‖s + ‖Tx‖s + ‖Tx0‖s] .

Hence we get that an S-Zamfirescu type x0-mapping is a special case of an S-Pata
Zamfirescu type x0-mapping with α = ξ, ψ(x) = x

1−ξ
ξ and β = γ = 1.

Now we prove the following fixed circle theorem.

Theorem 8. Let (X,S) be an S-metric space, T : X → X be a self-mapping and
δ be the real number defined in (1). If the following conditions hold:

(i) T is an S-Pata Zamfirescu type x0-mapping with respect to ψ ∈ Θ for x0 ∈ X,
(ii) S(Tx, Tx, x0) ≤ δ for each x ∈ CSx0,δ,
then CSx0,δ is a fixed circle of T , that is, C

S
x0,δ
⊂ Fix(T ).

Proof. Using the condition (i), we can easily obtain that Tx0 = x0 and hence
‖Tx0‖s = ‖x0‖s = 0. Let δ = 0. Then we have CSx0,δ = {x0}. Clearly, CSx0,δ is a
fixed circle of T , that is, CSx0,δ ⊂ Fix(T ).
Let δ > 0 and x ∈ CSx0,δ be any point such that Tx 6= x. Using the conditions

(i) and (ii), we obtain

S(Tx, Tx, x) ≤ 1− µ
2

MS(x, x0) + αµβψ(µ) [1 + ‖x‖s + ‖Tx‖s + ‖Tx0‖s]
γ

≤ 1− µ
2

max

{
δ,
S(Tx, Tx, x)

2

}
+αµβψ(µ) [1 + ‖x‖s + ‖Tx‖s]

γ . (4)

For µ = 0, using the inequality (4), we get

S(Tx, Tx, x) ≤ 1

2
max

{
δ,
S(Tx, Tx, x)

2

}
,

a contradiction with the definition of δ. Consequently, it should be Tx = x whence
T fixes the circle CSx0,δ and so C

S
x0,δ
⊂ Fix(T ). �
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Corollary 9. Let (X,S) be an S-metric space, T : X → X be a self-mapping and
δ be the real number defined in (1). If the following conditions hold:

(i) T is an S-Pata Zamfirescu type x0-mapping with respect to ψ ∈ Θ for x0 ∈ X,
(ii) S(Tx, Tx, x0) ≤ δ for each x ∈ DS

x0,δ

then T fixes whole of the disc DS
x0,δ

, that is, DS
x0,δ
⊂ Fix(T ).

Proof. By the similar arguments used in the proof of Theorem 8, the proof follows
easily. �
Remark 10. If a self-mapping T satisfies the conditions of Theorem 8, then we
have ‖Tx0‖s = ‖x0‖s = 0. Therefore, Theorem 8 coincides with Theorem 5 in the
case where MS (x, x0) = ‖x‖s for all x ∈ X. On the other hand, if T satisfies the
conditions of Theorem 5 then clearly, T satisfies the conditions of Theorem 8 since
MS (x, x0) ≥ ‖x‖s.

3. Illustrative Examples and Some Remarks

In this section, we give some examples to show the validity of our results obtained
in the previous section.

Example 11. Let X = R be the S-metric space with the S-metric defined by
S(x, y, z) = |x− z|+ |x+ z − 2y| ,

for all x, y, z ∈ R [11]. Let us define the self-mapping T1 : R→ R as

T1x =

{
x , x ∈ [−2, 2]

x+ 1
2 , x ∈ (−∞,−2) ∪ (2,∞)

,

for all x ∈ R. Then T1 is both an S-Pata type x0-mapping and an S-Pata Zam-
firescu type x0-mapping with x0 = 0, α = β = γ = 1 and

ψ(x) =

{
0 , x = 0
1
2 , x ∈ (0, 1]

.

Also we have δ = 1. Consequently, by Theorem 5 and Theorem 8 (resp. Corollary 6
and Corollary 9), T1 fixes the circle CS0,1 =

{
− 12 ,

1
2

} (
resp. the disc DS

0,1 =
[
− 12 ,

1
2

])
.

Example 12. Let X = R be the S-metric space with the S-metric considered in
Example 11. Let us define the self-mapping T2 : R→ R as

T2x =

{
x , x ∈ [−4,∞)

x+ 1 , x ∈ (−∞,−4)
,

for all x ∈ R. Then T2 is both an S-Pata type x0-mapping and an S-Pata Zam-
firescu type x0-mapping with x0 = 0 (or x0 = 3), α = β = γ = 1 and

ψ(x) =

{
0 , x = 0
1
2 , x ∈ (0, 1]

.

Also we obtain δ = 2. Consequently, T2 fixes the circles CS0,2 and C
S
3,2 (resp. the

discs DS
0,2 and D

S
3,2).
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Example 13. Let X = R be the S-metric space with the S-metric considered in
Example 11. Let us define the self-mapping T3 : R→ R as

T3x =

{
x , x ∈ [−2, 2]
0 , x ∈ (−∞,−2) ∪ (2,∞)

,

for all x ∈ R. Then T3 is not an S-Pata type x0-mapping and an S-Pata Zamfirescu
type x0-mapping with x0 = 0. But T3 fixes the circle CS0,4 = {−2, 2} and the disc
DS
0,4 = [−2, 2].

Now, we give an example of a self-mapping that satisfies the conditions of The-
orem 8 but does not satisfy the conditions of Theorem 5.

Example 14. Let X = R be the S-metric space with the usual S-metric defined by

S(x, y, z) = |x− z|+ |y − z| ,
for all x, y, z ∈ X [21]. Now, we define the self-mapping T4 : X → X by

T4x =

{
5
3x , |x| = 1
x , |x| 6= 1

.

We have

δ = inf {S(T4x, T4x, x) : |x| = 1}
= inf {2 |T4x− x| : |x| = 1}

= inf

{
2

∣∣∣∣53x− x
∣∣∣∣ : |x| = 1

}
= inf

{
4

3
|x| : |x| = 1

}
=

4

3
.

Then, it is easy to verify that T4 is not an S-Pata type x0-mapping for the point
x0 = 0 independent from the choice of the parameters α, β, γ and the function ψ.
But, if we choose α = β = γ = 1 then T4 is an S-Pata Zamfirescu type x0-mapping
for the point x0 = 0 with the function

ψ(x) =

{
0 , x = 0
1
4 , x ∈ (0, 1]

.

Clearly, T4 fixes the circle

CS0, 43
=

{
x : 2 |x− 0| = 4

3

}
=

{
x : |x| = 2

3

}
=

{
−2

3
,

2

3

}
and the disc DS

0, 43
=
{
x : |x| ≤ 2

3

}
.
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The following remarks can be deduced from the obtained results and the given
examples.

Remark 15. (i) The point x0 satisfying the conditions of an S-Pata type x0-
mapping and an S-Pata Zamfirescu type x0-mapping is always a fixed point of the
self-mapping T . Moreover, the choice of x0 is independent from the number δ (see
Example 11 and Example 12). Also the number of x0 can be more than one (see
Example 12).

(ii) The converse statements of Theorem 5, Corollary 6, Theorem 8 and Corol-
lary 9 are not always true (see Example 13). That is, a self-mapping having a fixed
circle (resp. fixed disc) need not to be an S-Pata type x0-mapping or an S-Pata
Zamfirescu type x0-mapping with x0 where the point x0 is the center of the fixed
circle (resp. fixed disc).

4. Conclusion

In this paper, we have presented some new solutions to the fixed circle problem
on S-metric spaces. To do this, we have inspired by the Pata and Zamfirescu type
methods. We have proved two main fixed circle theorems and some related results.
Also, we have given necessary illustrative examples supporting our obtained results.
On the other hand, there are many generalized metric spaces in the literature
(for example, see [3, 25] and the references therein). Hence, the fixed circle (resp.
fixed disc) problem can be studied on these generalized metric spaces using similar
approaches as a future work.
On the other hand, a related problem is the best proximity point problem since

the best proximity point theorems investigate an optimal solution of the minimiza-
tion problem {d (x, Tx) : x ∈ A} for a mapping T : A→ B where A and B are two
non-empty subsets of a metric space (see [1] and the references therein). In [6], the
existence of best proximity point was investigated using the Pata type proximal
mappings. In [17], the notion of a best proximity circle is introduced and some
proximal contractions for a non-self-mapping are determined. In this context, a re-
lated future work is the investigation of the existence of a best proximity circle via
the notions of p-proximal contraction and p-proximal contractive mapping defined
in [22].
Acknowledgement. Both authors are supported by the Scientific Research

Projects Unit of Balikesir University under the project number BAP 2018 / 021.

References
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Abstract. One of the problems encountered in estimating the unknown pa-
rameters of the regression models is the presence of outliers in the data set.
This situation may cause problems in providing some assumptions such as the
normal distribution for the parameter estimation process and the homogeneity
of the variances. The case of the presence of outlier observations in the data
set, estimation methods based on fuzzy logic that can be minimized the level
of impact of this data are emerged as available methods. If fuzzy logic is used
in regression analysis, there are two main steps for parameter estimation. The
first of these is to define the clusters that compose the data set, and the other
is calculate the degree of membership to determining the contributions of the
data to each model for the clusters. In this study, type-2 fuzzy clustering algo-
rithm defined as an expansion of fuzzy c-means algorithm in the determination
of membership degrees of data sets was benefited. The presence of outliers in
the data set is addressed. An algorithm has been proposed to estimate the un-
known belonging to parameters of the regression model using the membership
degrees obtained relating to the cluster elements. The parameters were esti-
mated using regression methods to examine the effectiveness of the algorithm
that called robust methods, and the results obtained were compared.

1. Introduction

The concept of fuzzy sets was first described by Zadeh in 1965 with his work
Fuzzy Sets [1]. The fuzzy c-means method was introduced by Dunn in 1973. The
method was developed with the studies carried out by Bezdek [2]. Zadeh et al.
published their studies on fuzzy sets and their application to decision processes
in 1975 [3]. The fuzzy c-means algorithm developed by Bezdek et al., includes
euclidean, diagonal and mahalanobis distance measurements and the output from
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this algorithm is controlled by validity criteria [4]. Mendel and John precisely
defined type-2 fuzzy sets and used the expansion principle for type-2 fuzzy sets in
2002 [5].
They discussed the uncertainty of the m fuzzifier parameter of the fuzzy c-means

algorithm, and they defined the m parameter as the interval number. The fuzzy
c-means algorithm that include m fuzzifier parameter uncertainty is applied type
reduction, and solutions are obtained in 2007 [6]. Dalkilic and Apaydin determined
the optimal class number using the validity criterion when the independent variables
had an exponential distribution and has been made parameter prediction using
fuzzy neural network [7]. Juang et al. proposes a repetitive type-2 Fuzzy Neural
Networks (FNN) for dynamic system processing. The self-developing network is
a structure that does not require a pre-assignment task and can automatically
develop its parameters according to the training data [8]. Fazel Zarandi et al.
suggested a new type-2 fuzzy c-regression clustering method for the application
of the steel industry in the Takagi-Sugeno (T-S) system identification stage and
the model was tested on the actual data set from a steel company [9]. Enke and
Mehdiyev proposed the use of a hybrid model for the estimation of short-term
US interest rates. The model consists of fuzzy type-2 inferential neural network
that performs input pretreatment with multiple regression analysis and fuzzy type-
2 clustering based on differential evolution. The proposed model was applied to
estimate US 3-Month T-bill ratios in 2013 [10]. In 2015, Kalhori and Fazel Zarandi
presents a new approach to type-2 fuzzy clustering. This approach proposed to
separating clusters that does not use only the distance from the centers, and a new
validity index is suggested to determine the optimal number of clusters [11]. In
2016, Golsefid and Zarandi present an algorithm for clustering. In the clustering
algorithm that developed according to the dicentric type-2 fuzzy clustering model,
the centers of the clusters are defined by the double object. There are no type
reduction or blurring steps in this algorithm [12]. In 2016, Hwak proposed a method
for the design of the linear regression and this method is designed using Type-2
Fuzzy C-Means (T2FCM) clustering. This clustering approach takes into account
the uncertainty associated with the fuzzification factor when estimating cluster
centers. The method was also supported by experimental results [13]. Rubio et al.
presented an extension of the Fuzzy Possibilistic C-Means (FPCM) algorithm. In
this algorithm, Type-2 Fuzzy Logic Techniques were used to increase the effi ciency
of the Fuzzy Probabilistic C-Means (FPCM) method. In addition, the performance
of the method was controlled by experimental data [14].
In this study, membership degrees for cluster elements are obtained by using

type-2 fuzzy clustering algorithm, and an algorithm has been proposed for the
regression model to include these degrees based on parameter estimates. The situ-
ation of the outlier observation in the data set was discussed, and estimation values
from the parameters obtained based on type-2 fuzzy clustering were obtained.
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Remainder of this paper is organized as follows. In the second part of the study,
type-2 fuzzy clustering method was described. In the third section, definitions of
robust regression methods to be used in comparison were given briefly. In the fourth
section, an algorithm was proposed for parameter estimation based on the type-2
fuzzy membership. In the application part, Proposed algorithm for data set that
has outlier, and estimates concerning models obtained using regression methods
were compared.

2. Fuzzy Clustering Based Type-2 Fuzzy Logic

While equal fuzzifier index is given to each set-in type-1 fuzzy clustering, the
fuzzifier index is defined as an interval in type-2 fuzzy clustering. Different fuzzifier
index is given each cluster. Performance loss is prevented with description when
sets have different set volumes. First, volumes of the sets obtained with fuzzy
clustering algorithm are determined. Fuzzifier indexes based on obtained volumes
and cluster center based on these fuzzifier indexes are calculated. The objective
function values are determined based on the principle of minimizing the distance
between cluster centers and cluster elements [15].
The center value and membership values are updated until the objective function

reaches the smallest target value. Fuzzifier indexes that have the optimal center
value and membership degrees are determined, and observations are divided into
sets based on obtained membership degrees. The parameters of the linear regression
model related clusters are estimated based on the membership degree that obtained
from type-2 fuzzy clustering.
In the clustering that based on type-2 fuzzy logic, the objective function that

calculated for interval m = [m1,m2] defined as

Jm1

(
U, v

)
=

n∑
i=1

c∑
j=1

um1
ji d

2
ji, (1)

Jm2

(
U, v

)
=

n∑
i=1

c∑
j=1

um2
ji d

2
ji.

The aim of the function given by the Eq. (1) is minimizing the error. In the
system of Eq. (1), m1 and m2 are the fuzzifier index of the first and second
sets, respectively. The weighted least squares function Jm1

(
U, v

)
is the sum of the

weighted error squares of the first set and Jm2

(
U, v

)
is the sum of the weighed

error squares of the second set, and d2ji = ‖xi− vj‖2 is used to express the distance
between data and cluster centers. Type-2 fuzzy clustering algorithm that is based
on the aim of the function that given by Eq. (1) can be given by the following steps
[16, 17].
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Step 1: Initial values given as; c: number of sets, m1 and m2: fuzzifier indexes
of the first and second sets, U : matrix showing the membership degrees and ε:
termination criterion, are determined.
Step 2: Set centers are calculated using U matrix fuzzifier indexes m which is

arbitrarily determined in first step and m = [m1,m2] fuzzifier parameters,

vLj =

∑n
i=1 u

m1
ji xi∑n

i=1 u
m1
ji

, j = 1, ..., c, (2)

vRj =

∑n
i=1 u

m2
ji xi∑n

i=1 u
m2
ji

, j = 1, ..., c.

Step 3: uji and uji are indicates the upper membership degree and the lower
membership degree respectively [6]. These degrees updated with Eq. (3) and Eq.
(4).

uji =


1∑c

k=1

(
dji
dki

) 2
m1−1

, if 1∑c
k=1

(
dji
dki

) < 1
c∑c

k=1

( dji
dki

) 2
m2−1 , in other situations

(3)

uji =


1∑c

k=1

(
dji
dki

) 2
m1−1

, if 1∑c
k=1

(
dji
dki

) ≥ 1
c∑c

k=1

( dji
dki

) 2
m2−1 , in other situations

(4)

Step 4: When the vLj and vRj are indicated the centers that obtained by using
m1 and m2 respectively Eq. (5) is used to type-reduction for set centers.

vj =
vLj + vRj

2
, j = 1, ..., c (5)

Step 5: Type-reduction process is also performed for membership degrees with
Eq. (6).

uji =
uji + uji

2
, j = 1, ..., c; i = 1, ..., n (6)

Step 6: Type-reduction process performed for objective functions of weighted
sets with Eq. (7).

J
(
U, v

)
=
Jm1

(
U, v

)
+ Jm2

(
U, v

)
2

(7)
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Step 7: If ‖vL(t) − vL(t−1)‖ < ε and ‖vR(t) − vR(t−1)‖ < ε the iteration is ended.
In other case it returns to Step 2.

3. Robust Regression Methods

In the case of an outlier in the data set, the resulting regression model moves
away from observations other than the outlier by the effect of the outliers. Residues
of observations other than outliers are increased. In Robust analysis, it is assumed
that these deviations do not significantly affect the performance of the algorithm
[18]. In the case of Robust regression analysis with outlier, parameter estimation
that is less affected by the Least Square Method (LSM) is obtained [19]. In this
study, estimations were obtained by using M methods from Robust methods. The
M method minimizes the function of the residues rather than minimizing the sum of
the squares of the residuals. Regression coeffi cients are obtained by the minimizing
the sum.

n∑
i=1

ρ[
(
yi −

p∑
j=1

xij β̂j
)
/d] (8)

Huberâ’s ρ function is defined as

ρ
(
z
)

=

{
z2

2 |z| ≤ k
k|z| − k2

2 |z| > k
(9)

z =
ri
d

d = median|ri −median
(
ri
)
|/0.6745

where k is called tuning constant and k is set at 1.5. Sometimes the numerator
of d is called the median of the absolute deviations (MAD) [20].
Hampel Ψ function is defined as

Ψ
(
z
)

=


|z| 0 < |z| ≤ a
asgn

(
z
)

a < |z| ≤ b
a
( c−|z|
c−b

)
sgn
(
z
)

b < |z| ≤ c
0 c < |z|

(10)

sgn
(
z
)

=


+1 z > 0

0 z = 0

−1 z < 0
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Constant values are selected as a = 1.7, b = 3.4 and c = 8.5 in general [21].
Andrews (sinus estimate) Ψ function is defined as

Ψ
(
z
)

=

{
sin( zk

)
|z| ≤ kπ

0 |z| > kπ
(11)

where if the scale is known, k = 1.339 requires a premium of 5% otherwise
k = 1.5 or k = 2.1 [19].
Tukeyâ’s two weighted estimate, Ψ function is defined as

Ψ
(
z
)

=

{
z
(
1−

(
z
k

)2)2 |z| ≤ k
0 |z| > k

(12)

where if the scale is known, k = 4.685 implies a premium of 5% otherwise k = 5
or k = 6 [19, 20].

4. Parameter Estimation based on Type-2 Fuzzy Logic When Data Set
Has Outlier

The general purpose of the regression analysis is to determine the mathematical
structure of the functional relationship between the dependent variable

(
Y
)
and

independent variables
(
X1, · · · , Xp

)
. Determination of the mathematical structure

is carried out by estimating regression coeffi cients
(
β
)
.

Y = β0 + β1X1 + β2X2 + . . .+ βpXp + ε (13)

The least square method is one of the important methods used to estimate the
parameters of the linear regression model that given by Eq. (13). The important
assumptions to use this method; that error terms related to the model should have
normal distribution with zero-averaged and fixed variance. This assumption is ex-
pressed mathematically with ε ∼ N

(
0, σ2

)
. Estimators of the regression coeffi cients

denoted by β̂ and determinate by,

β̂ =
(
X ′X

)−1
X ′Y. (14)

The estimators of the dependent variable Y is shown as Ŷ and determined by

Ŷ = Xβ̂. (15)

The error for the linear regression model that expressed as the difference between
observation values Y and estimation values Ŷ is given by,
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ε =
(
Y − Ŷ

)
. (16)

In classical regression analysis, the observations that make up the dataset belong
to a single class. If the data set has different distributions in regression analysis,
different methods should be used in parameter estimation, other than classical
methods. These methods do not have to provide the necessary assumptions to use
the classical method. If the data set has different distributions, fuzzy methods are
among the methods that do not require the assumptions of classical regression.
First step of fuzzy regression analysis is to determine the different clusters for the
data set and the other is to obtain the degrees of membership to be used in the
prediction process.
In the process of separating data with different distributions into clusters, fuzzy

clustering algorithms suitable for distribution are used. With fuzzy clustering algo-
rithms, the degree of membership is determined for each cluster. These membership
degrees are used to weight the data. Parameters of the regression model are de-
termined to have a minimum error using data that weighted by fuzzy membership
degree.
Using the type-2 fuzzy clustering process, the algorithm proposed for parameter

estimation of the regression model for data weighted by membership degrees given
by the following steps,
Step 1: Beginning values given as; c: number of sets, m: fuzzifier indexes of

the first and second sets, U : matrix showing the degrees of membership and ε:
termination criterion, are determined.
Step 2: Set centers are calculated using U matrix and fuzzifier indexes m;

vj =

∑n
i=1 u

m
jixi∑n

i=1 u
m
ji

, j = 1, ..., c. (17)

Step 3: Objective function that depend on membership degree and set centers
is calculated by,

J
(
U, v

)
=

n∑
i=1

c∑
j=1

umji‖xi − vj‖2. (18)

Step 4: Membership degrees of each set are updated with,

uji =
1∑c

k=1

( ‖xi−vj‖
‖xi−vk‖

) 2
m−1

. (19)

Step 5: Set centers and objective function are updated with Eq. (17) and Eq.
(18) by use the new membership degrees.
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Step 6: If the difference between the membership degree in tth step and the
membership degree in (t − 1)th step is smaller than ε stops. It means that the
optimal membership degrees and center are calculated.
Step 7: The membership degrees obtained from Eq. (19) are used to cluster the

data set. m1 andm2 fuzzifier indexes are calculate and set centers based on fuzzifier
indexes are calculated with Eq. (2) given in Section (2). Objective functions values
that according to these centers are calculated by using Eq. (1) that given in Section
(2).
Step 8: To reduce the type of fuzziness type-reduction applied to the set centers

by use the Eq. (5) and, objective function value calculated by use the Eq. (7) given
in Section (2).
Step 9: To clustering that use type-2 fuzzy logic, membership degrees determined

by Eq. (3) and Eq. (4), and type-reduction operation is applied to the membership
degree by Eq. (6).
Step 10: After the center value in tth step and in (t− 1)th step is calculated, the

difference between them is determined. If the difference is less than termination
criterion ε for existing sets the optimal center and membership degree achieved.
Step 11: Estimate the linear regression modelâ’s parameters are realized by using

membership degree as weight with obtained from type-2 fuzzy clustering [6].
Independent variable is weight by membership degree

XWi(Type−2) = uij(Type−2)xj , i = 1, . . . , c; j = 1, . . . , n (20)

and model parameters are obtained by,

B̂i(Type−2) =
((
xjuij(Type−2)

)′
xj
)−1((

xjuij(Type−2)
)′
Yj
)
,

i = 1, . . . , c; j = 1, . . . , ni. (21)

The estimated values are calculated by,

Ŷi(Type−2) = XWi(Type−2)B̂i(Type−2), i = 1, . . . , c. (22)

Step 12: Error related to the models measured as

εi =

ni∑
i=1

(
Yi − Ŷi

)2
n

. (23)

The model that has the smallest error is used as estimated linear regression
model.
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5. Application

In this application, which will be discussed to determine the effectiveness of
the proposed algorithm to obtain the linear regression model the dataset contains a
dependent and an independent variable and set has 61 pairs of observations. Scatter
chart of the data that are shown in Figure 1.

Figure 1. Scatter chart of data

As can be seen from Figure 1, there are five outliers in the dataset. Observation
values, estimation values for the all related methods and the error amounts related
to the estimations are given in Table 1. In Table 2, models generated by the
parameters obtained using related methods and the amount of error calculated
from the models.
A graph of error for the models obtained using the relevant methods are shown

in Figure 2.

6. Results and Discussion

As a result, estimations that obtained with determined of fuzzy parameters in
proposed algorithm for parameter estimation, and the results obtained by robust
regression methods in the literature are compared. As a result of the seven methods
examined, error amounts were obtained. The errors amount belonging to these
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Table 1. Predictions values for related method and error values
of related predictions

X Y ŶType−1 εType−1 ŶType−2 εType−2 ŶHuber εHuber ŶHampel εHampel ŶTukey εTukey ŶAndrews εAndrews
4.0 3.5 3.1810 0.3190 3.4014 0.0986 3.9118 -0.4118 3.8906 -0.3906 3.6701 -0.1701 3.9673 -0.4673
0.5 0.5 3.4977 -2.9977 2.9990 -2.4990 0.6169 -0.1169 0.5357 -0.0357 0.1133 0.3867 0.6718 -0.1718
1.0 8.0 3.4839 4.5161 3.0431 4.9569 1.0876 6.9124 1.0149 6.9851 0.6214 7.3786 1.1426 6.8574
1.5 8.0 3.4590 4.5410 3.0894 4.9106 1.5583 6.4417 1.4942 6.5058 1.1295 6.8705 1.6134 6.3866
1.5 8.5 3.4652 5.0348 3.0884 5.4116 1.5583 6.9417 1.4942 7.0058 1.1295 7.3705 1.6134 6.8866
2.0 7.5 3.4273 4.0727 3.1368 4.3632 2.0290 5.4710 1.9735 5.5265 1.6376 5.8624 2.0842 5.4158
2.0 8.0 3.4372 4.5628 3.1352 4.8648 2.0290 5.9710 1.9735 6.0265 1.6376 6.3624 2.0842 5.9158
1.0 1.0 3.4537 -2.4537 3.0493 -2.0493 1.0876 -0.0876 1.0149 -0.0149 0.6214 0.3786 1.1426 -0.1426
1.0 1.5 3.4529 -1.9529 3.0497 -1.5497 1.0876 0.4124 1.0149 0.4851 0.6214 0.8786 1.1426 0.3574
1.5 0.5 3.4108 -2.9108 3.0993 -2.5993 1.5583 -1.0583 1.4942 -0.9942 1.1295 -0.6295 1.6134 -1.1134
1.5 1.0 3.4091 -2.4091 3.1000 -2.1000 1.5583 -0.5583 1.4942 -0.4942 1.1295 -0.1295 1.6134 -0.6134
1.5 1.5 3.4076 -1.9076 3.1008 -1.6008 1.5583 -0.0583 1.4942 0.0058 1.1295 0.3705 1.6134 -0.1134
1.5 2.0 3.4066 -1.4066 3.1015 -1.1015 1.5583 0.4417 1.4942 0.5058 1.1295 0.8705 1.6134 0.3866
2.0 1.0 3.3638 -2.3638 3.1512 -2.1512 2.0290 -1.0290 1.9735 -0.9735 1.6376 -0.6376 2.0842 -1.0842
2.0 1.5 3.3615 -1.8615 3.1527 -1.6527 2.0290 -0.5290 1.9735 -0.4735 1.6376 -0.1376 2.0842 -0.5842
2.0 2.0 3.3598 -1.3598 3.1541 -1.1541 2.0290 -0.0290 1.9735 0.0265 1.6376 0.3624 2.0842 -0.0842
2.0 2.5 3.3589 -0.8589 3.1554 -0.6554 2.0290 0.4710 1.9735 0.5265 1.6376 0.8624 2.0842 0.4158
2.5 1.5 3.3151 -1.8151 3.2052 -1.7052 2.4997 -0.9997 2.4528 -0.9528 2.1458 -0.6458 2.5550 -1.0550
2.5 2.0 3.3126 -1.3126 3.2079 -1.2079 2.4997 -0.4997 2.4528 -0.4528 2.1458 -0.1458 2.5550 -0.5550
2.5 2.5 3.3112 -0.8112 3.2107 -0.7107 2.4997 0.0003 2.4528 0.0472 2.1458 0.3542 2.5550 -0.0550
3.0 2.0 3.2659 -1.2659 3.2624 -1.2624 2.9704 -0.9704 2.9320 -0.9320 2.6539 -0.6539 3.0257 -1.0257
3.0 2.5 3.2639 -0.7639 3.2681 -0.7681 2.9704 -0.4704 2.9320 -0.4320 2.6539 -0.1539 3.0257 -0.5257
3.0 3.0 3.2637 -0.2637 3.2742 -0.2742 2.9704 0.0296 2.9320 0.0680 2.6539 0.3461 3.0257 -0.0257
3.5 2.5 3.2184 -0.7184 3.3256 -0.8256 3.4411 -0.9411 3.4113 -0.9113 3.1620 -0.6620 3.4965 -0.9965
3.5 3.0 3.2183 -0.2183 3.3421 -0.3421 3.4411 -0.4411 3.4113 -0.4113 3.1620 -0.1620 3.4965 -0.4965
3.5 3.5 3.2214 0.2786 3.3543 0.1457 3.4411 0.0589 3.4113 0.0887 3.1620 0.3380 3.4965 0.0035
4.0 2.5 3.1764 -0.6764 3.3773 -0.8773 3.9118 -1.4118 3.8906 -1.3906 3.6701 -1.1701 3.9673 -1.4673
4.0 3.0 3.1767 -0.1767 3.3933 -0.3933 3.9118 -0.9118 3.8906 -0.8906 3.6701 -0.6701 3.9673 -0.9673
4.5 2.5 3.1396 -0.6396 3.4217 -0.9217 4.3825 -1.8825 4.3699 -1.8699 4.1782 -1.6782 4.4381 -1.9381
4.5 3.0 3.1411 -0.1411 3.4287 -0.4287 4.3825 -1.3825 4.3699 -1.3699 4.1782 -1.1782 4.4381 -1.4381
4.5 3.5 3.1475 0.3525 3.4289 0.0711 4.3825 -0.8825 4.3699 -0.8699 4.1782 -0.6782 4.4381 -0.9381
4.5 4.0 3.1602 0.8398 3.4192 0.5808 4.3825 -0.3825 4.3699 -0.3699 4.1782 -0.1782 4.4381 -0.4381
5.0 3.0 3.1132 -0.1132 3.4655 -0.4655 4.8532 -1.8532 4.8491 -1.8491 4.6864 -1.6864 4.9089 -1.9089
5.0 3.5 3.1227 0.3773 3.4637 0.0363 4.8532 -1.3532 4.8491 -1.3491 4.6864 -1.1864 4.9089 -1.4089
5.0 4.0 3.1395 0.8605 3.4569 0.5431 4.8532 -0.8532 4.8491 -0.8491 4.6864 -0.6864 4.9089 -0.9089
5.5 3.5 3.1078 0.3922 3.5008 -0.0008 5.3239 -1.8239 5.3284 -1.8284 5.1945 -1.6945 5.3797 -1.8797
5.5 4.0 3.1298 0.8702 3.4947 0.5053 5.3239 -1.3239 5.3284 -1.3284 5.1945 -1.1945 5.3797 -1.3797
6.0 4.0 3.1303 0.8697 3.5328 0.4672 5.7946 -1.7946 5.8077 -1.8077 5.7026 -1.7026 5.8505 -1.8505
6.0 4.5 3.1678 1.3322 3.5245 0.9755 5.7946 -1.2946 5.8077 -1.3077 5.7026 -1.2026 5.8505 -1.3505
6.5 4.0 3.1390 0.8610 3.5713 0.4287 6.2653 -2.2653 6.2870 -2.2870 6.2107 -2.2107 6.3213 -2.3213
6.5 4.5 3.1818 1.3182 3.5630 0.9370 6.2653 -1.7653 6.2870 -1.7870 6.2107 -1.7107 6.3213 -1.8213
6.0 9.0 9.1277 -0.1277 9.1145 -0.1145 5.7946 3.2054 5.8077 3.1923 5.7026 3.2974 5.8505 3.1495
6.5 9.0 9.0993 -0.0993 9.0911 -0.0911 6.2653 2.7347 6.2870 2.7130 6.2107 2.7893 6.3213 2.6787
6.5 9.5 9.1000 0.4000 9.0918 0.4082 6.2653 3.2347 6.2870 3.2130 6.2107 3.2893 6.3213 3.1787
7.0 8.5 9.0738 -0.5738 9.0689 -0.5689 6.7360 1.7640 6.7662 1.7338 6.7189 1.7811 6.7921 1.7079
7.0 9.0 9.0727 -0.0727 9.0625 -0.0625 6.7360 2.2640 6.7662 2.2338 6.7189 2.2811 6.7921 2.2079
7.0 9.5 9.0742 0.4258 9.0668 0.4332 6.7360 2.7640 6.7662 2.7338 6.7189 2.7811 6.7921 2.7079
7.5 9.0 9.0485 -0.0485 8.9368 0.0632 7.2067 1.7933 7.2455 1.7545 7.2270 1.7730 7.2629 1.7371
7.5 9.5 9.0504 0.4496 9.0428 0.4572 7.2067 2.2933 7.2455 2.2545 7.2270 2.2730 7.2629 2.2371
8.0 8.5 9.0275 -0.5275 9.0320 -0.5320 7.6774 0.8226 7.7248 0.7752 7.7351 0.7649 7.7337 0.7663
8.0 9.0 9.0270 -0.0270 9.0249 -0.0249 7.6774 1.3226 7.7248 1.2752 7.7351 1.2649 7.7337 1.2663
8.5 8.5 9.0087 -0.5087 9.0222 -0.5222 8.1481 0.3519 8.2041 0.2959 8.2432 0.2568 8.2045 0.2955
8.5 9.0 9.0080 -0.0080 9.0191 -0.0191 8.1481 0.8519 8.2041 0.7959 8.2432 0.7568 8.2045 0.7955
8.5 9.5 9.0098 0.4902 9.0202 0.4798 8.1481 1.3519 8.2041 1.2959 8.2432 1.2568 8.2045 1.2955
9.0 9.0 8.9915 0.0085 9.0091 -0.0091 8.6188 0.3812 8.6833 0.3167 8.7513 0.2487 8.6752 0.3248
9.5 9.0 8.9771 0.0229 8.9976 0.0024 9.0895 -0.0895 9.1626 -0.1626 9.2595 -0.2595 9.1460 -0.1460
9.5 9.5 8.9780 0.5220 8.9973 0.5027 9.0895 0.4105 9.1626 0.3374 9.2595 0.2405 9.1460 0.3540
10.0 8.5 8.9662 -0.4662 8.9865 -0.4865 9.5602 -1.0602 9.6419 -1.1419 9.7676 -1.2676 9.6168 -1.1168
10.0 9.0 8.9643 0.0357 8.9851 0.0149 9.5602 -0.5602 9.6419 -0.6419 9.7676 -0.7676 9.6168 -0.6168
10.5 9.0 8.9529 0.0471 8.9721 0.0279 10.0309 -1.0309 10.1212 -1.1212 10.2757 -1.2757 10.0876 -1.0876
11.0 9.0 8.9425 0.0575 8.9587 0.0413 10.5016 -1.5016 10.6004 -1.6004 10.7838 -1.7838 10.5584 -1.5584
Error εType−1 = 4.2887 εType−2 = 4.2767 εHuber = 5.0208 εHampel = 5.0646 εTukey = 5.4003 εAndrews = 4.9785
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Figure 2. Error amount graph belonging to data.

Table 2. Linear regression models and errors

Methods Models Errors
Least Square Method Ŷ = 1.1909 + 0.8119X εLSM = 4.7141

Type-1 Fuzzy Clustering
Ŷ1 = 3.5395− 0.0920X1j

Ŷ2 = 9.3577− 0.0414X2j

εType−1 = 4.2887

Type-2 Fuzzy Clustering
Ŷ1 = 2.9495 + 0.1848X1j

Ŷ2 = 9.3152− 0.0601X2j

εType−2 = 4.2767

Huber Method Ŷ = 0.1462 + 0.9414X εHuber = 5.0208

Hampel Method Ŷ = 0.0564 + 0.9585X εHampel = 5.0646

Tukey Method Ŷ = 0.3949 + 1.0162X εTukey = 5.4003

Andrews Method Ŷ = 0.2010 + 0.9416X εAndrews = 4.9785

methods are obtained that LSM is 4.7141, type-1 fuzzy clustering is 4.2887, type-
2 fuzzy clustering is 4.2767, Huber method is 5.0208, Hampel method is 5.0646,
Tukey method is 5.4003, Andrews methods is 4.9785. As can be seen from the
results, the model with the lowest error is the model obtained from type-2 fuzzy
clustering. It can be said that if there are outlier observations in the data set, the
method that using type-2 fuzzy clustering can be preferable as an effective method.
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Abstract. Sleep spindles, which are believed to have important role of re-
inforcing the sleep duration, are the characteristic wave shapes that are seen
in non-REM sleep stage. Detecting and analyzing the wave forms of spin-
dles as well as determining the areas and durations of sleep spindles are quite
important to understand the sleeping process thoroughly. However, the fact
that spindles have temporary regime features and lower amplitudes compared
to the background EEG signals makes resolving and distinguishing between
them diffi cult. Although there have been extensive research on the decompo-
sition of EEG signals and about the general characteristics of the spindles, the
existing studies do not decompose the components in a dynamic fashion. This
study takes this argument as its starting point and comes up with a methodol-
ogy to detect the spindles in the sleep EEG. In particular, this study separates
EEG signals into trend and cycle components via frequency analysis, where
the methodology allows for system parameters and the components to be es-
timated simultaneously. Since the methodology allows for the parameters to
vary over time, observing the time patterns of the estimated parameters have
the potential to reveal further information about the sleep process.

1. Introduction

Gene regulation is one of the most amazing processes taking place in living cells.
From the sequences of hundreds of thousands of genes, cells must decide which genes
to express at a particular time. As the development of the cell evolves, different
conditions and functions require an effi cient mechanism to turn on the required
genes leaving the others behind. Cells may also activate new genes to respond to the
environmental changes effectively and play specific roles. The knowledge of which
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gene triggers a particular genetic condition may help preventing the potentially
harmful effects by turning that gene off. For instance, cancer may be controlled by
deactivating the gene that causes it.
Gene expression is the production of functional gene materials, e.g., mRNA.

The level of gene functionality may be measured using microarrays or gene chips to
produce data on gene expression. Using this data reasonably may help us to have
an understanding of how the genes are interacting in a living organism.
Different genes may cooperate to produce a particular reaction while a gene

may repress other genes as well. The potential benefits of gene regulation may
be obtained if only a complete and accurate picture of gene interactions is avail-
able. A network specifying how different genes are interconnected may go a long
way in helping us to understand the gene regulation mechanism. The control and
interaction of genes may be described through a gene regulatory network.
DNA microarray technology has provided an effi cient way of measuring the ex-

pression levels of thousands of genes in a single experiment on a single â€œchip.â€İ
It enables the monitoring of expression levels of thousands of genes simultaneously.
Measuring gene expression levels in different conditions may prove useful techniques
in medical diagnosis, treatment, and drug design. In order to infer useful biolog-
ical information and determine the relationships between individual genes, many
research efforts have currently focused on clustering.
Recently, there has been an increasing interest of research to reconstruct models

for gene regulatory networks from time series data. Obviously, choosing a good
model that fits gene regulatory networks is essential to make a meaningful analysis
on the expression data.
Many gene expression experiments produce short time series data with only a few

time points due to its high measurement costs. The time series usually represents
the dynamic response of an organism to a change in conditions, e.g., application
of some drug or other treatment. Therefore, it is highly desired to extract the
functional information from the data on the time series of gene expressions, and
the modeling of gene expression time series has become an increasingly interesting
field of research.
Since it is well known that the gene expression is an inherently stochastic phe-

nomenon, the network should be of a â€œstochasticâ€İ nature. Recently, dynamic
modeling of gene regulatory networks from time series data has received more and
more research interest.
The state-space model assumes that the gene expression value depends not only

on the current internal state variables but also on the external inputs, which reflects
the nature of a dynamic network. Unfortunately, most results reported on state-
space models have been focused on linear systems, and therefore, the non-linear
phenomenon of the gene networks may not be taken into account. Most of the
literature available concerning the modeling of the time series of gene expressions
have not explicitly dealt with these two features, and therefore, there is a need
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to seek alternative approaches to identify the parameters of a nonlinear stochastic
gene regulatory network through real-time gene expression time series. In search
of such an approach, EKF approach appears to be an appropriate candidate.
The traditional KF addresses the general problem of estimating the state of a

discrete-time system governed by a linear stochastic difference equation. EKF lin-
earizes about the current mean and covariance, and therefore may handle nonlinear-
ities that may be associated either with the process model or with the observation
model, or with the both. On the other hand, EKF is known as an effective recursive
estimator of process variables, which may be suitable for identifying large number
of parameters using a short time series.
In paper [1], the gene regulatory network is considered as a nonlinear dynamic

stochastic model that consists of the gene measurement equation and the gene
regulation equation. In order to reflect the reality, it is considered that the gene
measurement from microarray was noisy; and it is assumed that the gene regulation
equation was a nonlinear dynamic process which is autoregressively stochastic where
the nonlinearity stems from the inherently non-linear regulatory relationship and
the degree among genes. After specifying the model structure, they applied the
EKF algorithm for identifying both the parameters of the model and the actual
value of the levels of gene expression. Note that the EKF algorithm is an online
estimation algorithm that may identify a large number of parameters (including
parameters of nonlinear functions) through iterative procedure by using a small
number of observations. Four sets of data regarding the real-world gene expression
were processed to demonstrate the effectiveness of the EKF algorithm, and the
obtained models are evaluated from the aspect of bioinformatics.
The EKF is extensively used in nonlinear state estimation problems. As long as

the system characteristics are correctly known, EKF gives the best performance.
However, when the system information is partially known or incorrect, EKF may
diverge or give biased estimates. An extensive number of works has been published
to improve the performance of EKF.
Many researchers have proposed the introduction of a forgetting factor, both into

the KF and EKF, to improve the performance. However, there are two fundamental
problems with this approach: the incorporation of the optimal forgetting factor into
EKF and the selection of the optimal forgetting factor.
In paper [2—5], they proposed a new AEKF with a forgetting factor, and two

methods are analyzed for the selection of the optimal forgetting factor. The stabil-
ity properties of the proposed filter are also investigated. Results of the stability
analysis show that the proposed filter is an exponential observer for nonlinear de-
terministic systems.
In this study, application of the developed model on the gene regulatory networks

has been examined. With the aim of corroborating estimation method, it has been
decided that the AEKF was proper for being used and malaria gene expression has
been applied for the set of data on the time series. A results have been compared
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with the results of the former research [1], and it has been understood that the
estimation results obtained through the developed model were more preferable.

2. GENE MODEL AND PROBLEM FORMULATION

The measured gene expression levels may be modeled as

yi(k) = xi(k) + vi(k) i = 1, 2, . . . , n k = 1, 2, . . . ,m. (1)

where y(k) = [y1(k), y2(k), . . . , yn(k)]
T is the measurement data from microarray

experiments at time k with yi(k) describing the ith gene expression levels at time
k, xi(k) are the actual levels of ith gene expression which stand for mRNA concen-
trations and/or protein concentrations at time k, vi(k) is the measurement noise, n
is the number of the genes, and m is the number of the measurement time points.
Here, v(k) = [v1(k), v2(k), . . . , vn(k)]

T s assumed to be a zero-mean Gaussian white
noise sequence with constant covariance R > 0, i.e., v(k) N(0, R). The gene regula-
tory network containing n genes is described by the following discrete-time nonlinear
stochastic dynamical system ??:

xi(k + 1) =

n∑
j=1

aijxj(k) +

n∑
j=1

bijfij
(
xj(k), µj

)
+ Iai + ξi(k) (2)

i = 1, 2, . . . , n k = 1, 2, . . . ,m− 1.

Where A = (aij)nn is the linear regulatory relationship and the degree among
genes, B = (bij)n×n represents the nonlinear regulatory relationship and degree

among genes; I0 = [I01, I02, . . . , I0n]
T is the constant vector with I0i standing

for the external bias on the ith gene; ξ(k) = [ξ1(k), ξ2(k), . . . , ξn(k)]
T ∼ N (0, Q0) ;

and the nonlinear function fj
(
xj , µj

)
is given by

fj
(
xj , µj

)
=

1

1 + e−µjxj
(3)

with µj being a parameter to be identified. Setting

µ(k) = [µ1, µ2, . . . , µn]
T (4)

and

f(x(k), µ) = [f1 (x1(k), µ1) , f2 (x2(k), µ2) . . . , fn (xn(k), µn)]
T (5)

we can rewrite 1 and 2 in the following vector form:

x(k + 1) = Ax(k) +Bf(x(k), µ) + I0 + ξ(k) (6)

y(k) = x(k) + v(k) (7)

Letting

Ae = [a11, a21, . . . , an1, a12, a22, . . . , an2, a1n, a2n, . . . , ann]
T (8)

Be = [b11, b21, . . . , bn1, b12, b22, . . . , bn2, b1n, b2n, . . . , bm]
T (9)
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µ(k) = [µ1, µ2, . . . , µn]
T (10)

θ =
[
ATe B

T
e µ

T IT0
]T

(11)

all the parameters to be estimated are denoted by θ =
[
ATe B

T
e µ

T IT0
]T
In order

to establish the gene expression model 2, it is necessary to identify the parameter
vector θ. In this paper, we aim at estimating the parameters of the model2 via the
AEKF method from the measurement data.

3. THE ADAPTIVE EKF APPROACH TO PARAMETER ESTIMATION

The data set is from the time series of malaria gene expression [7]. It consists of
530 genes expressed in 48 equally spaced time points. We choose the time series of
expressions of the first six genes given by z = [z1, z2, z3, z4, z5, z6]
In this study, regulatory network models have been examined; and in the frame-

work of the model 6, the AEKF proposed in [2,3] and used in the real data (Figure 7,
Table 1 ) application studies have been conducted. Estimation results were given
in Figure 2- 7 .State estimation results were given in Figure 2- 6.
In order to compare the estimated observation and the squares of actual obser-

vation values, error criterion is used and given in Figure-1. As it may be seen in
Figure 1 adaptive EKF has a value of estimation more accurate than the normal
EKF.

4. Conclusion

In this paper research, application of the developed model on the gene regulatory
networks has been examined. With the aim of corroborating the Kalman Filter
estimation method, it has been decided that the adaptive extended Kalman filter
was proper for being used and malaria gene expression has been applied for the
set of data on the time series. The results have been compared with the results
of the former research [1] and it has been understood that the estimation results
obtained through the developed model were more preferable. AEKF has a value of
estimation more accurate than the normal EKF.

5. Extended Kalman Filter

The optimum linear filtering and prediction methods introduced by Kalman
(1960) have been considered as one of the greatest achievements among the theories
of estimation. The Kalman Filter solves the problem of estimating the instanta-
neous states of a linear dynamic system distorted by Gaussian white noise, using
measurements that are linear functions of the system state and corrupted by addi-
tive white noise. Therefore, it is the appropriate estimation procedure for the state
space systems. However, since the the simultaneous estimation of the parameters
and the state problem has a nonlinear nature, the standard linear KF needs to be
modified to solve such a problem. The EKF is one of the most popular estimation
techniques largely investigated for state estimation of nonlinear systems. It consists
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Table 1. Data Set.

Z=[4,314 2,271 2,789 3,788 4,162 2,208
3,2789 1,8179 2,3653 2,5943 2,9244 2,0724
1,6684 0,7923 1,4219 1,2601 0,9809 0,9977
1,7445 1,2726 1,3902 1,8115 2,1758 1,3763
1,0716 0,7282 1,068 0,9243 0,9998 0,7307
0,9868 0,5669 0,8739 0,8472 0,8891 0,4528
0,99 0,528 0,649 0,831 0,745 0,489
0,778 0,4488 0,7413 0,624 0,5897 0,5092
0,8355 0,5778 0,5219 0,9553 0,9722 0,4854
0,5796 0,3129 0,5056 0,4316 0,3823 0,3545
0,491 0,254 0,368 0,423 0,37 0,258
0,3782 0,2401 0,3691 0,2943 0,3343 0,2504
0,3446 0,2036 0,3232 0,2634 0,3019 0,2264
0,146 0,126 0,173 0,136 0,128 0,117
0,1465 0,1608 0,1002 0,128 0,1482 0,1313
0,2114 0,1577 0,1133 0,1028 0,1168 0,1554
0,2061 0,171 0,1239 0,0811 0,1129 0,1666
0,172 0,211 0,101 0,097 0,118 0,214
0,1678 0,2138 0,0642 0,0518 0,0839 0,2089
0,17 0,262 0,063 0,049 0,081 0,279
0,2155 0,3233 0,0632 0,0427 0,0948 0,2675
0,2226 0,2806 0,0655 0,0524 0,0917 0,3096
0,2101 0,3582 0,0467 0,0496 0,0995 0,3894
0,1976 0,4357 0,028 0,0469 0,1074 0,4691
0,2375 0,3711 0,0608 0,0544 0,1016 0,4062
0,2131 0,4639 0,041 0,0475 0,109 0,5582
0,253 0,641 0,044 0,075 0,128 0,592
0,1947 0,6707 0,0391 0,0707 0,1381 0,7738
0,2148 0,8082 0,085 0,1066 0,1739 0,8656
0,2349 0,9458 0,1309 0,1425 0,2098 0,9574
0,265 1,144 0,205 0,21 0,303 1,251
0,6056 1,3391 0,3874 0,5808 0,5905 1,2578
1,013 1,9144 0,9661 1,0017 0,8967 1,9266
1,4945 2,0826 1,3078 1,7174 1,6631 2,0004
1,991 2,319 1,8535 1,9343 1,7467 2,4258
2,5285 2,5555 2,493 2,2905 2,3982 2,4844
1,7578 2,9656 1,7872 2,0121 1,8186 2,8291
1,8211 2,3457 2,0033 1,9548 1,5144 2,3201
2,5851 3,3361 3,4185 4,0059 3,6226 7,6102
3,884 3,2779 4,6765 4,5845 2,8834 2,9527
3,8805 3,1208 4,7711 5,1805 3,6588 2,7262
6,0726 4,1553 6,6787 6,1378 6,9146 4,197
5,4836 2,2738 4,1907 4,4675 5,1801 2,3114
4,6334 2,0388 4,6189 4,125 4,6347 2,3628
3,2207 1,8348 2,5593 3,2643 3,9337 2,0484
1,0636 1,5575 2,3816 1,9541 2,8011 1,6607
1,561 1,9512 2,9104 2,6247 3,4341 2,0003
1,1717 1,4513 2,3003 1,9389 2,1344 1,3854]
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Figure 1. Squares Error

Figure 2. Estimation of parameters

of using the standard Kalman filter equations to the first-order approximation of
the nonlinear model about the last estimate. It should also be noted that the EKF
is very sensitive to its initialization and filter divergence is inevitable if the arbitrary
matrices have not been chosen appropriately. [2, 8]
A non-linear state space model can be written as

xt = f (xt−1, t− 1) +Gt−1wt−1 (12)
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Figure 3. Estimation of parameters

Figure 4. Estimation of parameters

yt = h (xt, t) + vt (13)

where ft and ht are vector-valued functions, Wt and vt are uncorrelated zero
mean white noise sequences with covariance matrix Qt and Rt respectively. The
EKF algorithm is

P0 = Cov (x0) (14)

x̄0 = E (x0) (15)
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Figure 5. Estimation of parameters

Figure 6. Estimation of parameters

As it is shown in [2] and [8], the updating equations are:

Pt|t−1 = αt

[
∂ft−1
∂xt−1

(x̂t−1)

]
Pt−1

[
∂ft−1
∂xt−1

(x̂t−1)

]
+ αtGt−1Qt−1Gt−1 (16)
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Figure 7. Real data

x̂t|t−1 = ft−1 (x̂t−1) (17)

Kk = Pt|t−1

[
∂ht
∂xt

(
x̂t|t−1

)] [[∂ht
∂xt

(
x̂t|t−1

)]
Pt|t−1

[
∂ht
∂xt

(
x̂t|t−1

)]′
+Rt

]−1
(18)

Pt =

[
I − tt

[
∂ht
∂xt

(
x̂t|t−1

)]
Pt|t−1 (19)

x̂t|t = x̂t|t−1 +Kt

[
yt − ht

(
x̂t|t−1

)]
(20)

t = 1, 2, . . .
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HARARY ENERGY OF COMPLEMENT OF LINE GRAPHS OF
REGULAR GRAPHS

H. S. RAMANE and K. ASHOKA

Department of Mathematics, Karnatak University, Dharwad - 580003, INDIA

Abstract. The Harary matrix of a graph G is defined as H(G) = [hij ], where
hij =

1
d(vi,vj)

, if i 6= j and hij = 0, otherwise, where d(vi, vj) is the distance

between the vertices vi and vj in G. The H-energy of G is defined as the
sum of the absolute values of the eigenvalues of Harary matrix. Two graphs
are said to be H-equienergetic if they have same H-energy. In this paper we
obtain the H-energy of the complement of line graphs of certain regular graphs
in terms of the order and regularity of a graph and thus constructs pairs of
H-equienergetic graphs of same order and having different H-eigenvalues.

1. Introduction

Let G be a simple, undirected, connected graph with n vertices and m edges.
Let the vertices of G be labeled as v1, v2, . . . , vn . The adjacency matrix of a graph
G is the square matrix A(G) = [aij ] , in which aij = 1 if vi is adjacent to vj and
aij = 0 , otherwise. The eigenvalues of A(G) are the adjacency eigenvalues of G ,
and they are labeled as λ1 ≥ λ2 ≥ · · · ≥ λn. These form the adjacency spectrum of
G [4]. Two graphs are said to be cospectral if they have same spectra.
The distance between the vertices vi and vj , denoted by d(vi, vj), is the length

of the shortest path joining vi and vj . The diameter of a graph G, denoted by
diam(G) , is the maximum distance between any pair of vertices of G. A graph G
is said to be r-regular graph if all of its vertices have same degree equal to r.
The Harary matrix [9] of a graph G is a square matrix H(G) = [hij ] of order n,

where
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Keywords and phrases. Harary eigenvalues, energy of a graph, equienergetic graphs.
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hij =

{ 1
d(vi,vj)

, if i 6= j

0, if i = j.

The Harary matrix was used in the study of molecules in the quantitative struc-
ture property relationship (QSPR) models [9].
The Harary index defined as the sum of the reciprocal of the distances between

all pairs of vertices and it can be derived from the Harary matrix. It has interesting
properties in structure-property correlations [11,16].
The eigenvalues of H(G) labeled as ξ1 ≥ ξ2 ≥ · · · ≥ ξn are said to be the Harary

eigenvalues or H-eigenvalues of G and their collection is called Harary spectrum or
H-spectrum of G. Two non-isomorphic graphs are said to be H-cospectral if they
have same H-spectra.
The Harary energy or H-energy of a graph G, denoted by HE(G), is defined

as [5]

HE(G) =

n∑
i=1

|ξi| . (1)

The Harary energy is defined in full analogy with the ordinary graph energy
E(G) , defined as [6]

E(G) =

n∑
i=1

|λi| . (2)

The ordinary graph energy has a relation with the total π-electron energy of a
molecule in quantum chemistry [10]. Bounds for the Harary energy of a graph are
reported in [3, 5].
Two connected graphs G1 and G2 are said to be Harary equienergetic or H-

equienergetic if HE(G1) = HE(G2) . The H-equienergetic graphs are reported
in [12, 13]. The distance energy of complements of iterated line graphs of regular
graphs has been obtained in [8]. In this paper we use similar technique of [8] to
obtain the H-energy of the complement of line graphs of certain regular graphs and
thus construct H-equienergetic graphs having different H-spectra.
The complement of a graph G is a graph G, with vertex set same as of G and

two vertices in G are adjacent if and only if they are not adjacent in G. The line
graph of G, denoted by L(G) is the graph whose vertices corresponds to the edges
of G and two vertices of L(G) are adjacent if and only if the corresponding edges
are adjacent in G. For k = 1, 2, . . . the k-th iterated line graph of G is defined as
Lk(G) = L(Lk−1(G)), where L0(G) = G and L1(G) = L(G) [7].
If G is a regular graph of order n0 and of degree r0 then the line graph L(G) is

a regular graph of order n1 = (n0r0)/2 and of degree r1 = 2r0 − 2. Consequently
the order and degree of Lk(G) are [1, 2]

nk =
rk−1nk−1

2
(3)
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and
rk = 2rk−1 − 2, (4)

where ni and ri stands for order and degree of Li(G), i = 0, 1, . . ..
Therefore

rk = 2
kr0 − 2k+1 + 2 (5)

and

nk =
n0
2k

k−1∏
i=0

ri =
n0
2k

k−1∏
i=0

(2ir0 − 2i+1 + 2) (6)

We need following results.

Theorem 1. [4] If G is an r-regular graph, then its maximum adjacency eigenvalue
is equal to r.

Theorem 2. [15] If λ1, λ2, . . . , λn are the adjacency eigenvalues of a regular graph
G of order n and of degree r , then the adjacency eigenvalues of L(G) are

λi + r − 2, i = 1, 2, . . . , n, and

−2, n(r − 2)/2 times .

Theorem 3. [14] Let G be an r-regular graph of order n. If r, λ2, . . . , λn are the
adjacency eigenvalues of G , then the adjacency eigenvalues of G, the complement
of G, are n− r − 1 and −λi − 1, i = 2, 3, . . . , n.

Theorem 4. [3] Let G be an r-regular graph of order n and let diam(G) ≤ 2. If
r, λ2, . . . , λn are the adjacency eigenvalues of G, then its H-eigenvalues are 1

2 (n+

r − 1) and 1
2 (λi − 1), i = 2, 3, . . . , n.

Lemma 5. [8] Let G be an r-regular graph of order n. If r ≤ n−1
2 , then diam

(
Lk(G)

)
=

2, k ≥ 1.

2. Results

Theorem 6. Let G be an r-regular graph of order n. If r ≤ n−1
2 , then

HE
(
L(G)

)
= r(n− 2).

Proof. Let the adjacency eigenvalues of G be r, λ2, . . . , λn. From Theorem 2, the
adjacency eigenvalues of L(G) are

2r − 2, and

λi + r − 2, i = 2, 3, . . . , n, and

−2, n(r − 2)/2 times.

 (7)
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From Theorem 3 and Eq. (7), the adjacency eigenvalues of L(G) are

(nr/2)− 2r + 1, and

−λi − r + 1, i = 2, 3, . . . , n, and

1, n(r − 2)/2 times.

 (8)

The graph L(G) is a regular graph of order nr/2 and of degree (nr/2)− 2r + 1.
Since r ≤ n−1

2 , by Lemma 5, diam
(
L(G)

)
= 2. Therefore by Theorem 4 and Eq.

(8), the H-eigenvalues of L(G) are

(nr − 2r)/2, and

−(λi + r)/2, i = 2, 3, . . . , n, and

0, n(r − 2)/2 times.

 (9)

All adjacency eigenvalues of a regular graph of degree r satisfy the condition
−r ≤ λi ≤ r [4]. Therefore λi + r ≥ 0 , i = 1, 2, . . . , n . Therefore by (9),

HE
(
L(G)

)
=

nr − 2r
2

+

n∑
i=2

(λi + r)

2
+ |0| × n(r − 2)

2

= r(n− 2) since
n∑
i=2

λi = −r.

�

Figure 1. Cycle C6 and L(C6).

Example 7. Consider the cycle C6. It satisfies the conditions of Theorem 6.
Complement of L(C6) is shown in the Figure 1. The H-eigenvalues of L(C6) are
4, 0, −0.5, −0.5, −1.5, −1.5. Hence HE(L(C6)) = 8 and by Theorem 6 also,
HE(L(C6)) = 8.
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Corollary 8. Let G be a regular graph of order n0 and of degree r0. Let nk and
rk be the order and degree respectively of the k-th iterated line graph Lk(G), k ≥ 1.
If r0 ≤ n0−1

2 , then

HE(Lk(G)) = rk−1(nk−1 − 2).

Proof. If r0 ≤ n0−1
2 , then by Eqs. (3) and (4), we have

r1 = 2r0 − 2 ≤ n0 − 3 ≤
1

2

(n0r0
2
− 1
)
=
n1 − 1
2

.

Hence

rk−1 ≤
nk−1 − 1

2
.

Therefore by Theorem 6,

HE
(
Lk(G)

)
= HE

(
L(Lk−1(G))

)
= rk−1(nk−1 − 2).

�

Corollary 9. Let G be a regular graph of order n0 and of degree r0. Let nk and
rk be the order and degree respectively of the k-th iterated line graph Lk(G), k ≥ 1.
If r0 ≤ n0−1

2 , then

HE
(
Lk(G)

)
=

[
n0
2k−1

k−1∏
i=0

(2ir0 − 2i+1 + 2)
]
− 2(2k−1r0 − 2k + 2).

3. H-equienergetic graphs

If G1 and G2 are the regular graphs of same order and of same degree. Then
L(G1) and L(G2) are of the same order and of same degree. Further their comple-
ments are also of same order and of same degree.

Lemma 10. Let G1 and G2 be regular graphs of the same order n and of the same
degree r. If r ≤ n−1

2 , then L(G1) and L(G2) are H-cospectral if and only if G1 and
G2 are cospectral.

Proof. Follows from Eqs. (7), (8) and (9). �

Lemma 11. Let G1 and G2 be regular graphs of the same order n and of the same
degree r. If r ≤ n−1

2 , then for k ≥ 1, Lk(G1) and Lk(G2) are H-cospectral if and
only if G1 and G2 are cospectral.

Theorem 12. Let G1 and G2 be regular, non H-cospectral graphs of the same
order n and of the same degree r. If r ≤ n−1

2 , then for k ≥ 1, Lk(G1) and Lk(G2)
form a pair of non H-cospectral, H-equienergetic graphs of equal order and of equal
number of edges.

Proof. Follows from Lemma 11 and Corollary 9. �
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SOME NUMERICAL CHARACTERISTICS OF DIRECT SUM OF
OPERATORS

Elif OTKUN ÇEVİK

Avrasya University, Trabzon, TURKEY

Abstract. The connection between some numerical characteristics (numeri-
cal range, numerical radius, Crawford number and sectoriality) of direct sum
of operators in the direct sum of Hilbert spaces and their coordinate operators
has been investigated.

1. Introduction

The general information on numerical characteristics (as numerical range, nu-
merical radius, Crawford number, sectoriality and etc.) can be found in [1-7].
The obtained results may be applied in perturbation theory, generalized eigenvalue
problems, numerical analysis, system theory, dilation theory and etc. [1-4].
It is known that infinite direct sum of Hilbert spaces Hn, n ≥ 1 and infinite

direct sum of operators An in Hn, n ≥ 1 are defined as

H =
∞
⊕
n=1

Hn =

{
u = (un) : un ∈ Hn, n ≥ 1, ‖u‖2H =

∞∑
n=1

‖un‖2Hn
< +∞

}
and

A =
∞
⊕
n=1

An, D(A) = {u = (un) ∈ H : un ∈ D(An), n ≥ 1, Au = (Anun) ∈ H} ,

A : D(A) ⊂ H → H

(see [8]).
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The general theory of linear closed operators in Hilbert spaces and its applica-
tions to physical problems has been investigated by many mathematicians (see for
example [8]).
However, many physical problems of today arising in the modelling of processes

of multi-particle quantum mechanics, quantum field theory and in the physics of
rigid bodies support to study a theory of linear direct sum of operators in the direct
sum of Hilbert spaces (see [9-11] and references there in).
Connections between numerical range and numerical radius for the direct sum

of two operators in the direct sum of Hilbert spaces and coordinate operators have
been investigated in [6].
In this work, the connection between some numerical characteristics of direct

sum of operators in direct sum of Hilbert spaces and their coordinate operators will
be investigated.

2. Numerical Range of Direct Sum Operators

Definition 1. [1] Let H be a Hilbert space with inner product (·, ·) and norm ‖ · ‖
be induced norm by this inner product. In this case, the numerical range of a linear
bounded operator T in H is the subset of the complex numbers C given by

W (T ) = {(Tx, x) ∈ C : x ∈ H, ‖x‖ = 1}.

Recall that a numerical range of an operator is convex (Toeplitz-Housdorff) and
spectrum of an operator is contained in the closure of its numerical range.
The following result is true.

Theorem 2. If for any n ≥ 1, Hn is a Hilbert space, An ∈ L(Hn), H =
∞⊕
n=1

Hn

and A =
∞⊕
n=1

An, A ∈ L(H), then numerical range of the operator A is in the form

W (A) = co

( ∞⋃
n=1

W (An)

)
,

where co (Ω),Ω ⊂ C denotes the convex hull of Ω.

Proof. Indeed in this case, for any element f ∈ H with norm

‖f‖2H =

∞∑
n=1

‖fn‖2n = 1, fn 6= 0, n ≥ 1,

we have

(Af, f)H =

∞∑
n=1

(Anfn, fn)n =

∞∑
n=1

‖fn‖2n (An (fn/‖fn‖n) , fn/‖fn‖n)n =

∞∑
n=1

αnµn,

where

αn = ‖fn‖2n , µn = (An (fn/ ‖fn‖n) , fn/ ‖fn‖n)
n
∈W (An), n ≥ 1.
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It is clear that
∞∑
n=1

αn = 1.

Now, assume that there exists a number nk ∈ N ∪ {+∞} such that

fn1 6= 0 , fn2 6= 0 , ..., fnk 6= 0 , k ≤ ∞

and
f = (0, ..., 0, fn1 , 0, ..., 0, fn2 , 0, ..., 0, fnk , 0, ..., 0, ...) .

In this case,

(Af, f)H =

k∑
j=1

(
Anjfnj , fnj

)
nj

=

k∑
j=1

∥∥fnj∥∥2nj (Anj (fnj/ ∥∥fnj∥∥nj) , fnj/ ∥∥fnj∥∥nj)nj
=

k∑
j=1

αnjµnj ,

where

αnj =
∥∥fnj∥∥2nj , µnj =

(
Anj

(
fnj/

∥∥fnj∥∥nj) , fnj/ ∥∥fnj∥∥nj)nj ∈W (
Anj

)
.

It is clear that
k∑
j=1

αnj = 1. �

3. Numerical Radius of Direct Sum Operators

Definition 3. [1] Let H be a Hilbert space with inner product (·, ·) and norm ‖ · ‖
be induced norm by this inner product. In this case, the numerical radius of a linear
bounded operator T in H is a number which is given by

w(T ) = sup{|λ| : λ ∈W (T )}.

Recall that for any vector x ∈ H, it is true that

|(Tx, x)| ≤ w(T )‖x‖2.

The following result is true.

Theorem 4. If for any n ≥ 1, Hn is a Hilbert space, An ∈ L(Hn), H =
∞⊕
n=1

Hn and

A =
∞⊕
n=1

An, A ∈ L(H), then numerical radius of the operator A is in the following

form
w(A) = sup

n≥1
w(An).
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Proof. For any n ≥ 1, since w(An) ≤ w(A), then

sup
n≥1

w(An) ≤ w(A). (1)

On the other hand, if µ ∈ W (A), then µ =
∞∑
n=1

αnµn,
∞∑
n=1

αn = 1 and µn ∈

W (An) for n ≥ 1. Then

|µ| =
∣∣∣∣∣
∞∑
n=1

αnµn

∣∣∣∣∣ ≤
∞∑
n=1

αn |µn| ≤
∞∑
n=1

αnw(An) ≤ sup
n≥1

w(An)

∞∑
n=1

αn = sup
n≥1

w(An).

Hence, by the definition of numerical radius we get

w(A) ≤ sup
n≥1

w(An). (2)

Combining two inequalities (1) and (2), we reach to the desired inequality. �

4. Crawford Number of Direct Sum Operators

Definition 5. [1] Let H be a Hilbert space with inner product (·, ·) and norm ‖ · ‖
be induced norm by this inner product. In this case, the Crawford number of a
linear bounded operator T in H is given by

c(T ) = inf{|λ| : λ ∈W (T )}.

The following results are true.

Theorem 6. If for any n ≥ 1, Hn is a Hilbert space, An ∈ L(Hn), H =
∞⊕
n=1

Hn and

A =
∞⊕
n=1

An, A ∈ L(H), then Crawford number of the operator A is in the following

form
c(A) ≤ inf

n≥1
c(An).

Proof. Since c(A) ≤ c(An), for any n ≥ 1, c(A) ≤ inf
n≥1

c(An) satisfies. �

Theorem 7. If for any n ≥ 1, Hn is a Hilbert space, An ∈ L(Hn), Re(An) ≥ 0 (≤
0), H =

∞⊕
n=1

Hn and A =
∞⊕
n=1

An, A ∈ L(H), then Crawford number of the operator

A is in the following form
c(A) = inf

n≥1
c(An).

Proof. If µ ∈ W (A), then by Theorem 2, µ =
∞∑
n=1

αnµn,
∞∑
n=1

αn = 1 and µn ∈

W (An), n ≥ 1.
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On the other hand, since for any n ≥ 1, µn ≥ 0 (≤ 0), we have

|µ| =
∣∣∣∣∣
∞∑
n=1

αnµn

∣∣∣∣∣ =

∞∑
n=1

αn |µn| ≥
∞∑
n=1

αnc(An) ≥ inf
n≥1

c(An)

∞∑
n=1

αn = inf
n≥1

c(An).

Therefore,
c(A) ≥ inf

n≥1
c(An). (3)

In this case, equation (3) and Theorem 6 complete the proof of proposition. �

5. Sectoriality of Direct Sum Operators

Definition 8. [1] Let T be a linear bounded operator in Hilbert space H. If
Re(Tx, x) ≥ 0 for any x ∈ H, then it is called an accretive operator in H.

Definition 9. [1] Assume that T ∈ L(H) is a accretive operator. If W (T ) ⊂
{z ∈ C : |argz| < ϕ} for any ϕ ∈ [0, π/2), then it is called a sectorial operator with
vertex γ = 0 and semi-angle ϕ. In this case, T ∈ Sϕ(H).

The following result is true.

Theorem 10. If for any n ≥ 1, Hn is a Hilbert space, An ∈ L(Hn), An ∈ Sϕn(Hn), H =
∞⊕
n=1

Hn and A =
∞⊕
n=1

An, A ∈ L(H), then for some ϕ ∈ [0, π/2),

A ∈ Sϕ(H) thenecessaryandsufficientconditionis sup
n≥1

ϕn < ϕ.

Proof. From Theorem 2, it is clear that W (An) ⊂W (A) for any n ≥ 1.
On the other hand, if An ∈ Sϕn(Hn), n ≥ 1, then for any x ∈ H with norm

‖x‖H =

( ∞∑
n=1

‖x‖2n

)1/2
= 1, n ≥ 1,

we have

Re(Ax, x) =

∞∑
n=1

Re (Anxn, xn)n ≥ 0.

Then A : H → H is an accretive operator in H.
Moreover, it is clear that

∞⋃
n=1

{z ∈W (An) : |argz| ≤ ϕn} ⊂W (A).

If we choose ϕ = sup
n≥1

ϕn, then

W (A) ⊂ {z ∈ C : |argz| ≤ ϕ} .
Since ϕ ∈ [0, π/2), then A ∈ Sϕ(H).
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On the contrary, if A ∈ Sϕ(H) for some ϕ ∈ [0, π/2), then from the relation
W (An) ⊂ W (A) and accretivity of each coordinate operator An ∈ L(Hn), n ≥ 1,
we get

W (An) ⊂ {z ∈ C : |argz| ≤ ϕ} .
Consequently, for any n ≥ 1, An ∈ Sϕn(Hn). This completes the validity of the
assertion. �

6. Applications of Some Numerical Characteristics of Direct Sum
Operators

Example 11. Let for any n ≥ 1, Hn = (C, |.|), An = αnE, αn ∈ C and H =
∞⊕
n=1

Hn = l2(C), A =
∞⊕
n=1

(αnE) : H → H. In this case,

W (An) = αn, n ≥ 1,

w(An) = |αn|, n ≥ 1,

c(An) = |αn|, n ≥ 1

and for Re(αn) ≥ 0, n ≥ 1, An is accretive. In addition

ϕn = argαn, n ≥ 1.

Therefore,

W (A) = co{αn, n ≥ 1},
w(A) = sup

n≥1
|αn|,

c(A) = inf
n≥1
|αn|

and this case when sup
n≥1
|argαn| < π/2, angle of sectoriality of operator A is

ϕ = sup
n≥1
|argαn|.

i.e. A ∈ Sϕ(l2).
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ON EQUITABLE COLORING OF BOOK GRAPH FAMILIES
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Abstract. A proper vertex coloring of a graph is equitable if the sizes of color
classes differ by atmost one. The notion of equitable coloring was introduced
by Meyer in 1973. A proper h−colorable graph K is said to be equitably
h-colorable if the vertex sets of K can be partioned into h independent color
classes V1, V2, ..., Vh such that the condition ||Vi| − |Vj || ≤ 1 holds for all dif-
ferent pairs of i and j and the least integer h is known as equitable chromatic
number of K. In this paper, we find the equitable coloring of book graph,
middle, line and central graphs of book graph.

1. Introduction

The idea of equitable coloring was discovered by Meyer [4] in 1973. Hajmal
and Szemeredi [3] proved that graph K with degree ∆ is equitable h-colorable, if
h ≥ ∆ + 1. Later Equitable Coloring Conjecture for bipartite graphs was proved.
Equitable vertex coloring of corona graphs is NP- hard.
The graphs considered here are simple. Vertex coloring is a particular case of

Graph coloring. The collection of vertices receiving same color is known as color
class. A proper h−colorable graph K is said to be equitably h−colorable if the
vertex sets of K can be partitioned into h independent color classes V1, V2, ..., Vh
such that the condition ||Vi| − |Vj || ≤ 1 holds for all different pairs of i and j [1].
And the least integer h is known as equitable chromatic number of K [1]. Here
we found equitable coloring of book graph, middle, line and central graphs of book
graph.
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2. Preliminaries

Line graph [2] of K, L(K) is attained by considering the edges of K as the
vertices of L(K). The adjacency of any two vertices of L(K) is a consequence of
the corresponding adjacency of edges in K.
Middle graph [5] of K, M(K) is attained by adding new vertex to all the edges

of K. The adjacency of any two new vertices of M(K) is a consequence of the
corresponding adjacency of edges inK or adjacency of a vertex and an edge incident
with it.
Central graph [6] of K, C(K) is attained by the insertion of new vertex to all

the edges of K and connecting any two new vertices of K which were previously
non-adjacent.
The q-book graph is defined as the graph Cartesian product S(q+1)×P2 , where

Sq is a star graph and P2 is the path graph.

3. Results

3.1. On Equitable Coloring of Middle Graph of Book Graph.

• Order of M(Bq) is 5q + 3
• Number of incidents of M(Bq) is q2 + 9q + 2
• Maximum degree of M(Bq) is 2(q + 1)
• Minimum degree of M(Bq) is 2

Algorithm A
Input: The value ’q’of Bq, for q ≥ 3
Outcome: Equitably colored V [M(Bq)]
Procedure:
start
{
Va = {g, h, z} ;
C(g) = C(h) = 1;
C(z) = q + 2;
for s = 1 to q
{
Vb = {gs, hs} ;
C(gs) = s;
C(hs) = s;
}
for s = 1 to q
{
Vc = {ks, ls};
C(ks) = s+ 1;
C(ls) = s+ 1;
}
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for s = 1 to q
{
Vd = {ms} ;
if s is odd
C(ms) = q + 1;
else
C(ms) = q + 2;
}
}
V = Va ∪ Vb ∪ Vc ∪ Vd
end

Theorem 3.1. For any book graph M(Bq) the equitable chromatic number,

χ=[M(Bq)] = q+ 2,∀q ≥ 3

Proof. For q ≥ 3, V (Bq) = {g, h, gs, hs : 1 ≤ s ≤ q}.
V [M(Bq)] = {g, h, z} ∪ {gs : 1 ≤ s ≤ q} ∪ {hs : 1 ≤ s ≤ q} ∪ {ks : 1 ≤ s ≤ q} ∪ {ls :
1 ≤ s ≤ q} ∪ {ms : 1 ≤ s ≤ q}, where z, ks, ls and ms are the subdivision of the
edges gh, ggs, hhs and gshs respectively.

Let us consider V [M(Bq)] and the color set C = {c1, c2, ..., cq+2}. Assign the
equitable coloring by Algorithm A. Therefore,

χ=[M(Bq)] ≤ q + 2.

And since, there exists a maximal induced complete subgraph of order q+ 2 by the
vertices z, g, ks and therefore χ=[M(Bq)] ≥ q + 2.
c1, c2, ..., cq+2 are independent sets of M(Bq). And ||ci| − |cj || ≤ 1, for every

different pair of i and j. Hence,

χ=[M(Bq)] = q+ 2.

�

3.2. On Equitable Coloring of Central Graph of Book Graph. Features
of Central Graph of Book Graph

• Order of C(Bq) is 5q + 3
• Number of incidents of C(Bq) is 2(q2 + 3q + 1)
• Maximum degree of C(Bq) is 2q + 1
• Minimum degree of C(Bq) is 2

Algorithm B
Input: The value ’q’of Bq, for q ≥ 3
Outcome: Equitably colored V [C(Bq)]
Procedure:
start
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{
for s = 1 to q
Va = {g, h,ms} ;
{
if s = 1 to 3
C(g) = C(h) = C(ms) = 1;
else
C(ms) = s− 1;
}
for s = 1 to q
{
Vb = {gs, hs} ;
C(gs) = s+ 1;
C(hs) = s+ 1;
}
if q is odd
{
Vc = {ks, ls, z};
for s = 1 to q
{
if s = 1 to q − 1
{
C(ks) = s+ 2;
C(ls) = s+ 2;
}
else
C(z) = C(ks) = C(ls) = 2;
}
else
{
for s = 1 to q
Vc = {ks, ls, z};
C(z) = 2;
C(ks) = C(ls) = q − s+ 2;
}
}
}
V = Va ∪ Vb ∪ Vc
end

Theorem 3.2. For any book graph C(Bq) the equitable chromatic number,

χ=[C(Bq)] = q+ 1,∀q ≥ 3
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Proof. For q ≥ 3,
V (Bq) = {g, h, gs, hs : 1 ≤ s ≤ q}.

V [C(Bq)] = {g, h, z} ∪ {gs : 1 ≤ s ≤ q} ∪ {hs : 1 ≤ s ≤ q}
∪{ks : 1 ≤ s ≤ q} ∪ {ls : 1 ≤ s ≤ q} ∪ {ms : 1 ≤ s ≤ q},

where z, ks, ls and ms are the subdivision of the edges gh, ggs, hhs and gshs
respectively.
Let us consider V [C(Bq)] and the color set C = {c1, c2, ..., cq+1}. Assign the

equitable coloring by Algorithm B. Therefore,

χ=[C(Bq)] ≤ q + 1

And χ[C(Bq)] = q + 1. That is, χ=[C(Bq)] ≥ χ[C(Bq)] = q + 1. Therefore,

χ=[C(Bq)] ≥ q + 1.

c1, c2, ..., cq+1 are independent sets of C(Bq). And ||ci| − |cj || ≤ 1, for every different
pair of i and j. Thus,

χ=[C(Bq)] = q + 1.

�

3.3. On Equitable Coloring of Line Graph of Book Graph.
• Order of L(Bq) is 3q + 1
• Number of incidents of L(Bq) is q(q + 3)
• Maximum degree of L(Bq) is 2q
• Minimum degree of L(Bq) is 2

Algorithm C
Input: The value ’q’of Bq, for q ≥ 3
Outcome: Equitably coloring V [L(Bq)]
Procedure:
begin
{
for s = 1 to q
{
Va = {g, z} ∪ {ms} ;
C(ms) = s;
C(z) = C(g) = 1;
}
for s = 1 to q
{
Vb = {ks, ls} ;
C(ks) = s+ 1;
C(ls) = s+ 1;
}
}
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V = Va ∪ Vb
end

Theorem 3.3. For any book graph L(Bq) the equitable chromatic number,

χ=[L(Bq)] = q+ 1,∀q ≥ 3

Proof. For q ≥ 3,
V (Bq) = {g, h, gs, hs : 1 ≤ s ≤ q}.

The edge set of Bq is {z, ks, ls,ms : 1 ≤ s ≤ q} where z be the edge corresponding to
the vertices gh, each ks be the edge corresponding to the vertex ggs, each edge ls be
the edge corresponding to the vertex hhs , each edge ms be the edge corresponding
to the vertex gshs. By the definition of line graph, the edge set of line graph is
converted into vertices of L(Bq).

V [L(Bq)] = {z} ∪ {ks : 1 ≤ s ≤ q} ∪ {ls : 1 ≤ s ≤ q}
∪{ms : 1 ≤ s ≤ q}.

Let us consider the V [L(Bq)] and the color set C = {c1, c2, ..., cq+1}. Assign the
equitable coloring by Algorithm C. Therefore,

χ=[L(Bq)] ≤ q + 1

And since, there exists a maximal induced complete subgraph of order q+ 1 by the
vertices z, ks and therefore

χ=[L(Bq)] ≥ q + 1.

c1, c2, ..., cq+1 are independent sets of L(Bq). And ||ci| − |cj || ≤ 1, for every different
pair of i and j. Thus,

χ=[L(Bq)] = q + 1.

�

3.4. On Equitable Coloring of Book Graph. Features of Book Graph.
• Order of Bq is 2(q + 1)
• Number of incidents of Bq is 3q + 1
• Maximum degree of Bq is q + 1
• Minimum degree of Bq is 2

Algorithm D
Input: The value ’q’of Bq, for q ≥ 3
Outcome: Equitably colored V (Bq)
Procedure:
start
{
for s = 1 to q
{
Va = {gs, h} ;
C(h)=1;
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C(gs) = 1;
}
for s = 1 to q
{
Vb = {g, hs} ;
C(g) = 2;
C(hs) = 2;
}
}
V = Va ∪ Vb
end

Theorem 3.4. For any book graph Bq the equitable chromatic number,

χ=(Bq) = 2,∀q ≥ 3.

Proof. For n ≥ 3,

V (Bq) = {g, h} ∪ {gs : 1 ≤ s ≤ q} ∪ {hs : 1 ≤ s ≤ q}.
Let us consider the V (Bq) and the color set C = {c1, c2}. Assign the equitable
coloring by Algorithm D. Therefore,

χ=(Bq) ≤ 2.

And since, there exists a maximal induced complete subgraph of order 2 in Bq (say
path P2). Therefore,

χ=(Bq) ≥ 2

c1, c2 are independent sets of Bq. And ||ci| − |cj || ≤ 1, for every different pair of i
and j. Hence,

χ=(Bq) = 2.

�
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Abstract. A star coloring of a graph G is a proper vertex coloring in which
every path on four vertices in G is not bicolored. The star chromatic number
χs (G) of G is the least number of colors needed to star color G. In this paper,
we find the exact values of the star chromatic number of modular product
of complete graph with complete graph Km �Kn, path with complete graph
Pm �Kn and star graph with complete graph K1,m �Kn.

1. Introduction

All graphs in this paper are finite, simple, connected and undirected graph and we
follow [2,3,7] for terminology and notation that are not defined here. We denote the
vertex set and the edge set ofG by V (G) and E(G), respectively. Branko Grünbaum
introduced the concept of star chromatic number in 1973. A star coloring [1, 5, 6]
of a graph G is a proper vertex coloring in which every path on four vertices uses
at least three distinct colors. The star chromatic number χs (G) of G is the least
number of colors needed to star color G.
During the years star coloring of graphs has been studied extensively by several

authors, for instance see [1, 4, 5].

Definition 1. A trail is called a path if all its vertices are distinct. A closed trail
whose origin and internal vertices are distinct is called a cycle.
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Definition 2. A graph G is complete if every pair of distinct vertices of G are
adjacent in G. A complete graph on n vertices is denoted by Kn.

Definition 3. A star graph is a complete bipartite graph in which m − 1 vertices
have degree 1 and a single vertex have degree (m− 1). It is denoted by K1,m.

Definition 4. The modular product [8] G �H of two graphs G and H is the graph
with vertex set V (G)×V (H), in which a vertex (v, w) is adjacent to a vertex (v′, w′)
if and only if either

• v = v′ and w is adjacent to w′, or
• w = w′ and v is adjacent to v′, or
• v is adjacent to v′ and w is adjacent to w′, or
• v is not adjacent to v′ and w is not adjacent to w′.

2. Main Results

In this section, we find the exact values of the star chromatic number of modular
product of complete graph with complete graphKm�Kn, path with complete graph
Pm �Kn and star graph with complete graph K1,m �Kn.

2.1. Star chromatic number of Km �Kn.

Theorem 1. For any positive integers m,n ≥ 2,

χs(Km �Kn) =

{
m, when n = 2
n(m− 1), Otherwise.

Proof. Let Km be the complete graph on m vertices and Kn be the complete graph
on n vertices. Let

V (Km) = {ui : 1 ≤ i ≤ m}
and

V (Kn) = {vj : 1 ≤ j ≤ n}.
By the definition of the modular product, the vertices of Km � Kn is denoted as
follows:

V (Km �Kn) =

m⋃
i=1

{(ui, vj) : 1 ≤ j ≤ n}.

Case(i): When m ≥ 2 and n = 2
Let {c1, c2, . . . , cm} be the set of m distinct colors. The vertices (ui, vj) where
1 ≤ i ≤ m and 1 ≤ j ≤ 2 can be colored with color ci. Thus χs(Km �Kn) = m.
Suppose χs(Km � Kn) < m, say m − 1. Then the vertices (ui, vj) where 2 ≤ i ≤
m, 1 ≤ j ≤ 2 has to be colored with one of the existing colors {1, 2, . . . ,m − 1}
which results in improper coloring and also gives bicolored paths on four vertices
(since the vertices (ui, v1), 1 ≤ i ≤ m and the vertices (ui, v2), 1 ≤ i ≤ m forms
bipartite graphs) and so contradicts the star coloring. Hence χs(Km �Kn) = m.
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Case(ii): When m ≥ 2 and n > 2
Let {c1, c2, . . . , cn(m−1)} be the set of n(m − 1) distinct colors. For 1 ≤ i ≤ 2 and
1 ≤ j ≤ n, the vertices (ui, vj) can be colored with color cj , and for 3 ≤ i ≤ m
and 1 ≤ j ≤ n, the vertices (ui, vj) can be colored with color c(i−2)n+j . Thus
χs(Km �Kn) = n(m− 1) when m ≥ 2, n ≥ 3.
Suppose χs(Km �Kn) < n(m− 1), say n(m− 1)− 1. Then the vertex (um, vn) has
to be colored with one of the existing colors {1, 2, . . . , n(m−1)−1} which results in
improper coloring and also gives bicolored paths on four vertices (since (um, vn) is
adjacent to every vertices (ui, vj), 1 ≤ i ≤ m−1, 1 ≤ j ≤ n−1) and this contradicts
the star coloring. Hence χs(Km �Kn) = n(m− 1). �

2.2. Star chromatic number of Pm �Kn.

Theorem 2. For any positive integers m,n > 1,

χs(Pm �Kn) =


3, when m > 4, n = 2
n, when m = 2, 3 and n > 2
n+ 1, when m = 4, n ≥ 2
2n, Otherwise.

Proof. Let Pm be the path graph on m vertices and Kn be the complete graph on
n vertices. Let

V (Pm) = {ui : 1 ≤ i ≤ m}
and

V (Kn) = {vj : 1 ≤ j ≤ n}.
By the definition of the modular product, the vertices of Pm � Kn is denoted as
follows:

V (Pm �Kn) =

m⋃
i=1

{(ui, vj) : 1 ≤ j ≤ n}.

Case(i): When m > 4 and n = 2
Let {c1, c2, c3} be the set of 3 distinct colors. Then the vertices (ui, vj) where
1 ≤ i ≤ dm2 e and 1 ≤ j ≤ 2 are colored with color c1. For i ≡ 2 (mod 4), 1 ≤ i ≤ m
and 1 ≤ j ≤ 2, the vertices (ui, vj) can be colored with color c2. Similarly, the
vertices (ui, vj) where i ≡ 0 (mod 4), 1 ≤ i ≤ m and 1 ≤ j ≤ 2 can be colored with
color c3. It is obvious that χs(Pm �Kn) = 3 when m > 4 and n = 2.
Case(ii): When m = 2, 3 and n > 2

Let {c1, c2, . . . , cn} be the set of n distinct colors. The vertices (ui, vj) where
1 ≤ j ≤ n and i = 1, 2, 3 can be colored with color cj . Thus χs(Pm �Kn) = n when
m = 2, 3 and n > 2.
Suppose χs(Pm �Kn) < n, say n− 1. Then the vertices (ui, vn), 1 ≤ i ≤ m has to
be colored with one of the existing colors {1, 2, . . . , n−1} which results in improper
coloring since the vertices (ui, vn), 1 ≤ i ≤ m is adjacent to the vertices colored with
colors 1, 2, . . . , n− 1 and so contradicts the star coloring. Hence χs(Pm �Kn) = n.
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Case(iii): When m = 4 and n ≥ 2
Let {c1, c2, . . . , cn+1} be the set of n + 1 distinct colors. For 1 ≤ i ≤ 3 and
1 ≤ j ≤ n, the vertices (ui, vj) can be colored with color cj . And the vertices
(u4, vj), 1 ≤ j ≤ n, can be given the color cj+1. Thus χs(Pm �Kn) = n + 1 when
m = 4 and n ≥ 2.
Suppose χs(Pm �Kn) < n+ 1, say n. Then the vertices (u4, vj), 1 ≤ j ≤ n has to
be colored with the jth color which results in bicolored paths on four vertices and
so contradicts the star coloring. Hence χs(Pm �Kn) = n+ 1.
Case(iv): When m > 4 and n ≥ 3

Let {c1, c2, . . . , c2n} be the set of 2n distinct colors. The vertices (ui, vj) where
i ≡ 1, 2, 3 (mod 4), 1 ≤ i ≤ m and 1 ≤ j ≤ n can be colored with color cj , and the
vertices (ui, vj) where i ≡ 0 (mod 4), 1 ≤ i ≤ m and 1 ≤ j ≤ n can be given the
color cn+j . Thus χs(Pm �Kn) = 2n when m > 4 and n ≥ 3.
Suppose χs(Pm � Kn) < 2n, say 2n − 1. Then the vertices (ui, vn) where i ≡ 0
(mod 4), 1 ≤ i ≤ m has to be colored with one of the colors {1, 2, . . . , 2n−1} which
results in bicolored paths on four vertices and so contradicts the star coloring.
Hence χs(Pm �Kn) = 2n. �
2.3. Star chromatic number of K1,m �Kn.

Theorem 3. For any positive integers m ≥ 2 and n ≥ 3,

χs(K1,m �Kn) = n.

Proof. Let K1,m be the star graph on m+1 vertices and Kn be the complete graph
on n vertices. Let

V (K1,m) = {u1} ∪ {ui : 2 ≤ i ≤ m+ 1}
and

V (Kn) = {vj : 1 ≤ j ≤ n}.
By the definition of the modular product, the vertices of K1,m �Kn is denoted as
follows:

V (K1,m �Kn) =

m+1⋃
i=1

{(ui, vj) : 1 ≤ j ≤ n}.

Let {c1, c2, . . . , cn} be the set of n distinct colors. The vertices (ui, vj) where 1 ≤
i ≤ m+1 and 1 ≤ j ≤ n can be colored with the color cj . Thus χs(K1,m �Kn) = n.
Suppose χs(K1,m �Kn) < n, say n − 1. Then the vertices (ui, vn), 1 ≤ i ≤ m + 1
has to be colored with one of the existing colors {1, 2, . . . , n − 1} which results in
improper coloring (since the vertices (ui, vn), 2 ≤ i ≤ m + 1 is adjacent to every
vertices (u1, vj), 1 ≤ j ≤ n− 1 which are colored 1, 2, . . . , n− 1 and also since the
vertex (u1, vn) is adjacent to every vertices (ui, vj), 2 ≤ i ≤ m + 1, 1 ≤ j ≤ n − 1
which are colored 1, 2, . . . , n − 1 and this contradicts the star coloring. Hence
χs(K1,m �Kn) = n, when m ≥ 1, n ≥ 3. �
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Abstract. In this paper, we introduce a operator in order to derive some
new symmetric properties of Gaussian Fibonacci numbers. By making use of
the operator defined in this paper, we give some new generating functions for
Gaussian Fibonacci numbers, Gaussian Lucas numbers, Gaussian Pell num-
bers, Gaussian Pell Lucas numbers, Gaussian Jacobsthal numbers, Gaussian
Jacobsthal polynomials, Gaussian Jacobsthal Lucas polynomials and Gaussian
Pell polynomials.

1. Introduction

In the paper [9,10], a second-order linear recurrence sequence (Un(a, b; p, q))n≥0
or briefly (Un)n≥0 is considered by the recurrence relation:

Un+2 = pUn+1 + qUn,

with the initial conditions U0 = a and U1 = b, where a, b ∈ C and p, q ∈ Z+ for
n ≥ 0. The special cases are listed below:

• For p = q = b = 1, a = i one gets the Gaussian Fibonacci numbers;
• For p = q = 1, a = 2− i , b = 1 + 2i one has the Gaussian Lucas numbers;
• For p = 2, q = 1, a = i , b = 1 one has the Gaussian Pell numbers;
• For p = 2, q = 1, a = 2 − 2i , b = 2 + 2i one has the Gaussian Pell Lucas
numbers;

• For p = 1, q = 2, a = i
2 , b = 1 it yields Gaussian Jacobsthal numbers;

• For p = 1, q = 2, a = 2 − i
2 , b = 1 + 2i one has the Gaussian Jacobsthal

Lucas numbers.
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In this paper, a second-order linear recurrence polynomials Pn(x) is given by the
following recurrence relation:

Pn+2(x) = αPn+1(x) + βxPn(x),

with P0(x) = p + qx and P1(x) = r + sx, where p, q, r, s ∈ C and α, β ∈ Z+ for
n ≥ 0. The special cases of the polynomials Pn(x) are listed as follows:

• For α = r = 1, β = 2; p = i
2 , q = s = 0 it yields the Gaussian Jacobsthal

polynomials GJn(x);
• For α = 1, β = 2; p = 2− i

2 , q = 0, r = 1 , s = 2i it reduces to the Gaussian
Jacobsthal Lucas polynomials Gjn(x).

In [11], Djordjevic and Srivastava defined incomplete generalized Jacobsthal and
Jacobsthal-Lucas numbers.

The Gaussian Jacobsthal and Gaussian Jacobsthal Lucas polynomials GJn(x)
and Gjn(x) are defined and studied by authors [15]. They give generating func-
tion, Binet formula, explicit formula, Q matrix, determinantal representations and
partial derivation of these polynomials. S. Halici and S. Oz are defined in 2016 the
Gaussian Pell and Gaussian Pell-Lucas numbers. They give generating functions
and Binet formulas of Gaussian Pell and Gaussian Pell-Lucas numbers. The authors
in [16] defined Gaussian Pell polynomials, they give the generating functions and
Binet formulas for this type polynomials. On the other hand, many kinds of gen-
eralizations of Gaussian Fibonacci numbers have been presented in the literature.
In particular, a generalization is the Gaussian Fibonacci numbers, the Gaussian
Fibonacci numbers, say (GFn)n∈N, is defined in [14], recurrently by{

GF0 = i, GF1 = 1
GFn = GFn−1 +GFn−2, ∀n ≥ 2

.

For n > 1: One can see that

GFn = Fn + iFn−1,

where Fn is the n-th usual Fibonacci numbers.
The Gaussian Pell polynomials, say (GPn(x))n∈N, is defined in [16] recurrently

by {
GP0(x) = i, GP1(x) = 1

GPn(x) = 2xGPn−1(x) +GPn−2(x), ∀n ≥ 2
.

It is note that we have an important relation between Gaussian Pell polynomials
and usual Pell polynomials as follows.

GPn(x) = Pn−1(x) + iPn−2(x), ∀n ≥ 2.

In this contribution, we shall define a useful operator denoted by δka1a2 for which
we can formulate, extend and prove new results based on our previous ones, (see
[4—6]). In order to determine new generating functions of some well-known numbers
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and polynomials, we combine between our indicated past techniques and these
presented polishing approaches.
In section 2, we introduce a symmetric function and give some properties of this

symmetric function. We also give some more useful definitions which are used in
the subsequent sections. we find generating functions of the products of Gaussian
Fibonacci numbers, Gaussian Lucas numbers, Gaussian Pell numbers, Gaussian Pell
Lucas numbers, Gaussian Jacobsthal numbers, Gaussian Jacobsthal polynomails,
Gaussian Jacobsthal Lucas polynomails and Gaussian Pell polynomails, in section
3. In section 4 generating functions of some well-known polynomials.

2. Definitions and some Properties

In this section, we introduce a symmetric function and give some properties
of this symmetric function. We also give some more useful definitions from the
literature which are used in the subsequent sections.
We shall handle functions on different sets of indeterminates (called alphabets,

though we shall mostly use commutative indeterminates for the moment). A sym-
metric function of an alphabet A is a function of the letters which is invariant
under permutation of the letters of A. Taking an extra indeterminate z, one has
two fundamental series [3].

λz(A) = Πa∈A(1 + az), σz(A) =
1

Πa∈A(1− az) ,

the expansion of which gives the elementary symmetric functions Λn(A) and the
complete functions Sn(A) :

λz(A) =

+∞∑
n=0

Λn(A)zn, σz(A) =

+∞∑
n=0

Sn(A)zn.

Let us now start at the following definition.

Definition 1. (see [1]) Let A and B be any two alphabets, then we give Sn(A−B)
by the following form:

Πb∈B(1− bz)
Πa∈A(1− az) =

+∞∑
n=0

Sn(A−B)zn = σz(A−B), (2.1)

with the condition Sn(A−B) = 0 for n < 0 .

Corollary 2. Taking A = 0 in (2.1) gives

Πb∈B(1− bz) =

+∞∑
n=0

Sn(−B)zn = λz(−B). (2.2)
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Further, in the case A = 0 or B = 0, we have
+∞∑
n=0

Sn(A−B)zn = σz(A)× λz(−B). (2.3)

Thus,

Sn(A−B) =

n∑
k=0

Sn−k(A)Sk(−B) (see [2]). (2.4)

Definition 3. [12] Let n be positive integer and A = {a1, a2} are set of given
variables, then, the n-th symmetric function Sn(a1 + a2) is defined by

Sn(A) = Sn(a1 + a2) =
an+11 − an+12

a1 − a2
,

with

S0(A) = S0(a1 + a2) = 1,

S1(A) = S1(a1 + a2) = a1 + a2,

S2(A) = S2(a1 + a2) = a21 + a1a2 + a22,

...

Definition 4. [7] Given an alphabet A = {a1, a2}, the symmetrizing operator δka1a2
is defined by

δka1a2f(a1) =
ak1f(a1)− ak2f(a2)

a1 − a2
. (2.5)

Example 5. If f(a1) = a1, the operator (2.5) gives us

δka1a2f(a1) =
ak+11 − ak+12

a1 − a2
= Sk(a1 + a2).

3. Generating functions of some well-known numbers

The following theorem is one of the key tools of the proof of our main result. It
has been proved in [7] for the completeness of the paper we state its proof here.

Theorem 6. Given two alphabets A = {a1, a2} and E = {e1, e2} , then
+∞∑
n=0

Sn(A)Sn(E)zn =
1− a1a2e1e2z2(

+∞∑
n=0

Sn(−A)en1 z
n

)(
+∞∑
n=0

Sn(−A)en2 z
n

) . (3.1)

Proof. By applying the operator δ1e1e2to the series f(e1) =
+∞∑
n=0

Sn(A)en1 z
n, the left

hand side of formula (3.1) can be written as

δ1e1e2f(e1) = δ1e1e2

(
+∞∑
n=0

Sn(A)en1 z
n

)
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=

e1
+∞∑
n=0

Sn(A)en1 z
n − e2

+∞∑
n=0

Sn(A)en2 z
n

e1 − e2

=

+∞∑
n=0

Sn(A)

(
en+11 − en+12

e1 − e2

)
zn

=

+∞∑
n=0

Sn(A)Sn(E)zn,

and the right hand side of this formula can be written as

δ1e1e2

 1
+∞∑
n=0

Sn(−A)en1 z
n

 =

e1
+∞∑
n=0

Sn(−A)en2 z
n − e2

+∞∑
n=0

Sn(−A)en1 z
n

(e1 − e2)
(
+∞∑
n=0

Sn(−A)en1 z
n

)(
+∞∑
n=0

Sn(−A)en2 z
n

)
=
e1(1− a1e2z)(1− a2e2z)− e2(1− a1e1z)(1− a2e1z)

(e1 − e2)
(
+∞∑
n=0

Sn(−A)en1 z
n

)(
+∞∑
n=0

Sn(−A)en2 z
n

)
=
e1(1− e2(a1 + a2)z + a1a2e

2
2z
2)− e2(1− e1(a1 + a2)z + a1a2e

2
1z
2)

(e1 − e2)
(
+∞∑
n=0

Sn(−A)en1 z
n

)(
+∞∑
n=0

Sn(−A)en2 z
n

)
=

1− a1a2e1e2z2(
+∞∑
n=0

Sn(−A)en1 z
n

)(
+∞∑
n=0

Sn(−A)en2 z
n

) .
The proof is completed. �

In this part, we now derive the new generating functions of the products of some
known numbers.
For the case A = {a1,−a2} and E = {e1,−e2} with replacing a2 by (−a2), e2

by (−e2) in (3.1), we have

+∞∑
n=0

Sn(a1+[−a2])Sn(e1+[−e2])zn =
1− a1a2e1e2z2

(1− a1e1z) (1 + a2e1z) (1 + a1e2z) (1− a2e2z)
.

(3.2)
• Based on the relationship (3.2), we obtain

+∞∑
n=0

Sn−1(a1+[−a2])Sn−1(e1+[−e2])zn =
z − a1a2e1e2z3

(1− a1e1z) (1 + a2e1z) (1 + a1e2z) (1− a2e2z)
.

(3.3)



A NEW CLASS OF GENERATING FUNCTIONS OF BINARY PRODUCTS 1245

This case consists of three related parts. Firstly, the substitutions{
a1 − a2 = 1
a1a2 = 2

and
{
e1 − e2 = 1
e1e2 = 2

,

in (3.2) and (3.3), we obtain

+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn =
1− 4z2

1− z − 12z2 − 4z3 + 16z4
, (3.4)

+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn =
z − 4z3

1− z − 12z2 − 4z3 + 16z4
, (3.5)

from which we have the following theorems.

Theorem 7. For n ∈ N, the new generating function of the product of Gaussian
Jacobsthal numbers is given by

+∞∑
n=0

GJ2nz
n =
−1 + 5z + 8(i+ 1)z2 − 4(3− 4i)z3

4− 4z − 48z2 − 16z3 + 64z4
.

Proof. We know that

GJn = (
i

2
Sn(a1 + [−a2]) + (1− i

2
)Sn−1(a1 + [−a2])), (see [13]).

We see that
+∞∑
n=0

GJ2nz
n =

+∞∑
n=0

(
i

2
Sn(a1 + [−a2]) + (1− i

2
)Sn−1(a1 + [−a2]))

×(
i

2
Sn(e1 + [−e2]) + (1− i

2
)Sn−1(e1 + [−e2]))zn

=
−1

4

+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn

+ (
i

2
+

1

4
)
+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn

+(
i

2
+

1

4
)

+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+ (1− i

2
)2

+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn

=
−1 + 4z2

4− 4z − 48z2 − 16z3 + 64z4
+

2(2i+ 1)(z + 2z2)

4− 4z − 48z2 − 16z3 + 64z4
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+
(2− i)2(z − 4z3)

4− 4z − 48z2 − 16z3 + 64z4

=
−1 + 5z + 8(i+ 1)z2 − 4(3− 4i)z3

4− 4z − 48z2 − 16z3 + 64z4
.

This completes the proof. �

Theorem 8. For n ∈ N, the new generating function of the product of Gaussian
Jacobsthal Lucas numbers is given by

+∞∑
n=0

Gj2nz
n =

15− 8i+ (24i− 27)z + (120i− 72)z2 + (80i+ 84)z3

4− 4z − 48z2 − 16z3 + 64z4
.

Proof. Since

Gjn = (2− i

2
)Sn(a1 + [−a2]) + (

5i

2
− 1)Sn−1(a1 + [−a2]), (see [13]).

From which we have

+∞∑
n=0

Gj2nz
n =

+∞∑
n=0

((2− i

2
)Sn(a1 + [−a2]) + (

5i

2
− 1)Sn−1(a1 + [−a2]))

×((2− i

2
)Sn(e1 + [−e2]) + (

5i

2
− 1)Sn−1(e1 + [−e2]))zn

= (2− i

2
)2

+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn

+ (2− i

2
)(

5i

2
− 1)

+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn

+ (2− i

2
)(

5i

2
− 1)

+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+ (
5i

2
− 1)2

+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn.

Then
+∞∑
n=0

Gj2nz
n =

(15− 8i)(1− 4z2)

4− 4z − 48z2 − 16z3 + 64z4
+

(44i− 6)(z + 2z2)

4− 4z − 48z2 − 16z3 + 64z4

− (20i+ 21)(z − 4z3)

4− 4z − 48z2 − 16z3 + 64z4

=
15− 8i+ (24i− 27)z + (120i− 72)z2 + (80i+ 84)z3

4− 4z − 48z2 − 16z3 + 64z4
.

The proof is completed. �
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Secondly, the substitutions{
a1 − a2 = 1
a1a2 = 1

and
{
e1 − e2 = 1
e1e2 = 1

,

in (3.2) and (3.3) we obtain

+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn =
1− z2

1− z − 4z2 − z3 + z4
, (3.6)

+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn =
z − z3

1− z − 4z2 − z3 + z4
. (3.7)

We have the following theorems.

Theorem 9. For n ∈ N, the new generating function of the product of Gaussian
Fibonacci numbers is given by

+∞∑
n=0

GF 2nz
n =
−1 + 2z + (2i+ 3)z2 + 2iz3

1− z − 4z2 − z3 + z4
.

Proof. From the reference [13] we have

GFn = iSn(a1 + [−a2]) + (1− i)Sn−1(a1 + [−a2]),

and from it
+∞∑
n=0

GF 2nz
n =

+∞∑
n=0

(iSn(a1 + [−a2]) + (1− i)Sn−1(a1 + [−a2]))

× (iSn(e1 + [−e2]) + (1− i)Sn−1(e1 + [−e2])) zn

= −
+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn

+ i(1− i)
+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn

+ i(1− i)
+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+ (1− i)2
+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn.

Therefore
+∞∑
n=0

GF 2nz
n =

z2 − 1

1− z − 4z2 − z3 + z4
+

2(1 + i)(z + z2)

1− z − 4z2 − z3 + z4
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+
(1− i)2(z − z3)

1− z − 4z2 − z3 + z4

=
−1 + 2z + (2i+ 3)z2 + 2iz3

1− z − 4z2 − z3 + z4
.

This completes the proof. �

Theorem 10. For n ∈ N, the new generating function of the product of Gaussian
Lucas numbers is given by

+∞∑
n=0

GL2nz
n =

3− 4i+ (8i− 6)z + (18i− 1)z + (6i+ 8)z3

1− z − 4z2 − z3 + z4
.

Proof. According to [13], we have

GLn = (2− i)Sn(a1 + [−a2]) + (3i− 1)Sn−1(a1 + [−a2]).

From which we have
+∞∑
n=0

GL2nz
n =

+∞∑
n=0

((2− i)Sn(a1 + [−a2]) + (3i− 1)Sn−1(a1 + [−a2]))

×((2− i)Sn(e1 + [−e2]) + (3i− 1)Sn−1(e1 + [−e2]))zn

= (2− i)2
+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn

+ (2− i)(3i− 1)

+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn

+ (2− i)(3i− 1)

+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+ (3i− 1)2
+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn.

By using the relationships (3.6) and (3.7), we obtain

+∞∑
n=0

GL2nz
n =

(3− 4i)(1− z2)
1− z − 4z2 − z3 + z4

+
2(7i+ 1)(z + z2)

1− z − 4z2 − z3 + z4

+
(3i− 1)2(z − z3)

1− z − 4z2 − z3 + z4

=
3− 4i+ (8i− 6)z + (18i− 1)z2 + (6i+ 8)z3

1− z − 4z2 − z3 + z4
.

The proof is completed. �
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Thirdly, the substitutions{
a1 − a2 = 2
a1a2 = 1

and
{
e1 − e2 = 2
e1e2 = 1

,

in (3.2) and (3.3) we obtain

+∞∑
n=0

Sn(e1 + [−e2])Sn(e1 + [−e2])zn =
1− z2

1− 4z − 10z2 − 4z3 + z4
, (3.8)

+∞∑
n=0

Sn−1(e1 + [−e2])Sn−1(e1 + [−e2])zn =
z − z3

1− 4z − 10z2 − 4z3 + z4
, (3.9)

and we have the following theorems.

Theorem 11. For n ∈ N, the new generating functions of the product of Gaussian
Pell numbers is given by

+∞∑
n=0

GP 2nz
n =
−1 + 5z + (9 + 4i)z2 + (3 + 4i)z3

1− 4z − 10z2 − 4z3 + z4
.

Proof. By [13], we have GPn = iSn(a1 + [−a2]) + (1− 2i)Sn−1(a1 + [−a2]).
Then, we can see that

+∞∑
n=0

GP 2nz
n =

+∞∑
n=0

(iSn(a1 + [−a2]) + (1− 2i)Sn−1(a1 + [−a2]))

×(iSn(e1 + [−e2]) + (1− 2i)Sn−1(e1 + [−e2]))zn

= i2
+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn

+ i(1− 2i)

+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn

+ i(1− 2i)

+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+ (1− 2i)2
+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn.

Therefore
+∞∑
n=0

GP 2nz
n =

−1(1− z2)
1− 4z − 10z2 − 4z3 + z4

+
2i(1− 2i)(2z + 2z2)

1− 4z − 10z2 − 4z3 + z4

+
(1− 2i)2(z − z3)

1− 4z − 10z2 − 4z3 + z4
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=
−1 + 5z + (9 + 4i)z2 + (3 + 4i)z3

1− 4z − 10z2 − 4z3 + z4
.

This completes the proof. �

Theorem 12. For n ∈ N, the new generating functions of the product of Gaussian
Pell Lucas numbers is given by

+∞∑
n=0

GQ2nz
n =
−8i+ 40iz + (32 + 72i)z2 + (32 + 24i)z3

1− 4z − 10z2 − 4z3 + z4
.

Proof. Since

GQn = (2− 2i)Sn(a1 + [−a2]) + (6i− 2)Sn−1(a1 + [−a2]), (see [13]).

From which we have

+∞∑
n=0

GQ2nz
n =

+∞∑
n=0

((2− 2i)Sn(a1 + [−a2]) + (6i− 2)Sn−1(a1 + [−a2]))

×((2− 2i)Sn(e1 + [−e2]) + (6i− 2)Sn−1(e1 + [−e2]))zn

= (2− 2i)2
+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn

+ (2− 2i)(6i− 2)

+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn

+ (2− 2i)(6i− 2)

+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+ (6i− 2)2
+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn.

Therefore

+∞∑
n=0

GQ2nz
n =

(2− 2i)2(1− z2)
1− 4z − 10z2 − 4z3 + z4

+
2(2− 2i)(6i− 2)(2z + 2z2)

1− 4z − 10z2 − 4z3 + z4

+
(6i− 2)2(z − z3)

1− 4z − 10z2 − 4z3 + z4

=
−8i+ 40iz + (32 + 72i)z2 + (32 + 24i)z3

1− 4z − 10z2 − 4z3 + z4
.

The proof is completed. �
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4. Generating functions of some well-known polynomials

In this part, we now derive the new generating functions of the products of some
known polynomials.
This case consists of two related parts. Firstly, the substitutions{

a1 − a2 = 1
a1a2 = 2x

and
{
e1 − e2 = 1
e1e2 = 2y

,

in (3.2) and (3.3) we obtain

+∞∑
n=0

Sn (a1 + [−a2])Sn (e1 + [−e2]) zn

=
1− 4xyz2

1− z − 2 (x+ y + 4xy) z2 − 4xyz3 + 16x2y2z4
, (4.1)

+∞∑
n=0

Sn−1 (a1 + [−a2])Sn−1 (e1 + [−e2]) zn

=
z − 4xyz3

1− z − 2 (x+ y + 4xy) z2 − 4xyz3 + 16x2y2z4
, (4.2)

from which we have the following theorems.

Theorem 13. For n ∈ N, the new generating function of product of Gaussian
Jacobsthal polynomials is given by
+∞∑
n=0

GJn(x)GJn(y)zn =
−1 + 5z + ((4i+ 2)(x+ y) + 4xy)z2 − 4xy(3− 4i)z3

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4
.

Proof. From the reference [13] we have

GJn(x) =
i

2
Sn(a1 + [−a2]) + (1− i

2
)Sn−1(a1 + [−a2]),

and from it
+∞∑
n=0

GJn(x)GJn(y)zn =

+∞∑
n=0

(
i

2
Sn(a1 + [−a2]) + (1− i

2
)Sn−1(a1 + [−a2]))

×(
i

2
Sn(e1 + [−e2]) + (1− i

2
)Sn−1(e1 + [−e2]))zn

=
−1

4

+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn

+
i

2
(1− i

2
)

+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn
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+
i

2
(1− i

2
)

+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+ (1− i

2
)2

+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn.

Therefore
+∞∑
n=0

GJn(x)GJn(y)zn =
4xyz2 − 1

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4

+
(2i+ 1)(z + 2xz2)

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4

+
(2i+ 1)(z + 2yz2)

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4

+
(3− 4i)(z − 4xyz3)

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4

=
−1 + 5z + ((4i+ 2)(x+ y) + 4xy)z2 − 4xy(3− 4i)z3

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4
.

This completes the proof. �

Theorem 14. For n ∈ N, the new generating function of product of Gaussian
Jacobsthal Lucas polynomials is given by
+∞∑
n=0

Gjn(x)Gjn(y)zn

=
15− 8i + (8i(x+ y)− 16xy − 11 + 8i)z − ((14− 12i)(x+ y) + (44− 96i)xy)z2

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4

+
4xy(16xy + (4 + 8i)(x+ y)− (3− 4i))z3

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4
.

Proof. We know that

Gjn(x) = (2− i

2
)Sn(a1 + [−a2]) + (2ix+

i

2
− 1)Sn−1(a1 + [−a2]), (see [13]).

We see that
+∞∑
n=0

Gjn(x)Gjn(y)zn =

+∞∑
n=0

((2− i

2
)Sn(a1 + [−a2]) + (2ix+

i

2
− 1)Sn−1(a1 + [−a2]))

×((2− i

2
)Sn(e1 + [−e2]) + (2iy +

i

2
− 1)Sn−1(e1 + [−e2]))zn

= (2− i

2
)2

+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn
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+ (2− i

2
)(2iy +

i

2
− 1)

+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn

+ (2− i

2
)(2ix+

i

2
− 1)

+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+ (2ix+
i

2
− 1)(2iy +

i

2
− 1)

×
+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn

=
(2− i

2 )2(1− 4xyz2)

1− z − 2 (x+ y + 4xy) z2 − 4xyz3 + 16x2y2z4

+
(2− i

2 )(2iy + i
2 − 1)(z + 2xz2)

1− z − 2 (x+ y + 4xy) z2 − 4xyz3 + 16x2y2z4

+
(2− i

2 )(2ix+ i
2 − 1)(z + 2yz2)

1− z − 2 (x+ y + 4xy) z2 − 4xyz3 + 16x2y2z4

+
(2ix+ i

2 − 1)(2iy + i
2 − 1)(z − 4xyz3)

1− z − 2 (x+ y + 4xy) z2 − 4xyz3 + 16x2y2z4

=
15− 8i + (8i(x+ y)− 16xy − 11 + 8i)z − ((14− 12i)(x+ y)

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4

+
(44− 96i)xy)z2 + 4xy(16xy + (4 + 8i)(x+ y)− (3− 4i))z3

4− 4z − 8 (x+ y + 4xy) z2 − 16xyz3 + 64x2y2z4
.

This completes the proof. �

Secondly, the substitutions{
a1 − a2 = 2x
a1a2 = 1

and
{
e1 − e2 = 2y
e1e2 = 1

,

in (3.2) and (3.3) we give

+∞∑
n=0

Sn(a1+[−a2])Sn(e1+[−e2])zn =
1− z2

1− 4xyz − (4(x2 + y2) + 2)z2 − 4xyz3 + z4
,

(4.3)

+∞∑
n=0

Sn−1(a1+[−a2])Sn−1(e1+[−e2])zn =
z − z3

1− 4xyz − (4(x2 + y2) + 2)z2 − 4xyz3 + z4
,

(4.4)
from which we have the following theorem.
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Theorem 15. For n ∈ N, the new generating functions of the product of Gaussian
Pell polynomials is given by
+∞∑
n=0

GPn(x)GPn(y)zn

=
−1 + (4xy + 1)z + (4(x2 + y2) + 2i(x+ y) + 1)z2 + (2i(x+ y) + 4xy − 1)z3

1− 4xyz − (4(x2 + y2) + 2)z2 − 4xyz3 + z4
.

Proof. We know that

GPn(x) = iSn(a1 + [−a2]) + (1− 2ix)Sn−1(a1 + [−a2]), (see [13]).
and from it we obtain
+∞∑
n=0

GPn(x)GPn(y)zn =

+∞∑
n=0

(iSn(a1 + [−a2]) + (1− 2ix)Sn−1(a1 + [−a2]))

×(iSn(e1 + [−e2]) + (1− 2iy)Sn−1(e1 + [−e2]))zn

= i2
+∞∑
n=0

Sn(a1 + [−a2])Sn(e1 + [−e2])zn

+i(1− 2iy)

+∞∑
n=0

Sn(a1 + [−a2])Sn−1(e1 + [−e2])zn

+i(1− 2ix)

+∞∑
n=0

Sn(e1 + [−e2])Sn−1(a1 + [−a2])zn

+(1− 2ix)(1− 2iy)

+∞∑
n=0

Sn−1(a1 + [−a2])Sn−1(e1 + [−e2])zn.

By using the relationships (4.3) and (4.4), we obtain

+∞∑
n=0

GPn(x)GPn(y)zn =
z2 − 1

1− 4xyz − (4(x2 + y2) + 2)z2 − 4xyz3 + z4

+
i(1− 2iy)(2xz + 2yz2)

1− 4xyz − (4(x2 + y2) + 2)z2 − 4xyz3 + z4

+
i(1− 2ix)(2yz + 2xz2)

1− 4xyz − (4(x2 + y2) + 2)z2 − 4xyz3 + z4

+
(1− 2ix)(1− 2iy)(z − z3)

1− 4xyz − (4(x2 + y2) + 2)z2 − 4xyz3 + z4

=
−1 + (4xy + 1)z + (4(x2 + y2) + 2i(x+ y) + 1)z2 + (2i(x+ y) + 4xy − 1)z3

1− 4xyz − (4(x2 + y2) + 2)z2 − 4xyz3 + z4
.

The proof is completed. �
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5. Conclusion

In this paper, by making use of Eq. (3.1), we have derived some new generating
functions for the products of Gaussian Fibonacci numbers, Gaussian Lucas num-
bers, Gaussian Pell numbers, Gaussian Pell Lucas numbers, Gaussian Jacobsthal
numbers, Gaussian Jacobsthal polynomials, Gaussian Jacobsthal Lucas polynomi-
als and Gaussian Pell polynomials. The derived theorems are based on symmetric
functions and products of these numbers and polynomials.
Acknowledgements. The authors are indebted to the anonymous referees for
valuable comments and suggestions. Authors are supported by Directorate General
for Scientific Research and Technological Development (DGRSDT), Algeria.
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SOME FLATNESS CONDITIONS ON NORMAL METRIC
CONTACT PAIRS

İnan ÜNAL
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Abstract. In this paper, the geometry of normal metric contact pair mani-
folds is studied under the flatness of conformal, concircular and quasi-conformal
curvature tensors. It is proved that a conformal flat normal metric contact pair
manifold is an Einstein manifold with a positive scalar curvature and has pos-
itive sectional curvature. It is also shown that a concircular flat normal metric
contact pair manifold is an Einstein manifold. Finally, it is obtained that a
quasi-conformally flat normal metric contact pair manifold is an Einstein man-
ifold with a positive scalar curvature and, is a space of constant curvature.

1. Introduction

Contact transformations were defined as a geometric tool to study system of
differential equations in 1872 by S.Lie [1]. Afterward the notion of contact manifolds
has occurred in the manifold theory. Contact manifolds have many applications in
mathematics and some applied areas such as mechanics, optics, thermodynamics,
control theory and theoretical physics [2]. The Riemannian geometry of contact
manifolds give us some geometric interpretation about Einstein manifolds which
are arisen from the theory of relativity.
A conformal transformation is a map which converts a metric to another with pre-

serving angle between two vector fields. Conformal curvature tensor on a Riemann
manifold is a curvature tensor of the (1, 3)−type that is invariant under confor-
mal transformations. This tensor gives important information about the Riemann
geometry of the manifold. If it vanishes then the manifold is said to be conformally
flat, that’s mean the manifold is flat under conformal transformations. A concircu-
lar transformation is a special conformal transformation and, preserves the geodesic
circle. These type of transformations and their applications to differential geometry
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were studied by Yano [3]. In same paper Yano defined concircular curvature ten-
sor and showed that this tensor is invariant under concircular transformations. A
manifold is called concircularly flat if this tensor vanishes. Yano and Sawaski [4] in-
troduced quasi-conformal curvature which includes both concircular and conformal
curvature tensor as special cases. If this tensor vanishes on the manifold identically
then the manifold is called quasi-conformally flat. Flatness conditions of conformal,
concircular and quasi-conformal curvature tensors on contact manifolds has many
geometric and physical applications. For example, while a conformal flat Sasakian
manifold is of constant curvature [5], a normal complex contact metric manifold is
not conformal, concircular and quasi-conformal flat [6].
Blair, Ludden and Yano [7] studied on complex manifolds consider the results

on Calabi-Eckman manifolds S2p+1 × S2q+1. By consider two Sasakian structure
on S2p+1 and S2q+1 they gave the second fundamental form on Calabi-Eckman
manifold, defined Hermitian bicontact manifold and obtained an f−structure on
bicontact manifolds. Also normality of bicontact manifolds was given in same work.
Bande and Hadjar [8] studied on bicontact manifolds under the name contact pairs.
Further they considered a special type of f−structure with complementary frames
related to a contact pair and, called by contact pair structure. The normality of
contact pair structures were given by same authors [9—11]. The conformal flatness of
a normal metric contact pair manifold were studied by Bande, Blair and Hadjar [12].
They proved that a conformal flat normal metric contact pair manifold is locally
isometric to Hopf manifold S2p+1(1)× S1.
In this paper we studied on conformal, concircular and quasi-conformal curvature

flatness of normal metric contact pair manifold. We prove that a conformal flat
normal metric contact pair manifold is an Einstein manifold with a positive scalar
curvature and, has positive sectional curvature. Also we obtain that a concircular
flat normal metric contact pair manifold is an Einstein manifold. Finally we prove
that a quasi-conformal flat normal metric contact pair manifold is an Einstein
manifold with a positive scalar curvature and, is a space of constant curvature.

2. Preliminaries

In this section a short survey is given for contact manifolds and contact pair
structures. For detail we refer to reader [8—10,13].

2.1. Real and Complex Contact Manifolds. A real contact manifold is defined
by a contact form η which is a volume form on a real (2p + 1)− dimensional
differentiable manifoldM . The kernel of η defines 2p−dimensional a non-integrable
distribution of TM :

D = {X : η(X) = 0, X ∈ Γ(TM)}.

We also recall D contact or horizontal distribution. Let take a vector field ξ on M
which is dual vector of η. Then for (1, 1)−tensor field ϕ, M is called an almost



1258 İ. ÜNAL

contact metric manifold if following conditions are satisfied:

ϕ2 = −I + η ⊗ ξ, η(ξ) = 1, g(ϕ•, •) = −g(•, ϕ•)
where I is identity map on TM and g is a Riemannian metric [13]. Also we call g by
compatible metric. Similar to Kähler manifold we have a second fundamental form
on an almost contact metric manifold Ω(•, •) = dη(•, •). Also dη(•, •) = g(•, ϕ•)
and in this case we recall g is an associated metric.
The geometry of contact manifold is studied in different classes. One of them

is Sasakian manifold which has a Kähler form on Riemannian cone M × R+. A
Sasakian manifold has also an almost contact metric structure. The almost contact
structure on a Sasakian manifold is normal i.e. N(ϕ•, ϕ•) + 2dη(•, •)ξ = 0 where
N(ϕ•, ϕ•) is the Nijenhuis tensor field of ϕ.
In 1959 Kobayashi [14] defined complex analogue of a real contact manifold.

Therefore the concept of complex contact manifold entered to the literature. 1980s
Ishihara and Konishi [15] constructed almost contact structure on a complex contact
manifold and they defined compatible metric. A complex almost contact metric
manifold is a complex odd (2p + 1)−dimensional complex manifold with (J, ϕ, ϕ ◦
J, ξ,−J ◦ ξ, η, η ◦ J, g) structure such that

ϕ2 = (ϕJ)2 = −I + η ⊗ ξ − (η ◦ J)⊗ (J ◦ ξ),
η(ξ) = 1 , η(−J ◦ ξ) = 0, (η ◦ J)(−J ◦ ξ) = 1, (η ◦ J)(ξ) = 0,

g(ϕ•, •) = −g(•, ϕ•), g((ϕ ◦ J)•, •) = −g(•, (ϕ ◦ J)•)
where g is a Hermitian metric on M , J is a natural almost complex structure.
The normality of complex almost contact metric manifolds were given by Ishihara-
Konishi and Korkmaz [15, 16]. Normal complex contact metric manifolds were
studied by several authors [6, 16,17].

2.2. Metric contact pair manifold.

Definition 1. Let M be a (2p + 2q + 2)-dimensional differentiable manifold. A
pair of (α1, α2) on M is said to be a contact pair of type (p, q) if

• α1 ∧ (dα1)
p ∧ α2 ∧ (dα2)

q 6= 0
• (dα1)

p+1 = 0 and (dα2)
q+1 = 0

where p, q are positive integers [8].

For 1−forms α1 and α2 we have two integrable subbundles of TM ; D1 = {X :
α1(X) = 0, X ∈ Γ(TM)} and D2 = {X : α2(X) = 0, X ∈ Γ(TM)}. Then
we have two characteristic foliations of M , denoted by F1 = D1 ∩ kerdα1 and
F2 = D2 ∩ kerdα2, respectively. F1 and F2 are (2p+ 1) and (2q + 1)−dimensional
contact manifolds with contact form induced by α2 and α1 respectively. For a
contact pair (α1, α2) of type (p, q) there are associated two commuting vector fields
Z1 and Z2, called Reeb vector fields of the pair, which are determined uniquely by
the following equations:

α1(Z1) = α2(Z2) = 1, α1(Z2) = α2(Z1) = 0,
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iZ1dα1 = iZ1dα2 = iZ2dα1 = iZ2dα2 = 0

where iX is the contraction with the vector field X. In particular, since the Reeb
vector fields commute, they determine a locally free R2-action, called the Reeb
action.
The tangent bundle of (M, (α1, α2)) can be decomposable by different ways. For

the two subbundle of TM which are given by

TGi = kerdαi ∩ kerα1 ∩ kerα2, i = 1, 2,

we can write
TF1 = TG1 ⊕ RZ2 and TF2 = TG2 ⊕ RZ1

Therefore we get TM = TG1 ⊕ TG2 ⊕RZ1 ⊕RZ2. Also we can state TM = H⊕V
for H = TG1 ⊕ TG2 and V = RZ1 ⊕ RZ2, we call H is horizontal subbundle and V
is vertical subbundle of TM.
Let X be an arbitrary vector field on M . We can write X = XH + XV , where

XH, XV horizontal and vertical component of X respectively. For X1 ∈ TF1 and
X2 ∈ TF2 we have X = X1 + X2. Also we can write X1 = X1h + α2(X

1)Z2
and X2 = X2h + α1(X

2)Z1, where X1h and X2h are horizontal parts of X1, X2

respectively. Thus we have XH = X1h +X2h , XV = α1(X
2)Z1+α2(X

1)Z2. From
all these decompositions of X finally we get

X = X1h +X2h + α1(X
2)Z1 + α2(X

1)Z2,

α1(X
1h) = α1(X

2h) = 0, α2(X
1h) = α2(X

2h) = 0.

Since we have two different 1−forms by above decomposition we understand the
components of X ∈ Γ(TM) in which distributions.

Definition 2. An almost contact pair structure on a (2p + 2q + 2)−dimensional
manifold M is a structure (α1, α2, φ, Z1, Z2), where (α1, α2) is a contact pair, φ is
a (1, 1) tensor field on M and Z1, Z2 are Reeb vector fields such that:

φ2 = −I + α1 ⊗ Z1 + α2 ⊗ Z2, φZ1 = φZ2 = 0.

The rank of φ is (2p+ 2q) and αi(φ) = 0 for i = 1, 2.

The endomorphism φ is said to be decomposable if TFi is invariant under φ. If
φ is decomposable then we have almost contact structure on TFi for i = 1, 2 are
induced from (αi, Zi, φ), i 6= j, [10]. Unless otherwise stated we assume that φ is
decomposable.

Definition 3. Let (α1, α2, Z1, Z2, φ) be an almost contact pair structure on a man-
ifold M . A Riemannian metric g is called

(1) compatible if g(φX1, φX2) = g(X1, X2) − α1(X1)α1(X2) − α2(X1)α2(X2)
for all X1, X2 ∈ Γ(TM).

(2) associated if g(X1, φX2) = (dα1 + dα2)(X1, X2) and g(X1, Zi) = αi(X1),
for i = 1, 2 and for all X1, X2 ∈ Γ(TM) [10].
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We call (M,φ,Z1, Z2, α1, α2, g) by a metric almost contact pair manifold and we
have the following properties on M [10]:

g(Zi, X) = αi(X), g(Zi, Zj) = δij ,

∇ZiZj = 0, ∇Ziφ = 0,

and for every X tangent to M, i = 1, 2 we have

∇XZ1 = −φ1X, ∇XZ2 = −φ2X

where φ = φ1 + φ2 [10].
We have two almost complex structures on (M,φ,Z1, Z2, α1, α2, g) as;

J = φ− α2 ⊗ Z1 + α1 ⊗ Z2, T = φ+ α2 ⊗ Z1 − α1 ⊗ Z2.

Definition 4. A metric contact pair manifold is said to be normal if J and T are
integrable [9].

Theorem 5. Let (M,φ,Z1, Z2, α1, α2, g) be a normal metric contact pair manifold.
Then we have

g((∇X1
φ)X2, X3) =

2∑
i=1

(dαi(φX2, X1)αi(X3)− dαi(φX3, X1)αi(X2)),

where X1, X2, X3 are arbitrary vector fields on M [10].

On a normal metric contact pair manifold we have ∇XZ = −φX for X ∈ Γ(TM)
and Z = Z1 + Z2.
We can consider a natural question: could any metric contact pair structure

be considered locally the product of two contact metric manifold? An example of
metric contact pair were given in [18], which is not locally product of two contact
metric manifold. So metric contact pair structure has some different properties
from contact metric manifolds and their results will be useful interpretation for the
geometry of contact and complex manifolds.

2.3. Curvature properties of normal metric contact pair manifolds. We
use the following statements for the Riemann curvature;

R(X1, X2)X3 = ∇X1
∇X2

X3 −∇X2
∇X1

X3 −∇[X1,X2]X3,

R(X1, X2, X3, X4) = g(R(X1, X2)X3, X4)

for all X1, X2, X3, X4 ∈ Γ(TM). Also the Ricci operator is defined by

QX =

dim(M)∑
i=1

R(X,Ei)Ei,

and the Ricci curvature and scalar curvature are given by

Ric(X1, X2) = g(QX1, X2),
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scal =

dim(M)∑
i=1

Ric(Ei, Ei).

where Ei, 1 ≤ i ≤ dim(M) are orthonormal basis of M . Let Z = Z1 + Z2; from
Lemma 3 of [12] for X1, X2, X3 on a normal metric contact pair manifold with
decomposable φ we have

R(X1, Z, Z,X3) = dα1(φX3, X1)α1(X2) + dα2(φX3, X1)α2(X2)

−dα1(φX3, X1)α1(X2)− dα2(φX3, X2)α2(X1).

Thus for X4, X5 ∈ Γ(H) we get

R(X4, Z, Z,X5) = −g(X4, X5), (1)

R(Z,X4)X5 = dα1(φX5, X4)Z1 + dα2(φX5, X4)Z2,

R(X1, Z)Z = −φ2X1.

Let take an orthonormal basis of M

{E1, E2, ..., Ep, φE1, φE2, ..., φEp, Ep+1, Ep+2, ..., Ep+q, φEp+1, φEp+2, ..., φEp+q, Z1, Z2}
then for all X1 ∈ Γ(TM) we get the Ricci curvature of M as

Ric(X1, Z) =

2p+2q∑
i=1

[dα1(φEi, Ei)α1(X1) + dα2(φEi, Ei)α2(X1)].

So, we obtain the following results:

Ric(X1, Z) = 0, for X1 ∈ Γ(H), (2)

Ric(Z,Z) = 2p+ 2q, (3)

Ric(Z1, Z1) = 2p, Ric(Z2, Z2) = 2q, Ric(Z1, Z2) = 0.

Conformal C, concircularW and quasi-conformal curvature tensor C̃ on a (2p+2q+
2)-dimensional normal contact metric pair manifold are given by:

C(X1, X2)X3 = R(X1, X2)X3

+
scal

(2p+ 2q + 1)(2p+ 2q)
(g(X2, X3)X1 − g(X1, X3)X2)

+
1

2p+ 2q
(g(X1, X3)QX2 − g(X2, X3)QX1

+Ric(X1, X3)X2 −Ric(X2, X3)X1),

W(X1, X2)X3 = R(X1, X2)X3

− scal

(2p+ 2q + 2)(2p+ 2q + 1)
[g(X2, X3)X1 − g(X1, X3)X2]

C̃(X1, X2)X3 = aR(X1, X2)X3 + b[Ric(X2, X3)X1 −Ric(X1, X3)X2

+g(X2, X3)QX1 − g(X1, X3)QX2]
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− scal

2p+ 2q + 2
[

a

2p+ 2q + 1
+ 2b][g(X2, X3)X1 − g(X1, X3)X2]

where X1, X2, X3 ∈ Γ(TM), a and b are constants.

3. Hermitian Contact Pair Manifolds

In this section we give an almost contact pair structure on a Hermitian manifold.
Let (M, g, J) be (2p+ 2q+ 2)−dimensional Hermitian manifold and (ϕ1, η1, ξ1),

(ϕ2, η2, ξ2) be two almost contact structures on M with following properties.

g(ϕiX1, X2) = −g(X1, ϕiX2), for i = 1, 2,

Jξ1 = −ξ2, Jξ2 = ξ1,

ϕi
2X1 = −X1 + η1(X1)ξ1 + η2(X1)ξ2, (4)

ϕ1(JX1) = −Jϕ1X1 = ϕ2X1,

ϕ2(JX1) = −Jϕ2X1 = −ϕ1X1,

ϕ2(ϕ1X1) = −ϕ1(ϕ2X1) = JX1 + η1(X1)ξ2 − η2(X1)ξ1

where X1, X2 are two arbitrary vector fields on M [19].
Let take φ = ϕ1◦ϕ2. Then φ is a (1, 1) tensor field onM . By direct computation

we get
φ2X1 = −X1 + η1(X1)ξ1 + η2(X1)ξ2.

Thus we obtain an almost contact pair structure on M with the contact pair η1, η2
and we state:

Corollary 6. Let (M2p+2q+2, J, g) be an almost Hermitian manifold and (ϕi, ηi, ξi)
2
i=0

be two almost contact structure on M with properties are given in (4). Then
(η1, η2, φ) is an almost contact pair structure on M such that

φ2X1 = −X1 + η1(X1)ξ1 + η2(X1)ξ2,

ηi(ξj) = δij , 1 ≤ i, j,≤ 2,

φ(ξi) = 0,

for all X1 ∈ Γ(TM).

Also for X1, X2 ∈ Γ(TM) we have

g(φX1, X2) = −g(X1, φX2)

and
g(φX1, φX2) = g(X1, X2)− η1(X1)η1(X2)− η2(X1)η2(X2).

Thus we obtain compatible metric with contact pair structure.
These results show that a contact pair structure on an almost Hermitian mani-

fold could be obtained from two almost contact structure on this manifold. Since
contact pair manifolds have some significant properties, some future works could
be done for Hermitian and contact structure. Also if the manifold is complex, then
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(M,ϕ1, ϕ2, J, ξ1, ξ2, η1, η2, g) is a complex almost contact metric manifold. This
type of manifolds were studied by several authors [6, 14—17].

4. Flatness Conditions on Normal Contact Pair Manifolds

In this section we give some results on the flatness of conformal, concircular and
quasi-conformal curvature tensors.

Theorem 7. A conformal flat normal metric contact pair manifold is an Einstein
manifold with positive scalar curvature and has positive sectional curvature.

Proof. Let (M,φ, α1, α2) be a normal metric contact pair manifold. Suppose that
M is conformal flat. Then we have

R(X1, X2, X3, X4) = −A[g(X2, X3)g(X1, X4)− g(X1, X3)g(X2, X4)] (5)

−B(g(X1, X3)Ric(X2, X4)− g(X2, X3)Ric(X1, X4)

+Ric(X1, X3)g(X2, X4)−Ric(X2, X3)g(X1, X4)),

where A = scal
(2p+2q+1)(2p+2q) and B = 1

2p+2q . Taking X2 = X3 = Z and X1, X4 ∈
Γ(H) in (5) , since g(Z,Z) = 2 and from (1), we obtain

R(X1, Z, Z,X4) = −2Ag(X1, X4)− 2BRic(X1, X4)− (2p+ 2q)g(X1, X4).

Also from (1) we get

2BRic(X1, X4) = (−2A− 2(p+ q)B + 1)g(X1, X4)

and thus we obtain

Ric(X1, X4) = −−2A− 2(p+ q)B + 1

2B
g(X1, X4). (6)

So, the manifold is Einstein. On the other hand by direct computation from (6)
the scalar curvature is

scal =
(2p+ 2q)(2p+ 2q + 1)

4(p+ q) + 1
.

This shows the scalar curvature is positive. Let choose X1 = X4, X2 = X3 unit
and orthogonal vector fields in (5). Then the sectional curvature is obtained by

k(X1, X2) = A+ 2(p+ q)B − 1 = A =
scal

(2p+ 2q + 1)(2p+ 2q)

Thus, the proof is completed. �
An Einstein manifold is also Einstein under concircular transformation. Yano

proved that a concircular flat Riemann manifold is Einstein [3]. By similar way we
can easily obtain following result.

Theorem 8. A concircular flat normal metric contact pair manifold is Einstein.

Our finally result is about quasi-conformal flatness of normal metric contact pair
manifold.
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Theorem 9. A quasi-conformally flat normal metric contact pair manifold;

(1) is an Einstein manifold with a positive scalar curvature
(2) is a space of constant curvature.

Proof. Let M be a quasi-conformally flat normal metric contact pair manifold.
Then for X1, X2, X3, X4 ∈ Γ(TM) we have

0 = aR(X1, X2, X3, X4) + b[Ric(X2, X3)g(X1, X4) (7)

−Ric(X1, X3)g(X2, X4)

+g(X2, X3)Ric(X1, X4)− g(X1, X3)g(X2, X4)]

− scal

2p+ 2q + 2
[

a

2p+ 2q + 1
+ 2b][g(X2, X3)g(X1, X4)

−g(X1, X3)g(X2, X4)].

Let write scal
2p+2q+2 [ a

2p+2q+1 + 2b] = K for brevity. In (7), by taking X1 = X4 = Ei
and getting sum from i = 1 to i = 2p+ 2q + 2 we obtain

0 = (a+ b(2p+ 2q))Ric(X2, X3) + (bscal −K(2p+ 2q + 1))g(X2, X3)

and therefore we get

0 = [a+ b(2p+ 2q)][Ric(X2, X3)−
scal

2p+ 2q + 2
g(X2, X3)].

Assume that a+ b(2p+ 2q) 6= 0. Then we have

Ric(X2, X3) =
scal

2p+ 2q + 2
g(X2, X3). (8)

By taking X2 = X3 = Z in (8) and from (3), we get positive scalar curvature as

scal = 2(p+ q)(p+ q + 1).

So, the Ricci curvature has the following form:

Ric(X2, X3) = (p+ q)g(X2, X3). (9)

This shows manifold is Einstein.
On the other hand consider (9) in (7) we get

0 = a[R(X1, X2, X3, X4)−
p+ q

2p+ 2q + 1
[g(X2, X3)g(X1, X4)

−g(X1, X3)g(X2, X4)]].

If a 6= 0 we get

R(X1, X2, X3, X4) =
p+ q

2p+ 2q + 1
[g(X2, X3)g(X1, X4)− g(X1, X3)g(X2, X4)].

Thus the manifold is a space of constant curvature. �
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Abstract. In this paper, we introduce the notion of pseudo-slant lightlike
submanifolds of indefinite Kaehler manifolds giving characterization theorem
with some non-trivial examples of such submanifolds. Integrability conditions
of distributions D1, D2 and RadTM on pseudo-slant lightlike submanifolds of
an indefinite Kaehler manifold have been obtained. We also obtain necessary
and suffi cient conditions for foliations determined by above distributions to be
totally geodesic.

1. Introduction

In 1990, B.Y. Chen defined slant immersions in complex geometry as a nat-
ural generalization of both holomorphic immersions and totally real immersions
([4], [5]). Further, A. Carriazo defined and studied bi-slant submanifolds of al-
most Hermitian and almost contact metric manifolds and further gave the notion
of pseudo-slant submanifolds ([3]). The theory of lightlike submanifolds of a semi-
Riemannian manifold was introduced by Duggal and Bejancu ([7]). Various classes
of lightlike submanifolds of indefinite Kaehler manifolds are defined according to
the behaviour of distributions on these submanifolds with respect to the action of
(1,1) tensor field J in Kaehler structure of the ambient manifolds. Such submani-
folds have been studied by Duggal and Sahin in ([8]). The geometry of slant and
screen-slant lightlike submanifolds of indefinite Hermitian manifolds was studied by
Sahin in ([14], [15]). The theory of slant, Cauchy-Riemann lightlike submanifolds
of indefinite Kaehler manifolds has been studied in ([7], [8]).
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The objective of this paper is to introduce the notion of pseudo-slant lightlike sub-
manifolds of indefinite Kaehler manifolds. This new class of lightlike submanifolds
of an indefinite Kaehler manifold includes slant, Cauchy-Riemann lightlike sub-
manifolds as its sub-cases. The paper is arranged as follows. There are some basic
results in section 2. In section 3, we study pseudo-slant lightlike submanifolds of an
indefinite Kaehler manifold, giving some examples. Section 4 is devoted to the study
of foliations determined by distributions on pseudo-slant lightlike submanifolds of
indefinite Kaehler manifolds.

2. Preliminaries

A submanifold (Mm, g) immersed in a semi-Riemannian manifold (M
m+n

, g) is
called a lightlike submanifold ([7]) if the metric g induced from g is degenerate and
the radical distribution RadTM is of rank r, where 1 ≤ r ≤ m. Let S(TM) be
a screen distribution which is a semi-Riemannian complementary distribution of
RadTM in TM, that is

TM = RadTM ⊕orth S(TM). (2.1)

Now consider a screen transversal vector bundle S(TM⊥), which is a semi-Riemannian
complementary vector bundle of RadTM in TM⊥. Since for any local basis {ξi}
of RadTM , there exists a local null frame {Ni} of sections with values in the
orthogonal complement of S(TM⊥) in [S(TM)]⊥ such that g(ξi, Nj) = δij and
g(Ni, Nj) = 0, it follows that there exists a lightlike transversal vector bundle
ltr(TM) locally spanned by {Ni}. Let tr(TM) be complementary (but not orthog-
onal) vector bundle to TM in TM |M . Then

tr(TM) = ltr(TM)⊕orth S(TM⊥), (2.2)

TM |M = TM ⊕ tr(TM), (2.3)

TM |M = S(TM)⊕orth [RadTM ⊕ ltr(TM)]⊕orth S(TM⊥). (2.4)

Following are four cases of a lightlike submanifold
(
M, g, S(TM), S(TM⊥)

)
:

Case.1 r-lightlike if r < min (m,n),
Case.2 co-isotropic if r = n < m, S

(
TM⊥

)
= {0},

Case.3 isotropic if r = m < n, S (TM) = {0},
Case.4 totally lightlike if r = m = n, S(TM) = S(TM⊥) = {0}.
The Gauss and Weingarten formulae are given as

∇XY = ∇XY + h(X,Y ), (2.5)

∇XV = −AVX +∇tXV, (2.6)

for all X,Y ∈ Γ(TM) and V ∈ Γ(tr(TM)), where ∇XY,AVX belong to Γ(TM)
and h(X,Y ),∇tXV belong to Γ(tr(TM)). ∇ and ∇t are linear connections on M
and on the vector bundle tr(TM), respectively. The second fundamental form h
is a symmetric F (M)-bilinear form on Γ(TM) with values in Γ(tr(TM)) and the
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shape operator AV is a linear endomorphism of Γ(TM). From (2.5) and (2.6), for
any X,Y ∈ Γ(TM), N ∈ Γ(ltr(TM)) and W ∈ Γ(S(TM⊥)), we have

∇XY = ∇XY + hl (X,Y ) + hs (X,Y ) , (2.7)

∇XN = −ANX +∇lXN +Ds (X,N) , (2.8)

∇XW = −AWX +∇sXW +Dl (X,W ) , (2.9)

where hl(X,Y ) = L (h(X,Y )), hs(X,Y ) = S (h(X,Y )), Dl(X,W ) = L(∇tXW ),
Ds(X,N) = S(∇tXN). L and S are the projection morphisms of tr(TM) on
ltr(TM) and S(TM⊥) respectively. ∇l and ∇s are linear connections on ltr(TM)
and S(TM⊥) called the lightlike connection and screen transversal connection on
M respectively.
Now by using (2.5), (2.7)-(2.9) and metric connection ∇, we obtain

g(hs(X,Y ),W ) + g(Y,Dl(X,W )) = g(AWX,Y ), (2.10)

g(Ds(X,N),W ) = g(N,AWX). (2.11)

Denote the projection of TM on S(TM) by P . Then from the decomposition of
the tangent bundle of a lightlike submanifold, for any X,Y ∈ Γ(TM) and ξ ∈
Γ(RadTM), we have

∇XPY = ∇∗XPY + h∗(X,PY ), (2.12)

∇Xξ = −A∗ξX +∇∗tXξ, (2.13)

By using above equations, we obtain

g(hl(X,PY ), ξ) = g(A∗ξX,PY ), (2.14)

g(h∗(X,PY ), N) = g(ANX,PY ), (2.15)

g(hl(X, ξ), ξ) = 0, A∗ξξ = 0. (2.16)

It is important to note that in general ∇ is not a metric connection. Since ∇ is
metric connection, by using (2.7), we get

(∇Xg)(Y,Z) = g(hl(X,Y ), Z) + g(hl(X,Z), Y ). (2.17)

An indefinite almost Hermitian manifold (M, g, J) is a 2m-dimensional semi-Riemannian
manifold M with semi-Riemannian metric g of constant index q, 0 < q < 2m and
a (1, 1) tensor field J on M such that following conditions are satisfied:

J
2
X = −X, (2.18)

g(JX, JY ) = g(X,Y ), (2.19)

for all X,Y ∈ Γ(TM).
An indefinite almost Hermitian manifold (M, g, J) is called an indefinite Kaehler
manifold if J is parallel with respect to ∇, i.e.,

(∇XJ)Y = 0, (2.20)

for all X,Y ∈ Γ(TM), where ∇ is Levi-Civita connection with respect to g.
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3. Pseudo-Slant Lightlike Submanifolds

In this section, we introduce the notion of pseudo-slant lightlike submanifolds of
indefinite Kaehler manifolds. At first, we state the following Lemmas for later use:

Lemma 3.1. Let M be a r-lightlike submanifold of an indefinite Kaehler manifold
M of index 2q. Suppose that JRadTM is a distribution on M such that RadTM ∩
JRadTM = {0}. Then Jltr(TM) is a subbundle of the screen distribution S(TM)
and JRadTM ∩ Jltr(TM) = {0}.

Lemma 3.2. Let M be a q-lightlike submanifold of an indefinite Kaehler manifold
M of index 2q. Suppose JRadTM is a distribution on M such that RadTM ∩
JRadTM = {0}. Then any complementary distribution to JRadTM ⊕ Jltr(TM)
in S(TM) is Riemannian.

The proofs of Lemma 3.1 and Lemma 3.2 follow as in Lemma 3.1 and Lemma 3.2
of [15], respectively, so we omit them.
Definition 3.1. Let M be a q-lightlike submanifold of an indefinite Kaehler man-
ifold M of index 2q such that q < dim(M). Then we say that M is a pseudo-slant
lightlike submanifold of M if following conditions are satisfied:
(i) JRadTM is a distribution on M such that RadTM ∩ JRadTM = {0},
(ii) there exists non-degenerate orthogonal distributions D1 and D2 onM such that
S(TM) = (JRadTM ⊕ Jltr(TM))⊕orth D1 ⊕orth D2,
(iii) the distribution D1 is anti-invariant, i.e. JD1 ⊂ S(TM⊥),
(iv) the distribution D2 is slant with angle θ( 6= π/2), i.e. for each x ∈M and each
non-zero vector X ∈ (D2)x, the angle θ between JX and the vector subspace (D2)x
is a constant( 6= π/2), which is independent of the choice of x ∈M and X ∈ (D2)x.
This constant angle θ is called slant angle of distribution D2. A screen pseudo-slant
lightlike submanifold is said to be proper if D1 6= {0}, D2 6= {0} and θ 6= 0.
From the above definition, we have the following decomposition

TM = RadTM ⊕orth (JRadTM ⊕ Jltr(TM))⊕orth D1 ⊕orth D2. (3.1)

In particular, we have
(i) if D1 = 0, then M is a slant lightlike submanifold,
(ii) if D1 6= 0 and θ = 0, then M is a CR-lightlike submanifold.
Thus above new class of lightlike submanifolds of an indefinite Kaehler manifold
includes slant, Cauchy-Riemann lightlike submanifolds as its sub-cases which have
been studied in ([7],[8]).
Let (R2m2q , g, J) denote the manifold R2m2q with its usual Kaehler structure given by
g = 1

4 (−
∑q
i=1 dx

i ⊗ dxi + dyi ⊗ dyi +
∑m
i=q+1 dx

i ⊗ dxi + dyi ⊗ dyi),
J(
∑m
i=1(Xi∂xi + Yi∂yi)) =

∑m
i=1(Yi∂xi −Xi∂yi),

where (xi, yi) are the Cartesian coordinates on R2m2q . Now, we construct some
examples of pseudo-slant lightlike submanifolds of an indefinite Kaehler manifold.
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Example 1. Let (R122 , g, J) be an indefinite Kaehler manifold, where g is of
signature (−,+,+,+,+,+,−,+,+,+,+,+) with respect to the canonical basis
{∂x1, ∂x2, ∂x3, ∂x4, ∂x5, ∂x6, ∂y1, ∂y2, ∂y3, ∂y4, ∂y5, ∂y6}.
Suppose M is a submanifold of R122 given by x1 = y2 = u1, x2 = u2, y1 = u3,
x3 = y4 = u4, x4 = y3 = u5, x5 = u6 cosu7, y5 = u6 sinu7, x6 = cosu6, y6 = sinu6,
where ui are real parameters and u6 6= 0.
The local frame of TM is given by {Z1, Z2, Z3, Z4, Z5, Z6, Z7}, where
Z1 = 2(∂x1 + ∂y2), Z2 = 2∂x2, Z3 = 2∂y1,
Z4 = 2(∂x3 + ∂y4), Z5 = 2(∂x4 + ∂y3),
Z6 = 2(cosu7∂x5 + sinu7∂y5 − sinu6∂x6 + cosu6∂y6),
Z7 = 2(−u6 sinu7∂x5 + u6 cosu7∂y5).

Hence RadTM = Span {Z1} and S(TM) = Span {Z2, Z3, Z4, Z5, Z6, Z7}.
Now ltr(TM) is spanned by N1 = −∂x1 + ∂y2 and S(TM⊥) is spanned by
W1 = 2(∂x3 − ∂y4), W2 = 2(∂x4 − ∂y3),
W3 = 2(cosu7∂x5 + sinu7∂y5 + sinu6∂x6 − cosu6∂y6),
W4 = 2(u6 cosu6∂x6 + u6 sinu6∂y6).

It follows that JZ1 = Z2 − Z3, which implies that JRadTM is a distribution on
M . On the other hand, we can see that D1 = span {Z4, Z5} such that JZ4 =
W2, JZ5 = W1, which implies that D1 is anti-invariant with respect to J and
D2 = span {Z6, Z7} is a slant distribution with slant angle π/4. Hence M is a
pseudo-slant 2-lightlike submanifold of R122 .
Example 2. Let (R122 , g, J) be an indefinite Kaehler manifold, where g is of
signature (−,+,+,+,+,+,−,+,+,+,+,+) with respect to the canonical basis
{∂x1, ∂x2, ∂x3, ∂x4, ∂x5, ∂x6, ∂y1, ∂y2, ∂y3, ∂y4, ∂y5, ∂y6}.
SupposeM is a submanifold of R122 given by −x1 = y2 = u1, x2 = u2, y1 = u3, x3 =
u4 cosβ, y3 = u4 sinβ, x4 = u5 sinβ, y4 = u5 cosβ, x5 = u6 cos θ, y5 = u7 cos θ,
x6 = u7 sin θ, y6 = u6 sin θ, where ui are real parameters.
The local frame of TM is given by {Z1, Z2, Z3, Z4, Z5, Z6, Z7}, where
Z1 = 2(−∂x1 + ∂y2), Z2 = 2∂x2, Z3 = 2∂y1,
Z4 = 2(cosβ∂x3 + sinβ∂y3), Z5 = 2(sinβ∂x4 + cosβ∂y4),
Z6 = 2(cos θ∂x5 + sin θ∂y6), Z7 = 2(sin θ∂x6 + cos θ∂y5).

Hence RadTM = Span {Z1} and S(TM) = Span {Z2, Z3, Z4, Z5, Z6, Z7}.
Now ltr(TM) is spanned by N1 = ∂x1 + ∂y2 and S(TM⊥) is spanned by
W1 = 2(sinβ∂x3 − cosβ∂y3), W2 = 2(cosβ∂x4 − sinβ∂y4),
W3 = 2(sin θ∂x5 − cos θ∂y6), W4 = 2(cos θ∂x6 − sin θ∂y5).

It follows that JZ1 = Z2 + Z3, which implies that JRadTM is a distribution on
M . On the other hand, we can see that D1 = span {Z4, Z5} such that JZ4 = W1,
JZ5 = W2, which implies that D1 is anti-invariant with respect to J and D2 =
span {Z6, Z7} is a slant distribution with slant angle 2θ. HenceM is a pseudo-slant
2-lightlike submanifold of R122 .
Now, for any vector field X tangent to M , we put JX = PX + FX, where PX
and FX are tangential and transversal parts of JX respectively. We denote the
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projections on RadTM , JRadTM , Jltr(TM), D1 and D2 in TM by P1, P2, P3, P4,
and P5 respectively. Similarly, we denote the projections of tr(TM) on ltr(TM),
J(D1) and D′ by Q1, Q2 and Q3 respectively, where D′ is non-degenerate orthog-
onal complementary subbundle of J(D1) in S(TM⊥). Then, for any X ∈ Γ(TM),
we get

X = P1X + P2X + P3X + P4X + P5X. (3.2)

Now applying J to (3.2), we have

JX = JP1X + JP2X + JP3X + JP4X + JP5X, (3.3)

which gives

JX = JP1X + JP2X + JP3X + JP4X + fP5X + FP5X, (3.4)

where fP5X (resp. FP5X) denotes the tangential (resp. transversal) compo-
nent of JP5X. Thus we get JP1X ∈ Γ(JRadTM), JP2X ∈ Γ(RadTM), JP3X ∈
Γ(ltr(TM)), JP4X ∈ Γ(JD1) ⊆ Γ(S(TM⊥)), fP5X ∈ Γ(D2) and FP5X ∈ Γ(D′).
Also, for any W ∈ Γ(tr(TM)), we have

W = Q1W +Q2W +Q3W. (3.5)

Applying J to (3.5), we obtain

JW = JQ1W + JQ2W + JQ3W, (3.6)

which gives
JW = JQ1W + JQ2W +BQ3W + CQ3W, (3.7)

where BQ3W (resp. CQ3W ) denotes the tangential (resp. transversal) component
of JQ3W . Thus we get JQ1W ∈ Γ(Jltr(TM)), JQ2W ∈ Γ(D1), BQ3W ∈ Γ(D2)
and CQ3W ∈ Γ(D′).
Now, by using (2.20), (3.4), (3.7) and (2.7)-(2.9) and identifying the components
on RadTM , JRadTM , Jltr(TM), D1, D2, ltr(TM), J(D1) and D′, we obtain

P1(∇XJP1Y ) + P1(∇XJP2Y )− P1(AJP4YX) + P1(∇XfP5Y )

= P1(AFP5YX) + P1(AJP3YX) + JP2∇XY,
(3.8)

P2(∇XJP1Y ) + P2(∇XJP2Y )− P2(AJP4YX) + P2(∇XfP5Y )

= P2(AFP5YX) + P2(AJP3YX) + JP1∇XY,
(3.9)

P3(∇XJP1Y ) + P3(∇XJP2Y )− P3(AJP4YX) + P3(∇XfP5Y )

= P3(AFP5YX) + P3(AJP3YX) + Jhl(X,Y ),
(3.10)

P4(∇XJP1Y ) + P4(∇XJP2Y )− P4(AJP4YX) + P4(∇XfP5Y )

= P4(AFP5YX) + P4(AJP3YX) + JQ2h
s(X,Y ),

(3.11)

P5(∇XJP1Y ) + P5(∇XJP2Y )− P5(AJP4YX) + P5(∇XfP5Y )

= P5(AFP5YX) + P5(AJP3YX) + fP5∇XY +BQ3h
s(X,Y ),

(3.12)
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hl(X, JP1Y ) + hl(X, JP2Y ) +Dl(X, JP4Y ) + hl(X, fP5Y )

= JP3∇XY −∇lXJP3Y −Dl(X,FP5Y ),
(3.13)

Q2h
s(X, JP1Y ) +Q2h

s(X, JP2Y ) +Q2∇sXJP4Y +Q2h
s(X, fP5Y )

= Q2∇sXFP5Y −Q2Ds(X, JP3Y ) + JP4∇XY,
(3.14)

Q3h
s(X, JP1Y ) +Q3h

s(X, JP2Y ) +Q3∇sXJP4Y +Q3h
s(X, fP5Y )

= CQ3h
s(X,Y )−Q3∇sXFP5Y −Q3Ds(X, JP3Y ) + FP5∇XY.

(3.15)

Theorem 3.3. LetM be a q-lightlike submanifold of an indefinite Kaehler manifold
M of index 2q. Then M is a pseudo-slant lightlike submanifold of M if and only if
(i) JRadTM is a distribution on M such that RadTM ∩ JRadTM = {0},
(ii) the distribution D1 is an anti-invariant, i.e. JD1 ⊂ S(TM⊥),
(iii) there exists a constant λ ∈ (0, 1] such that P 2X = −λX.

Moreover, there also exists a constant µ ∈ [0, 1) such that BFX = −µX, for all
X ∈ Γ(D2), where D1 and D2 are non-degenerate orthogonal distributions on M
such that S(TM) = (JRadTM ⊕ Jltr(TM)) ⊕orth D1 ⊕orth D2 and λ = cos2 θ, θ
is slant angle of D2.

Proof. Let M be a pseudo-slant lightlike submanifold of an indefinite Kaehler
manifoldM . Then distributionD1 is anti-invariant with respect to J and JRadTM
is a distribution on M such that RadTM ∩ JRadTM = {0}.
Now for any X ∈ Γ(D2), we have |PX| = |JX| cos θ, which implies

cos θ =
|PX|
|JX|

. (3.16)

In view of (3.16), we get cos2 θ = |PX|2

|JX|2 = g(PX,PX)

g(JX,JX)
= g(X,P 2X)

g(X,J
2
X)
, which gives

g(X,P 2X) = cos2 θ g(X, J
2
X). (3.17)

Since M is pseudo-slant lightlike submanifold, cos2 θ = λ(constant) ∈ (0, 1] there-

fore from (3.17), we get g(X,P 2X) = λg(X, J
2
X) = g(X,λJ

2
X), which implies

g(X, (P 2 − λJ2)X) = 0. (3.18)

Since X is non-null vector, we have (P 2 − λJ2)X = 0, which implies

P 2X = λJ
2
X = −λX. (3.19)

Now, for any vector field X ∈ Γ(D2) , we have

JX = PX + FX, (3.20)

where PX and FX are tangential and transversal parts of JX respectively.
Applying J to (3.20) and taking tangential component, we get

−X = P 2X +BFX. (3.21)
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From (3.19) and (3.21), we get

BFX = − sin2 θX, ∀X ∈ Γ(D2), (3.22)

where sin2 θ = 1− λ = µ(constant) ∈ [0, 1).
This proves (iii).
Conversely suppose that conditions (i), (ii) and (iii) are satisfied. From (3.21), for
any X ∈ Γ(D2), we get

−X = P 2X − µX, (3.23)

which implies

P 2X = − cos2 θX, (3.24)

where cos2 θ = 1− µ = λ(constant) ∈ (0, 1].

Now cos θ = g(JX,PX)

|JX||PX| = − g(X,JPX)|JX||PX| = − g(X,P
2X)

|JX||PX| = −λ g(X,J
2
X)

|JX||PX| = λ g(JX,JX)|JX||PX| .
From above equation, we get

cos θ = λ
|JX|
|PX| . (3.25)

Therefore (3.16) and (3.25) give cos2 θ = λ(constant).
Hence M is a pseudo-slant lightlike submanifold.

Corollary 3.1. Let M be a pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold M with slant angle θ, then for any X,Y ∈ Γ(D2), we have
(i) g(PX,PY ) = cos2 θ g(X,Y ),
(ii) g(FX,FY ) = sin2 θ g(X,Y ).

The proof of above Corollary follows by using similar steps as in proof of Corollary
3.1 of [15].

Theorem 3.4. Let M be a pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold M . Then RadTM is integrable if and only if
(i) P1(∇XJP1Y ) = P1(∇Y JP1X) and P5(∇XJP1Y ) = P5(∇Y JP1X),
(ii) Q2hs(Y, JP1X) = Q2h

s(X, JP1Y ) and hl(Y, JP1X) = hl(X, JP1Y ),
(iii) Q3hs(Y, JP1X) = Q3h

s(X, JP1Y ), for all X,Y ∈ Γ(RadTM).

Proof. LetM be a pseudo-slant lightlike submanifold of an indefinite Kaehler man-
ifold M . Let X,Y ∈ Γ(RadTM). From (3.8), we have P1(∇XJP1Y ) = JP2∇XY ,
which gives P1(∇XJP1Y ) − P1(∇Y JP1X) = JP2[X,Y ]. From (3.12), we get
P5(∇XJP1Y ) = fP5∇XY+Bhs(X,Y ), which gives P5(∇XJP1Y )−P5(∇Y JP1X) =
fP5[X,Y ]. In view of (3.13), we obtain hl(X, JP1Y ) = JP3∇XY , which implies
hl(X, JP1Y )− hl(Y, JP1X) = JP3[X,Y ]. From (3.14), we have Q2hs(X, JP1Y ) =
JP4∇XY , which gives Q2hs(X, JP1Y ) − Q2hs(Y, JP1X) = JP4[X,Y ]. Also from
(3.15), we getQ3hs(X, JP1Y ) = Chs(X,Y )+FP5∇XY , which impliesQ3hs(X, JP1Y )−
Q3h

s(Y, JP1X) = FP5[X,Y ]. This concludes the theorem.
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Theorem 3.5. Let M be a pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold M . Then D1 is integrable if and only if
(i) P1(AJP4YX) = P1(AJP4XY ) and P2(AJP4YX) = P2(AJP4XY ),
(ii) Dl(Y, JP4X) = Dl(X, JP4Y ) and Q3∇sY JP4X = Q3∇sXJP4Y ,
(iii) P5(AJP4YX) = P5(AJP4XY ), for all X,Y ∈ Γ(D1).

Proof. LetM be a pseudo-slant lightlike submanifold of an indefinite Kaehler man-
ifold M . Let X,Y ∈ Γ(D1). From (3.8), we have P1(AJP4YX) + JP2∇XY =

0, which gives P1(AJP4XY ) − P1(AJP4YX) = JP2[X,Y ]. From (3.9), we get
P2(AJP4YX)+JP1∇XY = 0, which gives P2(AJP4XY )−P2(AJP4YX) = JP1[X,Y ].
In view of (3.12), we obtain P5(AJP4YX)+fP5∇XY +BQ3h

s(X,Y ) = 0, which im-
plies P5(AJP4XY )−P5(AJP4YX) = fP5[X,Y ]. From (3.13), we haveDl(X, JP4Y ) =

JP3∇XY , which gives Dl(X, JP4Y )−Dl(Y, JP4X) = JP3[X,Y ]. Also from (3.15),
we obtain Q3∇sXJP4Y = CQ3h

s(X,Y ) + FP5∇XY , which implies Q3∇sXJP4Y −
Q3∇sY JP4X = FP5[X,Y ]. Thus, we obtain the required results.

Theorem 3.6. Let M be a pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold M . Then D2 is integrable if and only if
(i) P1(∇XfP5Y −∇Y fP5X) = P1(AFP5YX −AFP5XY ),
(ii) P2(∇XfP5Y −∇Y fP5X) = P2(AFP5YX −AFP5XY ),
(iii) hl(X, fP5Y )− hl(Y, fP5X) = Dl(Y, FP5X)−Dl(X,FP5Y ),
(iv) Q2(∇sXFP5Y −∇sY FP5X) = Q2(h

s(X, fP5Y )− hs(Y, fP5X)),
for all X,Y ∈ Γ(D2).

Proof. LetM be a pseudo-slant lightlike submanifold of an indefinite Kaehler man-
ifold M . Let X,Y ∈ Γ(D2). From (3.8), we have P1(∇XfP5Y ) − P1(AFP5YX) =
JP2∇XY , which gives P1(∇XfP5Y − ∇Y fP5X) − P1(AFP5YX − AFP5XY ) =
JP2[X,Y ]. From (3.9), we get P2(∇XfP5Y ) − P2(AFP5YX) = JP1∇XY , which
gives P2(∇XfP5Y −∇Y fP5X)−P2(AFP5YX−AFP5XY ) = JP1[X,Y ]. In view of
(3.13), we obtain hl(X, fP5Y )+Dl(X,FP5Y ) = JP3∇XY , which implies hl(X, fP5Y )−
hl(Y, fP5X) + Dl(X,FP5Y ) − Dl(Y, FP5X) = JP3[X,Y ]. From (3.14), we have
Q2h

s(X, fP5Y )−Q2∇sXFP5Y = JP4∇XY , which givesQ2(∇sY FP5X−∇sXFP5Y )+
Q2(h

s(X, fP5Y )−Q2hs(Y, fP5X)) = JP4[X,Y ]. This proves the theorem.

4. Foliations Determined by Distributions

In this section, we obtain necessary and suffi cient conditions for foliations deter-
mined by distributions on a pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold to be totally geodesic.
Definition 4.1. A pseudo-slant lightlike submanifold M of an indefinite Kaehler
manifold M is said to be mixed geodesic if its second fundamental form h satisfies
h(X,Y ) = 0, for all X ∈ Γ(D1) and Y ∈ Γ(D2). ThusM is mixed geodesic pseudo-
slant lightlike submanifold if hl(X,Y ) = 0 and hs(X,Y ) = 0, for all X ∈ Γ(D1)
and Y ∈ Γ(D2).
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Theorem 4.1. Let M be a pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold M . Then RadTM defines a totally geodesic foliation if and only
if g(∇XJP2Z + ∇XfP5Z, JY ) = g(AJP3ZX + AJP4ZX + AFP5ZX, JY ), for all
X,Y ∈ Γ(RadTM) and Z ∈ Γ(S(TM)).

Proof. LetM be a pseudo-slant lightlike submanifold of an indefinite Kaehler mani-
foldM . It is easy to see that RadTM defines a totally geodesic foliation if and only
if ∇XY ∈ Γ(RadTM), for all X,Y ∈ Γ(RadTM). Since ∇ is metric connection, us-
ing (2.7), (2.19), (2.20) and (3.4), for any X,Y ∈ Γ(RadTM) and Z ∈ Γ(S(TM)),
we get g(∇XY,Z) = −g(∇X(JP2Z + JP3Z + JP4Z + fP5Z + FP5Z), JY ), which
gives g(∇XY,Z) = g(AJP3ZX +AFP5ZX +AJP4ZX −∇XJP2Z −∇XfP5Z, JY ).
This completes the proof.

Theorem 4.2. Let M be a pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold M . Then D1 defines a totally geodesic foliation if and only if
(i) g(∇sXFZ, JY ) = −g(hs(X, fZ), JY ),
(ii) hs(X, JN) and Ds(X, JW ) have no components in J(D1),

for all X,Y ∈ Γ(D1), Z ∈ Γ(D2), N ∈ Γ(ltr(TM)), W ∈ Γ(Jltr(TM)).

Proof. LetM be a pseudo-slant lightlike submanifold of an indefinite Kaehler man-
ifold M . The distribution D1 defines a totally geodesic foliation if and only if
∇XY ∈ Γ(D1), for all X,Y ∈ Γ(D1). Since ∇ is metric connection, using (2.7),
(2.19) and (2.20), for any X,Y ∈ Γ(D1) and Z ∈ Γ(D2), we obtain g(∇XY,Z) =
−g(∇XJZ, JY ), which implies g(∇XY, Z) = g(∇sXFZ + hs(X, fZ), JY ). In view
of (2.7), (2.19) and (2.20), for any X,Y ∈ Γ(D1) and N ∈ Γ(ltr(TM)), we have
g(∇XY,N) = −g(JY,∇XJN), which gives g(∇XY,N) = −g(JY, hs(X, JN)).
Now, from (2.7), (2.19) and (2.20), for anyX,Y ∈ Γ(D1) andW ∈ Γ(Jltr(TM)), we
get g(∇XY,W ) = −g(JY,∇XJW ), which implies g(∇XY,W ) = g(JY,Ds(X, JW )).
This concludes the theorem.

Theorem 4.3. Let M be a pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold M . Then D2 defines a totally geodesic foliation if and only if
(i) g(AJZX, fY ) = g(∇sXJZ, FY ),
(ii) g(fY,∇XJN) = −g(FY, hs(X, JN)),
(iii) g(fY,AJWX) = g(FY,Ds(X, JW )),

for all X,Y ∈ Γ(D2), Z ∈ Γ(D1), N ∈ Γ(ltr(TM)), W ∈ Γ(Jltr(TM)).

Proof. LetM be a pseudo-slant lightlike submanifold of an indefinite Kaehler man-
ifold M . The distribution D2 defines a totally geodesic foliation if and only if
∇XY ∈ Γ(D2), for all X,Y ∈ Γ(D2). Since ∇ is metric connection, using (2.7),
(2.19) and (2.20), for any X,Y ∈ Γ(D2) and Z ∈ Γ(D1), we get g(∇XY,Z) =
−g(∇XJZ, JY ), which gives g(∇XY, Z) = g(AJZX, fY )− g(∇sXJZ, FY ). In view
of (2.7), (2.19) and (2.20), for any X,Y ∈ Γ(D2) and N ∈ Γ(ltr(TM)), we have
g(∇XY,N) = −g(JY,∇XJN), which implies g(∇XY,N) = −g(fY,∇XJN) −
g(FY, hs(X, JN)). Now, from (2.7), (2.19) and (2.20), for any X,Y ∈ Γ(D2)
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and W ∈ Γ(Jltr(TM)), we have g(∇XY,W ) = −g(JY,∇XJW ), which gives
g(∇XY,W ) = g(fY,AJWX) − g(FY,Ds(X, JW )). Thus, we obtain the required
results.

Theorem 4.4. Let M be a mixed geodesic pseudo-slant lightlike submanifold of an
indefinite Kaehler manifold M . Then D1 defines a totally geodesic foliation if and
only if ∇sXFZ, hs(X, JN) and Ds(X, JW ) have no components in J(D1), for all
X ∈ Γ(D1), Z ∈ Γ(D2), N ∈ Γ(ltr(TM)) and W ∈ Γ(Jltr(TM)).

Proof. LetM be a mixed geodesic pseudo-slant lightlike submanifold of an indefinite
Kaehler manifold M . Then h(X,Y ) = 0, for all X ∈ Γ(D1) and for all Y ∈ Γ(D2).
The distribution D1 defines a totally geodesic foliation if and only if ∇XY ∈ Γ(D1),
for all X,Y ∈ Γ(D1). Since ∇ is metric connection, using (2.7), (2.19) and (2.20),
for any X,Y ∈ Γ(D1) and Z ∈ Γ(D2), we get g(∇XY,Z) = −g(∇XJZ, JY ),
which gives g(∇XY,Z) = −g(∇sXFZ + hs(X, fZ), JY ). In view of (2.7), (2.19)
and (2.20), for any X,Y ∈ Γ(D1) and N ∈ Γ(ltr(TM)), we obtain g(∇XY,N) =
−g(JY,∇XJN), which implies g(∇XY,N) = −g(JY, hs(X, JN)). Now, from
(2.7), (2.19) and (2.20), for any X,Y ∈ Γ(D1) and W ∈ Γ(Jltr(TM)), we have
g(∇XY,W ) = −g(JY,∇XJW ), which gives g(∇XY,W ) = g(JY,Ds(X, JW )).
This proves the theorem.
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ANNIHILATORS OF POWER VALUES OF b-GENERALIZED
DERIVATIONS IN PRIME RINGS

Nihan Baydar YARBİL

Department of Mathematics Faculty of Science Ege University, İzmir, TURKEY

Abstract. Let R be a prime ring with extended centroid C and maximal left
ring of quotients Qml(R). For a nonzero element b ∈ R, let F : R → R be a
right b-generalized derivation associated with the map d of R. Suppose that
s (F (x))n = 0 for all x ∈ R where s is a nonzero element in R and n ≥ 1 is
a fixed positive integer. Then there exist some c ∈ Qml(R) and β ∈ C such
that d(x) = adc(x), F (x) = (c+ β)xb for all x ∈ R and either s(c+ β) = 0 or
b(c+ β) = 0.

1. Introduction

Throughout this paper R will always denote a prime ring with center Z(R),
extended centroid C, left maximal ring of quotients (respectively right maximal
ring of quotients) Qml(R) (resp. Qmr(R)), the Martindale ring of quotients Q(R)
and the symmetric Martindale quotient ring Qs(R). In case R is a prime ring,
Q(R), Qml(R), Qmr(R), Qs(R) are also a prime rings and C is a field. For more
details the book [1] is referred.
By a derivation of R we mean an additive map d of R satisfying d(xy) = d(x)y+

xd(y) for all x, y ∈ R. For a ∈ R, the map d : R → R defined by d(x) = [a, x]
for all x ∈ R is called an X-inner derivation and denoted by d(x) = ada(x). It
is well known that any derivation d of R can be uniquely extended to Qml(R) (or
Qmr(R)). Hence any extension of an X-inner derivation is also X- inner which can
be induced by an element q ∈ Qs(R), i.e., d(x) = adq(x). A generalized derivation
g is an additive map of R satisfying g(xy) = g(x)y+ xd(y) for all x, y ∈ R where d
is a derivation of R which is uniquely determined by g and is called the associated
derivation of g.
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Let α, β be automorphisms of R. An (α, β)-derivation of R is an additive map-
ping δ : R → R such that δ(xy) = δ(x)α(y) + β(x)δ(y) for all x, y ∈ R. If α = Id,
the identity automorphism of R, then δ is called a β-derivation or simply called
a skew derivation. An additive map δ of R is a generalized α-derivation if there
exists an α-derivation d of R such that δ(xy) = δ(x)y + α(x)d(y) for all x, y ∈ R.
The notion of b-generalized derivations is introduced by Koşan and Lee in [10].

They define generalized b-derivations as in the following:

(1) Let d : R → Qmr(R) be an additive map. An additive map F : R →
Qmr(R) is called a left b-generalized derivation with the associated map d
if F (xy) = F (x)y + bxd(y) for all x, y ∈ R.

(2) Let d : R → Qml(R) be an additive map. An additive map F : R →
Qml(R) is called a right b-generalized derivation with the associated map
d if F (xy) = xF (y) + xd(y)b for all x, y ∈ R.

When treating an additive map of a ring R, the main goal is to give a charac-
terization of the map or to state some structural results related to the ring itself.
The works have been done related to power values of some kind of additive maps
so far was initiated in [8]. Giambruno and Herstein proved that if R is a semiprime
ring and d is a derivation of R such that d(x)n = 0 for all x ∈ R, where n ≥ 1 is a
fixed integer, then d = 0. The generalization of this problem has been worked by a
number of researchers . For instance in [2] Brešar proved that if R is a prime ring
with a nonzero derivation d and a is an element of R such that ad(x)n = 0 for all
x ∈ R, where n ≥ 1 is a fixed positive integer, then a = 0 in case char R 6= (n−1)!.
In [11] Lee and Lin obtained the same result on some noncentral Lie ideal of R
without the assumption on the characteristic.
In [3] J.C. Chang proved that if R is a prime ring and δ is a right generalized

(α, β)-derivation of R such that aδ(x)n = 0 for all x ∈ R and some a ∈ R where
n ≥ 1 is a positive integer, then δ = 0 or a = 0.
Motivated by these results we prove the following theorem.

Theorem 1. Let R be a prime ring, F be a nonzero right b-generalized derivation of
R associated with the map d of R and s, b be nonzero elements in R. If s (F (x))n = 0
for all x ∈ R where n is a fixed positive integer, then there exist c ∈ Qml and β ∈ C
such that d(x) = adc(x), F (x) = (c+ β)xb and either s(c+ β) = 0 or b(c+ β) = 0.

2. Preliminaries

It is well known that the automorphisms, derivations, generalized derivations
and α-derivations of R can be uniquely extended to Q(R), Qmr(R) and Qml(R).
For sure the results obtained for Qmr(R) can be adapted to Qml(R) as well.
Before presenting the results we will state the following remarks:

Fact 1. Let T = Qmr(R) ∗C C{X1, X2, . . .} be the free product of C-algebras
Qmr(R) and C{X1, X2, . . .} where C{X1, X2, . . .} is the free algebra in noncommu-
tative indeterminates {X1, . . . , X2} over C. Let f(Xi) ∈ T , then f is called a GPI
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(that is, a generalized polynomial identity) of T if f(xi) = 0 for all xi ∈ T .
Fact 2. Let R be a prime ring and I be a two-sided ideal of R. Then I,R
and Qmr(R) satisfy the same generalized polynomial identities with coeffi cients in
Qmr(R) (see [4]).
Fact 3.(Lemma 2 in [4]) Let R be a prime ring and Qmr(R) is the maximal right
ring of quotients of R. Suppose that B is a basis of Qmr(R) over C. Let αi, qi ∈ B,
then mi = q0y1q1 . . . ynqn are called monomials and hence any element in the free
product T is of the form g =

∑
i αimi. In that case, the generalized polyno-

mial g =
∑

i αimi is zero in T if and only if αi = 0 for all i. Consequently for
hi (X1, . . . , Xn) , ki (X1, . . . , Xn) ∈ T and

g1 (X1, . . . , Xn) =

n∑
i=1

Xihi(X1, . . . , Xn),

g2 (X1, . . . , Xn) =

n∑
i=1

Xiki(X1, . . . , Xn)

if a1, a2 ∈ Qmr(R) are linearly independent over C and

a1g1 (X1, . . . , Xn) + a2g2 (X1, . . . , Xn) = 0 ∈ T,

then both g1 (X1, . . . , Xn) and g2 (X1, . . . , Xn) are zero in T .
In the present paper, we consider F as a right b-generalized derivation of R

with associated map d of R and b ∈ R. It is proved in [10] that if R is a prime
ring with b 6= 0, then the associated map d must be a derivation of R. For some
a, b, c ∈ Qml(R), the map F (x) = ax + cxb is an example of right b-generalized
derivation of R and called X-inner right b-generalized derivation.

3. The case of inner b-generalized derivations

Lemma 2. Let R be a prime ring and s, a, b, c ∈ R with b, s 6= 0. Suppose that
s (xa+ cxb)

n
= 0 for all x ∈ R where n is a fixed positive integer. If R does not

satisfy any nontrivial generalized polynomial identity, then there exists some β ∈ C
such that a = βb and either s(c+ β) = 0 or b(c+ β) = 0.

Proof. If R does not satisfy any nontrivial generalized polynomial identity, then

s(Xa+ cXb)n = 0 ∈ T. (1)

We suppose that a 6= 0. By (1),

s(Xa+ cXb)n−1Xa+ s(Xa+ cXb)n−1cXb = 0 ∈ T.

First we consider the case when a and b are linearly C-independent. Then using
Fact 3, we have s(Xa+cXb)n−1Xa = 0. The monomial s(Xa)n is nontrivial in the
last equation since s 6= 0 and a 6= 0, which contradicts with the assumption that R
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is not a GPI-ring. Thus a and b must be linearly dependent on C. In that case,
there exists some β ∈ C such that a = βb. Writing this in (1), we have

0 = s(Xβb+ cXb)n = s(c+ β)(Xb(c+ β))n.

In view of Theorem 2 in [7], we obtain s(c+ β) = 0 or b(c+ β) = 0. �

Lemma 3. Let R be a prime ring s, a, b, c ∈ R with s, b 6= 0. Suppose that
s ((xa+ cx)b)

n
= 0 for all x ∈ R where n is a fixed positive integer. Then there

exists β ∈ C such that (a− β)b = 0 and either s(c+ β) = 0 or b(c+ β) = 0.

Proof. First suppose that R does not satisfy any nontrivial generalized polynomial
identity. Then

s ((Xa+ cX)b)
n
= 0 ∈ T. (2)

Suppose that s 6= 0, a 6= 0. By (2) we have

s ((Xa+ cX)b)
n−1

Xab+ ((Xa+ cX)b)
n−1

cXb = 0 ∈ T.
Now consider the case when ab and b are linearly C-independent. Using Fact 3 we
obtain s ((Xa+ cX)b)n−1Xab = 0 ∈ T . The monomial s(Xab)n is nontrivial since
s 6= 0, a 6= 0, which contradicts with the assumption on R for not being a GPI-ring.
Hence ab and b must be linearly dependent over C. In that case, there exists some
β ∈ C such that (a− β)b = 0. So the equation (2) becomes

0 =s ((Xa+ cX)b)
n

=s ((X(a− β) + (c+ β)X)b)n

=s(c+ β)(Xb(c+ β))n. (3)

In view of Theorem 2 in [7], we have s(c+ β) = 0 or b(c+ β) = 0.
Now suppose that R satisfies a nontrivial generalized polynomial identity, i.e.,

R is a GPI-ring. By Theorem 2 in [4]

s ((xa+ cx)b)
n
= 0 (4)

for all x ∈ RC. If C is an infinite field, then let F denote the algebraic closure of
C and if C is a finite field, then let F = C. Hence the equation (4) holds for all
x ∈ R′ where R′ = RC ⊗C F . In the light of Theorem 3.5 in [5], R′ is a centrally
closed prime F -algebra. By Theorem 3 in [13], R′ is a primitive ring with a minimal
idempotent e such that eR′e = Fe and there exists a right vector space VF such
that R′ acts densely on VF .
For a given v ∈ V , the first aim is to see that (ab)v and bv are linearly dependent

over F . First suppose that (ab)v and bv are linearly independent over F . By the
density of R′, there exists x ∈ R′ such that x(ab)v = v , xbv = 0. Using this in (4),
we obtain

0 = s ((xa+ cx)b)
n
v = sv.

Since the action of R′ on VF is faithful then s = 0, which leads a contradiction.
Thus we may assume that a(bv) and bv are linearly dependent on F .
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Case 1. If dimF (bV ) = 1, then we may choose v′ ∈ V such that bV = bv′F and
write abv′ = bv′γ for some γ ∈ F . Let v ∈ V and bv = α′bv′ for some α′ ∈ F . Then

abv = aα′bv′ = α′abv′ = γ′α′bv′ = γ′bv.

that is abv and bv are linearly F -dependent. The equation

abv = γ′bv

gives ab = γ′b since the action of R′ on VF is faithful.
Case 2. If dimF (bV ) ≥ 2, then there exists some β′ ∈ C such that abv = β′bv

which means (a− β′)b = 0 by a similar argument above. Using this in (4), we have

0 = s
(
(x(a− β′) + (c+ β′)x)b

)n
= s(c+ β′)

(
xb(c+ β′)

)n
for all x ∈ R′. By Theorem 2 in [7], we have s(c+ β′) = 0 or b(c+ β′) = 0. Hence
in either cases there exists some β′ ∈ C such that ab = β′b.
Let {µ0, µ1, . . .} be a basis for F over C and let µ0 = 1. Writing

β′ = βµ0 + β1µ1 + . . . for β, β1 ∈ C, we obtain β = β′ and ab = βb for β ∈ C that
is (a − β)b = 0. Thus it follows from the calculations in (3) that s(c + β) = 0 or
b(c+ β) = 0. �

Proposition 4. Let R be a prime ring and s, a, b, c ∈ R with s 6= 0, b 6= 0. Suppose
that s(xa+ cxb)n = 0 for all x ∈ R, then there exists some β ∈ C such that a = βb
and either s(c+ β) = 0 or b(c+ β) = 0.

Proof. It is well known that
s(xa+ cxb)n = 0 (5)

holds for all x ∈ Qml(R). First suppose that R is not a generalized polynomial
identity ring. Then the desired result follows from Lemma 2.
Now suppose that R is a GPI-ring. Since Qml(R) is also a prime GPI-ring and

a centrally closed prime ring then it follows from Martindale’s Theorem in [13]
that Qml(R) is a primitive ring with nonzero socle H. Let H be the socle of
Qml(R) and H is a regular ring, that is for any w ∈ H, wzw = w for some z ∈ H.
Let Annr(z) = {x ∈ H|zx = 0} be the right annihilator of z in H and first
consider the case a, b ∈ H. Let w ∈ Annr(b). Substituting x by wx in (5) we have
s ((wx)a+ c(wx)b)

n
= 0 and hence

0 = s ((wx)a+ c(wx)b)
n
w = sw(xaw)n

for all x ∈ Qml(R). Using Theorem 2 in [7], we obtain either sw = 0 or aw = 0
that is w ∈ Annr(s) or w ∈ Annr(a). The first situation leads a contradiction so
w ∈ Annr(a) and hence Annr(b) ⊂ Annr(a).
For a, b ∈ H there exist u, v ∈ H such that aua = a and bvb = b since H is a

regular ring. Let f = ua and g = vb be two elements in H. It is easy to see that f
and g are idempotents. Since Annr(b) ⊂ Annr(a), then Annr(g) ⊂ Annr(f) and
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also (1−g)H ⊆ (1−f)H. Thus we have f(1−g) = 0. Here a = aua = af = afg =
afvb ∈ Hb.
For general case let w ∈ H. Substituting x by xw in (5) we have

0 = s ((xw)a+ c(xw)b)
n

for all x ∈ Qml(R). For wa,wb ∈ H by the calculations above it is clear that
wa ∈ Hwb ,i.e., there exists some t ∈ H such that wa = twb. Writing this in
(5), we have s ((xt+ cx)wb)n = 0. Using Lemma 3, there exists βw ∈ C such that
(t− βw)wb = 0. Since twb = βwwb, then wa = βwwb.
Fix an idempotent e′ ∈ H such that e′a 6= 0. Then

e′a = βe′b (6)

for some β ∈ C. Let f be an idempotent in H. Hence for some βf ∈ C, we have

fa = βffb. (7)

We wish to see that if fa 6= 0, then βf = β. Indeed there exists an idempotent
h ∈ H such that He′ +Hf = Hh and

ha = βhhb. (8)

Here it is clear that e′h = e′ and fh = h.

e′a = e′ha = e′βhhb = βhe
′b.

Using (6) in the last equation, we obtain βe′b = βhe
′b and so β = βh. Analogously

fa = fha = fβhhb = βhfb.

In view of (7), we have βh = βf and hence βf = β. Until now we have seen that for
an idempotent f in H, there exists some β ∈ C such that fa = βfb in case fa 6= 0.
Now let f ∈ H be an idempotent such that fa = 0. Our aim is to see fb = 0.

By Litoff’s Theorem (Theorem 4.3.11 in [1]), there exists an idempotent h ∈ H
such that e′, f ∈ hHh. If ha = 0, then e′a = e′ha = 0, which is a contradiction.
So we may assume that ha 6= 0. If ha 6= 0, then (h− f)a 6= 0. Here also note that
h− f is an idempotent. Since ha 6= 0 then by (8), ha = βhb for some β ∈ C. Also
(h − f)a 6= 0 implies (h − f)a = β(h − f)b and so fb = 0. Thus we obtain that if
fa = 0, then fb = 0 for any idempotent f ∈ H.
In both cases, we have f(a − βb) = 0 for all f ∈ H. Since H is a regular ring

then H(a−βb) = 0 implies a = βb for some β ∈ C. Using this result in (5), we have
s(xβb+cxb)n = s(β+c) (xb(β + c))

n
= 0 for all x ∈ Qml which implies s(c+β) = 0

or b(c+ β) = 0. �

4. The proof of the main theorem

Now we may state the proof of Theorem 1.
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Proof. In view of Theorem 2.3 in [10], there exist a derivation d : R → Qml and
a ∈ Qml such that

F (x) = xa+ d(x)b (9)
for all x ∈ R. If d is an X-inner derivation of R, then there exists some c ∈
Qml(R) such that d(x) = [c, x] for all x ∈ R. Hence by the hypothesis, we have
s (x(a− cb) + cxb)n = 0 for all x ∈ R. By Proposition 4, there exists some β ∈ C
such that a = (c+ β)b and either s(c+ β) = 0 or b(c+ β) = 0.
Now consider the case when d is not anX-inner derivation ofR. Using Kharchenko’s

well known result in [9], we have s (xa+ yb)n = 0 for all x, y ∈ R. In particular
s(yb)n = 0 for all y ∈ R. By Theorem 2 in [7], s = 0 or b = 0 which leads a
contradiction. So d must be an X-inner derivation of R and F (x) = (c + β)xb for
all x ∈ R and either s(c+ β) = 0 or b(c+ β) = 0. �
Example 5. Let R be the ring of 2× 2 upper triangular matrices over the field F,
i.e., R = {ue11 + we12 + ze22|u,w, z ∈ F}. For the right b-generalized derivation F
of R, define F (x) = xa+ cxb for all x ∈ R. If we choose

b = e11 + e12 + e22, a = e12, c = e11, s = e22 ∈ R
then, s(F (x))n = 0 for all x ∈ R where n ≥ 1 is a fixed positive integer but
s(c+ β) 6= 0 unless β = 0 in F.
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ROBUST STABILITY ANALYSIS FOR FUZZY STOCHASTIC
HOPFIELD NEURAL NETWORKS WITH TIME-VARYING

DELAYS
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Abstract. This paper investigates delay-dependent robust stability problem
of fuzzy stochastic Hopfield neural networks with random time-varying de-
lays. Moreover, in this paper, the stochastic delay is assumed to satisfy a
certain probability distribution. By introducing a stochastic variable with
Bernoulli distribution, the neural networks with random time delays is trans-
formed into one with deterministic delays and stochastic parameters. Based
on a Lyapunov-Krasovskii functional and stochastic analysis approach, delay-
probability-distribution-dependent stability criteria have been derived in terms
of linear matrix inequalities (LMIs), which can be checked easily by the LMI
control toolbox. Finally two numerical examples are given to illustrate the
effectiveness of the theoretical results.

1. Introduction

In recent decades, Neural Networks (NNs) especially recurrent neural networks
(RNNs) and Hopfield neural networks (HNNs) have been successfully applied in
various fields such as pattern recognition, optimization problems, associative mem-
ories, signal processing, etc., see [1] - [18]. One of the best important works is to
study the stability of the equilibrium point of NNs. Since time delays as a source
of instability and poor performance always appear in many neural networks owing
to the finite speed of information processing, the stability analysis for the delayed
neural network has received considerable attention [3—7].
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On the other hand, the stability analysis of stochastic systems with time de-
lays has been investigated by many researchers since stochastic modelling plays an
important role in many fields of science and engineering applications [8—16]. In
a real system, time delay often exists in a random form, that is, some values of
the time delay are very large. However the probability of the delay taking such
large values is very small and it may lead to a more conservative result, only if
the information of variation range of the time delay is considered. In addition, its
probabilistic characteristic such as Bernoulli distribution and the Poisson distrib-
ution can also be obtained by statistical methods. Therefore, it is necessary and
realizable to investigate the probability-distribution delay and therefore in recent
years, the stability problems of NNs with probability-distribution delay have been
widely investigated [17,18].
It is well known that fuzzy logic theory has shown to be an appealing and effi cient

approach to dealing with the analysis and synthesis problems for complex nonlinear
systems. The well-known Takagi-Sugeno (T-S) fuzzy model [19], is a popular and
convenient tool to transform a complex nonlinear system to a set of linear sub-
models via some fuzzy models by defining a linear input/output relationship as its
consequence of individual plant rule. Recently, a lot of research works have been
produced on T-S fuzzy model in the existing available literature [20—22].
Based on the above discussion, we consider the problem of delay-dependent ro-

bust stability analysis for uncertain fuzzy stochastic Hopfield neural networks with
time-varying delays. Some suffi cient condition for delay-probability-distribution-
dependent stability criteria of the addressed system have been derived in terms of
linear matrix inequalities by constructing proper Lyapunov-Krasovskii functional
and stochastic theory. Finally, numerical examples are provided to show the effec-
tiveness of the theoretical results.
Notations: Throughout this paper, Rn and Rn×n denote, respectively, the n-

dimensional Euclidean space and the set of all n×n real matrices. The superscript
T denotes the transposition and the notation X ≥ Y (respectively, X > Y ), where
X and Y are symmetric matrices, means that X − Y is positive semi-definite (re-
spectively, positive definite). In is the n× n identity matrix. ‖ · ‖ is the Euclidean
norm in Rn. Moreover, let

(
Ω,F , {Ft}t≥0, P

)
be a complete probability space with

a filtration {Ft}t≥0 satisfying the usual conditions (i.e. the filtration contains all
P -null sets and is right continuous). Denoted by LpF0

(
[−τ̄ , 0];Rn

)
the family of all

F0-measurable C
(
[−τ̄ , 0];Rn

)
-valued random variables ξ = {ξ(θ) : −τ̄ ≤ θ ≤ 0}

such that sup−τ̄≤θ≤0E|ξ(θ)|p <∞, where E{.} stands for the mathematical expec-
tation operator with respect to the given probability measure P .

2. Problem description and preliminaries

Consider the following uncertain stochastic HNNs with time—varying delays

dx(t) =
[
−A(t)x(t) +B(t)f(x(t)) +W (t)f(x(t− τ(t)))

]
dt
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+
[
H0(t)x(t) +H1(t)x(t− τ(t))

]
dω(t),

x(t) = φ(t), ∀t ∈ [−τ̄ , 0], (1)

where x(t) ∈ Rn is the neural state vector, f(x(t)) =
[
f1(x1(t)), . . . , fn(xn(t))

]T
∈

Rn is the neuron activation function with initial condition f(0) = 0. The time-
varying delay τ(t) satisfies

0 ≤ τ(t) ≤ τ̄ , τ̇(t) ≤ µ, (2)

where τ̄ and µ are constants. In (1), A(t) = A + ∆A(t), B(t) = B + ∆B(t),
W (t) = W + ∆W (t), H0(t) = H0 + ∆H0(t) and H1(t) = H1 + ∆H1(t). Further
A = diag{a1, a2, . . . , an} has positive entries ai > 0, B, W , H0, H1 are connection
weight matrices with appropriate dimensions and ∆A(t), ∆B(t), ∆W (t), ∆H0(t)
and ∆H1(t) denote the time-varying and norm-bounded uncertainties.
Assumption 2.1 The neuron activation function fi(xi) satisfies

0 ≤ fi(xi)− fi(yi)
xi − yi

≤ li ∀xi, yi ∈ R, xi 6= yi, i = 1, ..., n (3)

Assumptions 2.2 Considering the information of probability distribution of the
time delay τ(t), two sets and functions are defined by

Ω1 = {t : τ(t) ∈ [0, τ0)} and Ω2 = {t : τ(t) ∈ [τ0, τ̄ ]}

τ1(t) =

{
τ(t), for t ∈ Ω1

τ̄1, for t ∈ Ω2,
and τ2(t) =

{
τ(t), for t ∈ Ω2

τ̄2, for t ∈ Ω1,
(4)

τ̇1(t) ≤ µ1 < 1, τ̇2(t) ≤ µ2 < 1, (5)

where τ0 ∈ [0, τ̄ ], τ̄1 ∈ [0, τ0) and τ̄2 ∈ [τ0, τ̄ ]. It is easy to know t ∈ Ω1 means
the event τ(t) ∈ [0, τ0) occurs and t ∈ Ω2 means the event τ(t) ∈ [τ0, τ̄ ] occurs.
Therefore, a stochastic variable α(t) can be defined as

α(t) =

{
1, for t ∈ Ω1

0, for t ∈ Ω2.
(6)

Assumption 2.3 α(t) is a Bernoulli distributed sequence with

Prob{α(t) = 1} = E{α(t)} = α0, Prob{α(t) = 0} = 1− E{α(t)} = 1− α0,

where 0 ≤ α0 ≤ 1 is a constant and E{α(t)} is the expectation of α(t).

Remark 2.4 From Assumption 2.3, it is easy to know that

E{α(t)− α0} = 0, E{(α(t)− α0)2} = α0(1− α0).

By Assumption 2.2 and 2.3, the system (1) can be rewritten as

dx(t) =
[
−A(t)x(t) +B(t)f(x(t)) + α(t)W (t)f(x(t− τ1(t)))
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+(1− α(t))W (t)f(x(t− τ2(t)))
]
dt

+
[
H0(t)x(t) + α(t)H1(t)x(t− τ1(t)) + (1− α(t))H1(t)x(t− τ2(t))

]
dω(t), (7)

x(t) = ξ(t), t ∈ [−τ̄ , 0],

which is equivalent to

dx(t) =
[
−A(t)x(t) +B(t)f(x(t)) + α0W (t)f(x(t− τ1(t)))

+(1− α0)W (t)f(x(t− τ2(t)))

+(α(t)− α0)
(
W (t)f(x(t− τ1(t)))−W (t)f(x(t− τ2(t)))

)]
dt

+
[
H0(t)x(t) + α0H1(t)x(t− τ1(t)) + (1− α0)H1(t)x(t− τ2(t))

+(α(t)− α0)
(
H1(t)x(t− τ1(t))−H1(t)x(t− τ2(t))

)]
dω(t), (8)

x(t) = ξ(t), t ∈ [−τ̄ , 0].

Remark 2.5 In this paper, the probability distribution of the delay taking values
in some interval is assumed to be known in advance. Further, a new model of the
SNNs (8) has been derived, which can be seen as an extension of the common SNNs
(1). Specially, in the case of α(t) ≡ 1, system (8) becomes system (1). Moreover,
when the probability of time delay taking values is known a priori, the possible
values that the delay takes may be larger than those previously obtained results
based on the traditional methods, which will be illustrated via example later.
In this paper, we consider the following neural network with parameter uncertainties
and stochastic perturbations which is represented by a T-S fuzzy model. The kth
rule of the T-S fuzzy model is of the following form:
Plant Rule k:
IF θ1(t) is ηk1 and . . . and θp(t) is η

k
p

THEN

dx(t) =
[
−Ak(t)x(t) +Bk(t)f(x(t)) + α0Wk(t)f(x(t− τ1(t)))

+(1− α0)Wk(t)f(x(t− τ2(t)))

+(α(t)− α0)
(
Wk(t)f(x(t− τ1(t)))−Wk(t)f(x(t− τ2(t)))

)]
dt

+
[
H0k(t)x(t) + α0H1k(t)x(t− τ1(t)) + (1− α0)H1k(t)x(t− τ2(t))

+(α(t)− α0)
(
H1k(t)x(t− τ1(t))−H1k(t)x(t− τ2(t))

)]
dω(t), (9)

x(t) = ξ(t), t ∈ [−τ̄ , 0], k = 1, 2, ..., r,
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where ηki (i = 1, 2, ..., p) is the fuzzy set, θ(t) =
[
θ1(t), θ2(t), ..., θp(t)

]T
is the

premise variable vector and r is the number of IF-THEN rules. ω(t) is a one-

dimensional Brownian motion defined on
(

Ω,Ft, {Ft}t≥0, P
)
. ξ ∈ L2

F0([−τ̄ , 0];Rn)

is the initial value of (9). Ak, Bk, Wk, H0k and H1k are constant known real
matrices. ∆Ak(t), ∆Bk(t), ∆Wk(t), ∆H0k(t) and ∆H1k(t) denote the time-varying
parameter uncertainties and we make the following assumption.
The parameter uncertainties ∆Ak(t), ∆Bk(t), ∆Wk(t), ∆H0k(t) and ∆H1k(t) are
of the form: [

∆Ak(t) ∆Bk(t) ∆Wk(t) ∆H0k(t) ∆H1k(t)
]

= GF (t)
[
EAk EBk EWk EH0

k EH1

k

]
, (10)

where G, EAk , E
B
k , E

W
k , E

H0

k and EH1

k are known real constant matrices with ap-
propriate dimensions, and F (t) is the time-varying uncertain matrix which satisfies

FT (t)F (t) ≤ I. (11)

The defuzzified output of the T-S fuzzy system (9) is represented as follows:

dx(t) =

r∑
k=1

µk(θ(t))
{[
−Ak(t)x(t) +Bk(t)f(x(t)) + α0Wk(t)f(x(t− τ1(t)))

+(1− α0)Wk(t)f(x(t− τ2(t)))

+(α(t)− α0)
(
Wk(t)f(x(t− τ1(t)))−Wk(t)f(x(t− τ2(t)))

)]
dt

+
[
H0k(t)x(t) + α0H1k(t)x(t− τ1(t)) + (1− α0)H1k(t)x(t− τ2(t))

+(α(t)− α0)
(
H1k(t)x(t− τ1(t))−H1k(t)x(t− τ2(t))

)]
dω(t)

}
, (12)

where

µk(θ(t)) =
υk(θ(t))
r∑
j=1

υj(θ(t))
, υk(θ(t)) =

p∏
j=1

ηkj (θj(t))

in which ηkj (θj(t)) is the grade of membership of θj(t) in ηkj . According to the
theory of fuzzy sets, we have

υk(θ(t)) ≥ 0, k = 1, 2, ..., r,
r∑

k=1

υk(θ(t)) > 0 for all t. Therefore, it implies

µk(θ(t)) ≥ 0, k = 1, 2, ..., r,
r∑

k=1

µk(θ(t)) = 1 for all t.

Let x(t; ξ) denotes the state trajectory of system (12) from the initial value x(θ) =
ξ(θ) on −τ̄ ≤ θ ≤ 0 in L2

F0([−τ̄ , 0];Rn). It is easy to see that system (12) admits a
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trivial solution x(t; 0) ≡ 0.

The following definition and lemmas are used to prove our main result.

Definition 2.6 [22] For system (9) and every ξ ∈ L2
F0([−∞, 0];Rn), the trivial

solution is asymptotically stable in the mean square if

lim
t→∞

E|x(t; ξ)|2 = 0.

Lemma 2.7 [23] Let D and N be real constant matrices of appropriate di-
mensions, matrix F (t) satisfies FT (t)F (t) ≤ I. Then (i) for any scalar ε > 0,
DF (t)N +NTFT (t)DT ≤ ε−1DDT + εNTN .
(ii) For any P > 0, 2aT b ≤ aTP−1a+ bTPb.

Lemma 2.8 [24] For any constant matrix M ∈ Rn×n, M = MT > 0, scalar
η > 0, vector function ω : [0, η] → Rn such that the integrations are well defined,
the following inequality holds(∫ η

0

ω(s)ds
)T
M
(∫ η

0

ω(s)ds
)
≤ η

∫ η

0

ωT (s)Mω(s)ds.

Lemma 2.9 [25] Let M , P , Q be the given matrices such that Q > 0, then[
P MT

M −Q

]
< 0 ⇐⇒ P +MTQ−1M < 0.

Lemma 2.10 [26] Let U , V (t), W andM be real matrices of appropriate dimen-
sion with M satisfying M = MT , then

M + UV (t)W +WTV T (t)UT < 0 forall V T (t)V (t) ≤ I,
if and only if there exists a scalar ε > 0 such that

M + ε−1UUT + εWTW < 0.

Lemma 2.11 [27] Assume that a(·) ∈ Rna , b(·) ∈ Rnb and N ∈ Rna×nb are
defined on the interval Ω. Then for any matrices X ∈ Rna×na , Y ∈ Rna×nb and
Z ∈ Rnb×nb , the following holds

−2

∫
Ω

aT (α)Nb(α)dα ≤
∫
Ω

[
a(α)
b(α)

]T [
X Y −N

Z

] [
a(α)
b(α)

]
dα, where

[
X Y

Z

]
≥ 0.

3. Main Results

In this section, we consider a general stochastic system dx(t) = f(x(t), t)dt +
g(x(t), t)dω(t) on t ≥ t0 with initial value x(t0) = x0 ∈ Rn, where f : Rn ×
R+ → Rn and g : Rn × R+ → Rn×m. Let C2,1(Rn × R+;R+) denotes the family
of all nonnegative functions V (x(t), t) on Rn × R+ which are continuously twice
differentiable in x and once differentiable in t. Let V ∈ C2,1(Rn × R+;R+), an
operator LV is defined from Rn × R+ to R by

LV (x(t), t) = Vt(x(t), t) + Vx(x(t), t)f(x(t), t)
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+
1

2
trace

[
gT (x(t), t)Vxx(x(t), t)g(x(t), t)

]
,

where

Vt(x(t), t) =
∂V (x(t), t)

∂t
, Vx(x(t), t) =

(∂V (x(t), t)

∂x1
, ...,

∂V (x(t), t)

∂xn

)
,

Vxx(x(t), t) =
(∂2V (x(t), t)

∂xi∂xj

)
n×n

.

Then, by Ito’s formula, one can have

EV (x(t), t) = EV (x0, t0) + E
t∫

t0

LV (x(s), s)ds. (13)

Now, we define the following variables:

Ā+ ∆Ā(t) =

r∑
k=1

µk(θ(t))
(
Ak + ∆Ak(t)

)
, B̄ + ∆B̄(t) =

r∑
k=1

µk(θ(t))
(
Bk + ∆Bk(t)

)
,

W̄ + ∆W̄ (t) =

r∑
k=1

µk(θ(t))
(
Wk + ∆Wk(t)

)
,

H̄0 + ∆H̄0(t) =

r∑
k=1

µk(θ(t))
(
H0k + ∆H0k(t)

)
,

H̄1 + ∆H̄1(t) =

r∑
k=1

µk(θ(t))
(
H1k + ∆H1k(t)

)
,

by using the above notations and parameter uncertainties are not taken into ac-
count, then system (12) can be rewritten as

dx(t) =
[
− Āx(t) + B̄f(x(t)) + α0W̄f(x(t− τ1(t))) + (1− α0)W̄f(x(t− τ2(t)))

+(α(t)− α0)
(
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

)]
dt

+
[
H̄0x(t) + α0H̄1x(t− τ1(t)) + (1− α0)H̄1x(t− τ2(t))

+(α(t)− α0)
(
H̄1x(t− τ1(t))− H̄1x(t− τ2(t))

)]
dω(t). (14)

Now, we discuss the stability criteria for stochastic neural network (14) without
uncertainties as follows

Theorem 3.1 For given scalars τ̄1, τ̄2, µ1, µ2, and 0 < α0 < 1 satisfying
α0µ1 < 1, the SNNs (14) is globally asymptotically stable in the mean square,
if there exist symmetric positive definite matrices P > 0, Qi > 0 (i = 1, 2, 3, 4, 5, 6),
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R1 > 0, R2 > 0, Z1 > 0, and Z2 > 0, for any matrices X, Y and positive diagonal
matrices K1 > 0, K2 > 0 and K3 > 0 such that the following LMIs

[
X Y

Z1

]
≥ 0 and

[
X Y

Z2

]
≥ 0 (15)

Υk =



Ωk τ̄1η1Z1 στ̄1η2Z1 τ̄2η1Z2 στ̄2η2Z2 ϑ1P̄ σϑ2P̄ Y Y
−τ̄1Z1 0 0 0 0 0 0 0
∗ −τ̄1Z1 0 0 0 0 0 0
∗ ∗ −τ̄2Z2 0 0 0 0 0
∗ ∗ ∗ −τ̄2Z2 0 0 0 0
∗ ∗ ∗ ∗ −P̄ 0 0 0
∗ ∗ ∗ ∗ ∗ −P̄ 0 0
∗ ∗ ∗ ∗ ∗ ∗ −R1 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −R2


< 0

(16)
hold for k = 1, 2, ..., r, where Ωk = (Ωki,j)12×12 with

Ωk1,1 = −PAk −AkP + α0τ̄1X + (1− α0)τ̄2X + 2Y +Q1 +Q2 +Q3 +Q4 +Q5 +Q6,

Ωk1,2 = 0, Ωk1,3 = −α0Y, Ωk1,4 = 0, Ωk1,5 = −(1− α0)Y, Ωk1,6 = Ωk1,7 = 0,

Ωk1,8 = PBk + LK1, Ωk1,9 = α0PWk, Ωk1,10 = (1− α0)PWk, Ωk1,11 = Ωk1,12 = 0,

Ωk2,2 = −(1− α0µ1)Q1, Ωk2,3 = 0,

Ωk2,4 = Ωk2,5 = Ωk2,6 = Ωk2,7 = Ωk2,8 = Ωk2,9 = Ωk2,10 = Ωk2,11 = Ωk2,12 = 0,

Ωk3,3 = −(1− µ1)Q5, Ωk3,4 = Ωk3,5 = Ωk3,6 = Ωk3,7 = Ωk3,8 = 0,

Ωk3,9 = LK2, Ωk3,10 = Ωk3,11 = Ωk3,12 = 0, Ωk4,4 = −Q2,

Ωk4,5 = Ωk4,6 = Ωk4,7 = Ωk4,8 = Ωk4,9 = Ωk4,10 = Ωk4,11 = Ωk4,12 = 0,

Ωk5,5 = −(1− µ2)Q6, Ωk5,6 = 0, Ωk5,7 = Ωk5,8 = Ωk5,9 = 0, Ωk5,10 = LK3,

Ωk5,11 = Ωk5,12 = 0, Ωk6,6 = −Q3, Ωk6,7 = Ωk6,8 = Ωk6,9 = 0,

Ωk6,10 = Ωk6,11 = Ωk6,12 = 0, Ωk7,7 = −(1− α0µ2)Q4,

Ωk7,8 = Ωk7,9 = Ωk7,10 = Ωk7,11 = Ωk7,12 = 0, Ωk8,8 = −2K1,

Ωk8,9 = Ωk8,10 = Ωk8,11 = Ωk8,12 = 0, Ωk9,9 = −2K2,

Ωk9,10 = Ωk9,11 = Ωk9,12 = 0, Ωk10,10 = −2K3, Ωk10,11 = Ωk10,12 = 0,
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Ωk11,11 = −
(1− α0

τ̄1

)
Z1, Ωk11,12 = 0,

Ωk12,12 = −
(α0

τ̄2

)
Z2,

η1 =
[
−Ak 0 0 0 0 0 0 Bk α0Wk (1− α0)Wk 0 0

]T
,

η2 =
[
0 0 0 0 0 0 0 0 Wk −Wk 0 0

]T
,

ϑ1 =
[
H0k 0 α0H1k 0 (1− α0)H1k 0 0 0 0 0 0 0

]T
,

ϑ2 =
[
0 0 H1k 0 −H1k 0 0 0 0 0 0 0

]T
,

σ =
√
α0(1− α0), P̄ = P + τ̄1R1 + τ̄2R2.

Proof: Denoting,

y(t) = −Āx(t) + B̄f(x(t)) + α0W̄f(x(t− τ1(t))) + (1− α0)W̄f(x(t− τ2(t)))

+(α(t)− α0)
(
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

)
, (17)

g(t) = H̄0x(t) + α0H̄1x(t− τ1(t)) + (1− α0)H̄1x(t− τ2(t))

+(α(t)− α0)
(
H̄1x(t− τ1(t))− H̄1x(t− τ2(t))

)
. (18)

The system (14) can be written as

dx(t) = y(t)dt+ g(t)dω(t). (19)

Integrating (19) from t − τ1(t) to t, and from t − τ2(t) to t, we get the following
equalities

x(t− τ1(t)) = x(t)−
t∫

t−τ1(t)

y(s)ds−
t∫

t−τ1(t)

g(s)dω(s) (20)

x(t− τ2(t)) = x(t)−
t∫

t−τ2(t)

y(s)ds−
t∫

t−τ2(t)

g(s)dω(s), (21)

we can rewrite (14) as

dx(t) =
[
− Āx(t) + B̄f(x(t)) + α0W̄G(x(t− τ1(t)))x(t− τ1(t))

+(1− α0)W̄G(x(t− τ2(t)))x(t− τ2(t))

+
(
α(t)− α0

)(
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

)]
dt
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+
[
H̄0x(t) + α0H̄1x(t− τ1(t)) + (1− α0)H̄1x(t− τ2(t))

+
(
α(t)− α0

)(
H̄1x(t− τ1(t))

−H̄1x(t− τ2(t))
)]
dω(t), (22)

where G(x(t)) = diag
(
h1(x1(t)), h2(x2(t)), ..., hn(xn(t))

)
and 0 ≤ hj(xj(t)) =

fj(xj(t))/(xj(t)) ≤ lj . Moreover, by substituting (20) and (21) into (22), we obtain

dx(t) =
[
− Āx(t) + B̄f(x(t)) + α0W̄G(x(t− τ1(t)))x(t)

−α0W̄G(x(t− τ1(t)))

t∫
t−τ1(t)

y(s)ds− α0W̄G(x(t− τ1(t)))

t∫
t−τ1(t)

g(s)dω(s)

+(1− α0)W̄G(x(t− τ2(t)))x(t)− (1− α0)W̄G(x(t− τ2(t)))

t∫
t−τ2(t)

y(s)ds

−(1− α0)W̄G(x(t− τ2(t)))

t∫
t−τ2(t)

g(s)dω(s)

+
(
α(t)− α0

)(
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

)]
dt

+
[
H̄0x(t) + α0H̄1x(t− τ1(t)) + (1− α0)H̄1x(t− τ2(t))+(
α(t)− α0

)(
H̄1x(t− τ1(t))− H̄1x(t− τ2(t))

)]
dω(t). (23)

Choose a Lyapunov-Krasovskii functional candidate as follows

V (x(t), t) = xT (t)Px(t) +

t∫
t−α0τ1(t)

xT (s)Q1x(s)ds+

t∫
t−τ0

xT (s)Q2x(s)ds

+

t∫
t−τ̄

xT (s)Q3x(s)ds+

t∫
t−α0τ2(t)

xT (s)Q4x(s)ds+

t∫
t−τ1(t)

xT (s)Q5x(s)ds

+

t∫
t−τ2(t)

xT (s)Q6x(s)ds+

0∫
−τ̄1

t∫
t+β

yT (α)Z1y(α)dαdβ +

0∫
−τ̄2

t∫
t+β

yT (α)Z2y(α)dαdβ
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+

0∫
−τ̄1

t∫
t+β

gT (α)R1g(α)dαdβ +

0∫
−τ̄2

t∫
t+β

gT (α)R2g(α)dαdβ. (24)

By Ito’s formula, we can calculate LV (x(t), t) along with (24), then we have

dV (x(t), t) = LV (x(t), t) + 2xT (t)Pg(t)dω(t), (25)

where

LV (x(t), t) ≤ 2xT (t)P
[
− Āx(t) + B̄f(x(t)) + α0W̄G(x(t− τ1(t)))x(t)

−α0W̄G(x(t− τ1(t)))

t∫
t−τ1(t)

y(s)ds− α0W̄G(x(t− τ1(t)))

t∫
t−τ1(t)

g(s)dω(s)

+(1− α0)W̄G(x(t− τ2(t)))x(t)− (1− α0)W̄G(x(t− τ2(t)))

t∫
t−τ2(t)

y(s)ds

−(1− α0)W̄G(x(t− τ2(t)))

t∫
t−τ2(t)

g(s)dω(s)

+
(
α(t)− α0

)(
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

)]
+gT (t)Pg(t) + xT (t)Q1x(t)− (1− α0µ1)xT (t− α0τ1(t))Q1x(t− α0τ1(t))

+xT (t)Q2x(t)− xT (t− τ0)Q2x(t− τ0) + xT (t)Q3x(t)− xT (t− τ̄)Q3x(t− τ̄)

+xT (t)Q4x(t)− (1− α0µ2)xT (t− α0τ2(t))Q4x(t− α0τ2(t))

+xT (t)Q5x(t)− (1− µ1)xT (t− τ1(t))Q5x(t− τ1(t)) + xT (t)Q6x(t)

−(1− µ2)xT (t− τ2(t))Q6x(t− τ2(t))

+τ̄1y
T (t)Z1y(t)−

t∫
t−τ̄1

yT (s)Z1y(s)ds

+τ̄2y
T (t)Z2y(t)−

t∫
t−τ̄2

yT (s)Z2y(s)ds+ τ̄1g
T (t)R1g(t)
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−
t∫

t−τ̄1

gT (s)R1g(s)ds+ τ̄2g
T (t)R2g(t)−

t∫
t−τ̄2

gT (s)R2g(s)ds. (26)

Define a(·), b(·) andN in Lemma 2.11 as a(α) = x(t), b(α) = y(s), N = PW̄G(x(t−
τ1(t))) and using (20), then

−2α0x
T (t)PW̄G(x(t− τ1(t)))

t∫
t−τ1(t)

y(s)ds

≤ α0

t∫
t−τ1(t)

[
x(t)
y(s)

]T [
X Y − PW̄G(x(t− τ1(t)))

Z1

] [
x(t)
y(s)

]
ds

≤ α0

{
τ̄1x

T (t)Xx(t) + 2xT (t)[Y − PW̄G(x(t− τ1(t)))]

t∫
t−τ1(t)

y(s)ds

+

t∫
t−τ1(t)

yT (s)Z1y(s)ds
}

≤ α0τ̄1x
T (t)Xx(t) + 2α0x

T (t)Y x(t)− 2α0x
T (t)Y x(t− τ1(t))

−2α0x
T (t)Y

t∫
t−τ1(t)

g(s)dω(s)− 2α0x
T (t)PW̄G(x(t− τ1(t)))x(t)

2 + α0x
T (t)PW̄f(x(t− τ1(t))) + 2α0x

T (t)PW̄G(x(t− τ1(t)))

t∫
t−τ1(t)

g(s)dω(s)

+α0

t∫
t−τ1(t)

yT (s)Z1y(s)ds. (27)

Define a(.), b(.) andN in Lemma 2.11 as a(α) = x(t), b(α) = y(s), N = PW̄G(x(t−
τ2(t))) and using (21), then

−2(1− α0)xT (t)PW̄G(x(t− τ2(t)))

t∫
t−τ2(t)

y(s)ds
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≤ (1− α0)

t∫
t−τ2(t)

[
x(t)
y(s)

]T [
X Y − PW̄G(x(t− τ2(t)))

Z2

] [
x(t)
y(s)

]
ds

≤ (1− α0)τ̄2x
T (t)Xx(t) + 2(1− α0)xT (t)Y x(t)− 2(1− α0)xT (t)Y x(t− τ2(t))

−2(1− α0)xT (t)Y

t∫
t−τ2(t)

g(s)dω(s)− 2(1− α0)xT (t)PW̄G(x(t− τ2(t)))x(t)

+2(1− α0)xT (t)PW̄f(x(t− τ2(t))) + 2(1− α0)xT (t)PW̄G(x(t− τ2(t)))

×
t∫

t−τ2(t)

g(s)dω(s) + (1− α0)

t∫
t−τ2(t)

yT (s)Z2y(s)ds. (28)

Here

f(x(t− τ1(t))) = G(x(t− τ1(t)))x(t− τ1(t)), and

f(x(t− τ2(t))) = G(x(t− τ2(t)))x(t− τ2(t))

are used. Using (27) and (28) in (26), we have

LV (x(t), t) ≤ −2xT (t)PĀx(t) + 2xT (t)PB̄f(x(t)) + α0τ̄1x
T (t)Xx(t)

−2α0x
T (t)Y x(t− τ1(t))− 2α0x

T (t)Y

t∫
t−τ1(t)

g(s)dω(s)

+2α0x
T (t)PW̄f(x(t− τ1(t)))− (1− α0)

t∫
t−τ1(t)

yT (s)Z1y(s)ds

+(1− α0)τ̄2x
T (t)Xx(t) + 2xT (t)Y x(t)− 2(1− α0)xT (t)Y x(t− τ2(t))

−2(1− α0)xT (t)Y

t∫
t−τ2(t)

g(s)dω(s) + 2(1− α0)xT (t)PW̄f(x(t− τ2(t)))

−α0

t∫
t−τ2(t)

yT (s)Z2y(s)ds+ 2
(
α(t)− α0

)

×xT (t)P
(
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

)
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+gT (t)
(
P + τ̄1R1 + τ̄2R2

)
g(t) + xT (t)Q1x(t)

−(1− α0µ1)xT (t− α0τ1(t))Q1x(t− α0τ1(t))

+xT (t)Q2x(t)− xT (t− τ0)Q2x(t− τ0) + xT (t)Q3x(t)− xT (t− τ̄)Q3x(t− τ̄)

+xT (t)Q4x(t)− (1− α0µ2)xT (t− α0τ2(t))Q4x(t− α0τ2(t)) + xT (t)Q5x(t)

−(1− µ1)xT (t− τ1(t))Q5x(t− τ1(t))

+xT (t)Q6x(t)− (1− µ2)xT (t− τ2(t))Q6x(t− τ2(t))

+yT (t)
(
τ̄1Z1 + τ̄2Z2

)
y(t)

−
t∫

t−τ1(t)

gT (s)R1g(s)ds−
t∫

t−τ2(t)

gT (s)R2g(s)ds. (29)

For symmetric positive definite matrices R1, and R2, it follows from Lemma 2.7
that

1

α0

{
− 2xT (t)Y

t∫
t−τ1(t)

g(s)dω(s)
}
≤ 1

α0

{
xT (t)Y R−1

1 Y Tx(t)

+
( t∫
t−τ1(t)

g(s)dω(s)
)T
R1

( t∫
t−τ1(t)

g(s)dω(s)
)}
, (30)

1

1− α0

{
− 2xT (t)Y

t∫
t−τ2(t)

g(s)dω(s)
}
≤ 1

1− α0

{
xT (t)Y R−1

2 Y Tx(t)

+
( t∫
t−τ2(t)

g(s)dω(s)
)T
R2

( t∫
t−τ2(t)

g(s)dω(s)
)}
. (31)

It is clear from (3) that

fj(xj(t))
[
fj(xj(t))− ljxj(t)

]
≤ 0, (32)

fj(xj(t− τ i(t)))
[
fj(xj(t− τ i(t)))− ljxj(t− τ i(t))

]
≤ 0, j = 1, 2, .., n.(33)
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From inequalities (32) and (33), for any positive diagonal matricesKi = diag(ki1, ki2, ..., kin),
i = 1, 2, 3, the following inequalities hold

0 ≤ −2

n∑
j=1

k1jfj(xj(t))
[
fj(xj(t))− ljxj(t)

]
− 2

2∑
i=1

n∑
j=1

k(i+1)jfj(xj(t− τ i(t)))

×
[
fj(xj(t− τ i(t)))− ljxj(t− τ i(t))

]
= 2xT (t)LK1f(x(t))− 2fT (x(t))K1f(x(t))

+2xT (t− τ1(t))LK2f(x(t− τ1(t)))− 2fT (x(t− τ1(t)))

K2f(x(t− τ1(t))) + 2xT (t− τ2(t))LK3f(x(t− τ2(t)))

−2fT (x(t− τ2(t)))K3f(x(t− τ2(t))). (34)

where L = diag
(
l1, l2, ..., ln

)
. By Remark 2.4, it is easy to know

E
{

2
(
α(t)− α0

)
xT (t)P

(
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

)}
= 0 (35)

E
{
yT (t)Z1y(t)

}
= E

{[
− Āx(t) + B̄f(x(t)) + α0W̄f(x(t− τ1(t)))

+(1− α0)W̄f(x(t− τ2(t)))
]T

×Z1

[
− Āx(t) + B̄f(x(t)) + α0W̄f(x(t− τ1(t))) + (1− α0)W̄f(x(t− τ2(t)))

]
+2(α(t)− α0)

[
− Āx(t) + B̄f(x(t)) + α0W̄f(x(t− τ1(t))) + (1− α0)W̄

×f(x(t− τ2(t)))
]
Z1

[
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

]
+
(
α(t)− α0

)2
×
[
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

]T
Z1

×
[
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

]}
=
[
− Āx(t) + B̄f(x(t)) + α0W̄f(x(t− τ1(t))) + (1− α0)W̄f(x(t− τ2(t)))

]T
Z1

×
[
− Āx(t) + B̄f(x(t)) + α0W̄f(x(t− τ1(t))) + (1− α0)W̄f(x(t− τ2(t)))

]
+α0(1− α0)

[
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

]T
Z1

×
[
W̄f(x(t− τ1(t)))− W̄f(x(t− τ2(t)))

]
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E
{
yT (t)Z1y(t)

}
= ζT (t)

{
η1Z1η

T
1 + α0(1− α0)η2Z1η

T
2

}
ζ(t). (36)

Similarly we have,

E
{
yT (t)Z2y(t)

}
= ζT (t)

{
η1Z2η

T
1 + α0(1− α0)η2Z2η

T
2

}
ζ(t), (37)

and

E
{
gT (t)(P + τ̄1R1 + τ̄2R2)g(t)

}
= ζT (t)

{
ϑ1P̄ ϑ

T
1 + α0(1− α0)ϑ2P̄ ϑ

T
2

}
ζ(t). (38)

E
{( t∫

t−τ1(t)

g(s)dω(s)
)T
R1

( t∫
t−τ1(t)

g(s)dω(s)
)}

= E
{ t∫
t−τ1(t)

gT (s)R1g(s)ds
}
(39)

E
{( t∫

t−τ2(t)

g(s)dω(s)
)T
R2

( t∫
t−τ2(t)

g(s)dω(s)
)}

= E
{ t∫
t−τ2(t)

gT (s)R2g(s)ds
}
.

(40)

Using Lemma 2.8 in (29) and substituting (29)-(31), (34) into (25) and taking
mathematical expectation on both sides of (25) then using (35)-(40), we can get

EdV (x(t), t) = E
{
LV (x(t), t)

}
≤ ζT (t)

{
Ω̄ + τ̄1η1Z1η

T
1 + τ̄1α0(1− α0)η2Z1η

T
2 + τ̄2η1Z2η

T
1

+τ̄2α0(1− α0)η2Z2η
T
2 + ϑ1P̄ ϑ

T
1 + α0(1− α0)ϑ2P̄ ϑ

T
2

+Y R−1
1 Y T + Y R−1

2 Y T
}
ζ(t), (41)

where

ζ(t) =
[
xT (t) xT (t− α0τ1(t)) xT (t− τ1(t)) xT (t− τ0) xT (t− τ2(t))

xT (t− τ̄) xT (t− α0τ2(t)) fT (x(t)) fT (x(t− τ1(t))) fT (x(t− τ2(t)))( t∫
t−τ1(t)

y(s)ds
)T ( t∫

t−τ2(t)

y(s)ds
)T ]T

.

Let us define,

Ῡ = Ω̄ + τ̄1η1Z1η
T
1 + τ̄1α0(1− α0)η2Z1η

T
2 + τ̄2η1Z2η

T
1

+τ̄2α0(1− α0)η2Z2η
T
2 + ϑ1P̄ ϑ

T
1 + α0(1− α0)ϑ2P̄ ϑ

T
2

+Y R−1
1 Y T + Y R−1

2 Y T < 0.
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Considering µk(θ(t)) ≥ 0 (k = 1, 2, ..., r) and Υk < 0 (k = 1, 2, ..., r) in Theorem

3.1, we have
r∑

k=1

µk(θ(t))Υk < 0. Noting that
r∑

k=1

µk(θ(t)) = 1. Where

Υk = Ωk + τ̄1η1Z1η
T
1 + τ̄1α0(1− α0)η2Z1η

T
2 + τ̄2η1Z2η

T
1

+τ̄2α0(1− α0)η2Z2η
T
2 + ϑ1P̄ ϑ

T
1

+α0(1− α0)ϑ2P̄ ϑ
T
2 + Y R−1

1 Y T + Y R−1
2 Y T < 0,

Ωk, η1, η2, ϑ1, and ϑ2 are defined as in Theorem 3.1. By Schur complement, we
know that Υk < 0 is equivalent to (16). Let λ = min{λmin(−Υk)}, then by the
generalized Ito’s formula [13], we have

EV (x(t), t)− EV (x(0), 0) = E
∫ t

0

LV (x(s), s)ds ≤ −λE
∫ t

0

‖x(s)‖2ds.

Moreover,

E
∫ t

0

‖x(s)‖2ds ≤ 1

λ
EV (x(0), 0), t ≥ 0.

which indicates that system (14) is globally asymptotically stable in the mean
square. This completes the proof.

In the following part, we extend the above result to uncertain fuzzy stochastic
Hopfield neural network (UFSHNN) (12) and obtain the stability criteria as the
following theorem by means of the feasibility of LMIs.

Theorem 3.2 For given scalars τ̄1, τ̄2, µ1, µ2, and 0 < α0 < 1 satisfying
α0µ1 < 1, the UFSHNN (12) is globally robustly asymptotically stable in the
mean square, if there exist symmetric positive definite matrices P > 0, Qi > 0
(i = 1, 2, 3, 4, 5, 6), R1 > 0, R2 > 0, Z1 > 0, and Z2 > 0, for any matrices X and
Y , positive diagonal matrices K1 > 0, K2 > 0, K3 > 0 and positive scalars εj > 0
(j = 1, ..., 7), such that the following LMIs[

X Y
Z1

]
≥ 0 and

[
X Y

Z2

]
≥ 0 (42)



Υk Γ1 τ̄1Γ2 τ̄1Γ3 τ̄2Γ4 τ̄2Γ5 Γ6 Γ7

−ε1I 0 0 0 0 0 0
∗ −τ̄1ε2 0 0 0 0 0
∗ ∗ −τ̄1ε3 0 0 0 0
∗ ∗ ∗ −τ̄2ε4 0 0 0
∗ ∗ ∗ ∗ −τ̄2ε5 0 0
∗ ∗ ∗ ∗ ∗ −ε6I 0
∗ ∗ ∗ ∗ ∗ ∗ −ε7I


< 0 (43)
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hold for k = 1, 2, ..., r, where Υk and σ are defined as in Theorem 3.1, with

Ωk1,1 = −PAk −AkP + α0τ̄1X + (1− α0)τ̄2X + 2Y +Q1 +Q2 +Q3 +Q4 +Q5 +Q6

+
(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EAk )T (EAk ) + ε6(EH0

k )T (EH0

k ),Ωk1,2 = 0,

Ωk1,3 = −α0Y + α0ε6(EH0

k )T (EH1

k ), Ωk1,4 = 0,

Ωk1,5 = −(1− α0)Y + (1− α0)ε6(EH0

k )T (EH1

k ), Ωk1,6 = 0,

Ωk1,7 = 0, Ωk1,8 = PBk + LK1 −
(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EAk )T (EBk ),

Ωk1,9 = α0PWk − α0

(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EAk )T (EWk ),

Ωk1,10 = (1− α0)PWk − (1− α0)
(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EAk )T (EWk ), Ωk1,11 = 0,

Ωk1,12 = 0, Ωk2,2 = −
(
1− α0µ1

)
Q1,

Ωk2,3 = Ωk2,4 = Ωk2,5 = Ωk2,6 = Ωk2,7 = Ωk2,8 = Ωk2,9 = Ωk2,10 = 0,

Ωk2,11 = Ωk2,12 = 0, Ωk3,3 = −(1− µ1)Q5 + α2
0ε6(EH1

k )T (EH1

k ) + σ2ε7(EH1

k )T (EH1

k ),

Ωk3,4 = 0, Ωk3,5 = σ2ε6(EH1

k )T (EH1

k ) + σ2ε7(EH1

k )T (EH1

k ),

Ωk3,6 = Ωk3,7 = Ωk3,8 = 0, Ωk3,9 = LK2, Ωk3,10 = 0, Ωk3,11 = Ωk3,12 = 0,

Ωk4,4 = −Q2, Ωk4,5 = Ωk4,6 = Ωk4,7 = Ωk4,8 = Ωk4,9 = Ωk4,10 = Ωk4,11 = Ωk4,12 = 0,

Ωk5,5 = −(1− µ2)Q6 + (1− α0)2ε6(EH1

k )T (EH1

k ) + σ2ε7(EH1

k )T (EH1

k ),

Ωk5,6 = Ωk5,7 = Ωk5,8 = Ωk5,9 = 0,Ωk5,10 = LK3, Ωk5,11 = Ωk5,12 = 0,

Ωk6,6 = −Q3, Ωk6,7 = Ωk6,8 = Ωk6,9 = Ωk6,10 = Ωk6,11 = Ωk6,12 = 0,

Ωk7,7 = −
(
1− α0µ2

)
Q4, Ωk7,8 = Ωk7,9 = Ωk7,10 = Ωk7,11 = Ωk7,12 = 0,

Ωk8,8 = −2K1 +
(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EBk )T (EBk ),

Ωk8,9 = α0

(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EBk )T (EWk ),

Ωk8,10 = (1− α0)
(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EBk )T (EWk ), Ωk8,11 = Ωk8,12 = 0,

Ωk9,9 = −2K2 + α2
0

(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EWk )T (EWk ) + σ2

(
τ̄1ε3 + τ̄2ε5

)
(EWk )T (EWk ),

Ωk9,10 = σ2
(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EWk )T (EWk )− σ2

(
τ̄1ε3 + τ̄2ε5

)
× (EWk )T (EWk ),

Ωk9,11 = Ωk9,12 = 0, Ωk10,10 = −2K3 + (1− α0)2
(
ε1 + τ̄1ε2 + τ̄2ε4

)
(EWk )T (EWk )

+σ2
(
τ̄1ε3 + τ̄2ε5

)
(EWk )T (EWk ), Ωk10,11 = Ωk10,12 = 0,
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Ωk11,11 = −
(1− α0

τ̄1

)
Z1, Ωk11,12 = 0, Ωk12,12 = −

(α0

τ̄2

)
Z2.

Proof Replace Ak, Bk, Wk, H0k and H1k in LMI (16) with Ak + GF (t)EAK ,
Bk+GF (t)EBK ,Wk+GF (t)EWK , H0k+GF (t)EH0

K andH1k+GF (t)EH1

K respectively,
we find that (16) for UFSHNN (12) is equivalent to the following condition

Υk + Γ1F (t)ΠT
1k + Π1kF

T (t)ΓT1 + τ̄1Γ2F (t)ΠT
1k + τ̄1Π1kF

T (t)ΓT2

+τ̄1Γ3F (t)ΠT
2k + τ̄1Π2kF

T (t)ΓT3 + τ̄2Γ4F (t)ΠT
1k

+τ̄2Π1kF
T (t)ΓT4 + τ̄2Γ5F (t)ΠT

2k + τ̄2Π2kF
T (t)ΓT5 +

Γ6F (t)ΠT
3k + Π3kF

T (t)ΓT6 + Γ7F (t)ΠT
4k + Π4kF

T (t)ΓT7 < 0, (44)

where,

Γ1 =
[
GTP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

]T
,

Γ2 =
[
0 0 0 0 0 0 0 0 0 0 0 0 GTZ1 0 0 0 0 0 0 0

]T
,

Γ3 =
[
0 0 0 0 0 0 0 0 0 0 0 0 0 GTZ1 0 0 0 0 0 0

]T
,

Γ4 =
[
0 0 0 0 0 0 0 0 0 0 0 0 0 0 GTZ2 0 0 0 0 0

]T
,

Γ5 =
[
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 GTZ2 0 0 0 0

]T
,

Γ6 =
[
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 GT P̄ 0 0 0

]T
,

Γ7 =
[
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 GT P̄ 0 0

]T
,

Π1k =
[
− EAk 0 0 0 0 0 0 EBk α0E

W
k (1− α0)EWk 0 0 0 0 0 0 0 0 0 0

]T
,

Π2k =
[
0 0 0 0 0 0 0 0 σEWk − σEWk 0 0 0 0 0 0 0 0 0 0

]T
,

Π3k =
[
− EH0

k 0 α0E
H1

k 0 (1− α0)EH1

k 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]T
,

Π4k =
[
0 0 σEH1

k 0 σEH1

k 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]T
.

From Lemma 2.10, (44) holds for all FT (t)F (t) ≤ I if and only if there exist scalars
εj > 0 (j = 1, 2, ..., 7), such that

Υk + ε−1
1 Γ1ΓT1 + ε1Π1kΠT

1k + τ̄1ε
−1
2 Γ2ΓT2 + τ̄1ε2Π1kΠT

1k + τ̄1ε
−1
1 Γ3ΓT3

+τ̄1ε3Π2kΠT
2k + τ̄2ε

−1
4 Γ4ΓT4 + τ̄2ε4Π1kΠT

1k + τ̄2ε
−1
5 Γ5ΓT5 + τ̄2ε5Π2kΠT

2k
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+ε−1
6 Γ6ΓT6 + ε6Π3kΠT

3k + ε−1
7 Γ7ΓT7 + ε7Π4kΠT

4k < 0. (45)

By Schur complement, the Eq. (45) is equivalent to the LMI (43). Then, by
Theorem 3.1, the system (12) is globally robustly asymptotically stable in the mean
square. This completes the proof.

Remark 3.3 In [22], the authors dealt with the problem of delay-dependent
robust stability for uncertain stochastic fuzzy Hopfield neural networks with time-
varying delays. However, the probability distribution delay was not taken into
account in this model. In our paper, we study delay-dependent robust stability
analysis for uncertain fuzzy stochastic Hopfield neural networks with random time-
varying delays. Thus, the results in this paper are lead to an improvement over the
existing ones [22].

Remark 3.4 In the case of k = 1, the system (12) is reduced to same as in [18]
and the stability criteria for the corresponding reduced system can be obtained by
using Theorem 3.1. Moreover, the traditional assumption such as boundedness,
monotonicity or differentiability on the neuron activation functions [22] have been
removed in this paper.

4. Numerical Examples

In this section, we will give two examples showing the effectiveness of established
theoretical results.
Example 1 Consider the SNNs (14) without uncertain parameters defined as

A1 =

 3 0
0 5

 , B1 =

[
0.6 −0.4
0.5 0.4

]
, W1 =

[
0.3 0.4
0.2 −0.5

]
,

H01 =

[
0.7 0.5
−0.8 0.5

]
, H11 =

[
0.1 0
0 0.3

]
, A2 =

[
4 0
0 6

]
,

B2 =

[
0.5 −0.6
0.6 0.5

]
, W2 =

[
0.4 0.3
0.2 −0.4

]
,

H02 =

[
0.5 −0.5
0.7 0.5

]
, H12 =

[
0.1 0
0 0.2

]
, L =

 1 0
0 1

 .
The activation function f(x(t)) = tanh(x(t)), the time-varying delays are chosen
as τ̄1 = 0.4 and τ̄2 = 1. The derivative of time-varying delays τ̇1(t) ≤ µ1 = 0.9,
τ̇2(t) ≤ µ2 = 0.9, α0 = 0.2, and using the Matlab LMI toolbox to solve the LMI in
Theorem 3.1, we obtained the following matrices

P =

[
327.4076 24.6582
24.6582 186.7410

]
, Q1 =

[
29.1065 2.8428
2.8428 78.8062

]
,
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Q2 =

[
28.3027 2.5709
2.5709 73.2516

]
, Q3 =

[
28.3027 2.5709
2.5709 73.2516

]
,

Q4 =

[
29.1065 2.8428
2.8428 78.8062

]
, Q5 =

[
124.1846 7.8651
7.8651 200.4389

]
,

Q6 =

[
361.9906 25.6513
25.6513 445.1012

]
, Z1 =

[
53.0635 4.5276
4.5276 19.6996

]
,

Z2 =

[
34.4196 3.2734
3.2734 10.2579

]
, R1 =

[
48.6955 15.8265
15.8265 45.5044

]
,

R2 =

[
27.2106 10.5027
10.5027 24.3706

]
, X = 105 ×

[
0.0003 2.3024
−2.3023 0.0007

]
,

Y =

[
9.9647 0.3887
6.4928 −2.2659

]
, K1 =

[
139.1778 0

0 139.1778

]
,

K2 =

[
13.2926 0

0 13.2926

]
, K3 =

[
33.5343 0

0 33.5343

]
.

Therefore, it follows from Theorem 3.1, that the SNNs without uncertain parame-
ters (14) is globally asymptotically stable in the mean square. The response of the
state dynamics for the SNNs without uncertain parameters (14) which converges
to zero asymptotically in the mean square are shown in Figures 1 and 2.
Example 2 Consider the SNNs (12) with uncertain parameters defined as

A1 =

[
3 0
0 4

]
, B1 =

[
0.5 −0.7
0.3 0.6

]
, W1 =

[
0.4 0.3
0.4 −0.5

]
,

H01 =

[
0.5 0.7
0.7 0.6

]
, H11 =

[
0.2 0
0 0.1

]
, A2 =

[
3 0
0 5

]
,

B2 =

[
−0.4 −0.6
0.6 0.4

]
, W2 =

[
0.2 0.3
0.2 −0.4

]
, H02 =

[
0.7 0.5
0.6 0.5

]
,

H12 =

[
0.2 0
0 0.1

]
, L =

[
1 0
0 1

]
, G =

[
0.2 0
0 0.3

]
,

EA1 = EA2 = EB1 = EB2 = EW1 = EW2 = EH0
1 = EH0

2 = EH1
1 = EH1

2 = 0.2I.

The activation function f(x(t)) = tanh(x(t)), the time-varying delays are chosen
as τ̄1 = 0.2, τ̄2 = 1.2, The derivative of time-varying delays τ̇1(t) ≤ µ1 = 0.8,
τ̇2(t) ≤ µ2 = 0.8, α0 = 0.1 and using the Matlab LMI toolbox to solve the LMI in
Theorem 3.2, we obtained the following matrices

P =

[
518.3570 41.1464
41.1464 291.9800

]
, Q1 =

[
19.7588 −25.7369
−25.7369 50.5741

]
,
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Q2 =

[
19.4515 −25.2105
−25.2105 49.6365

]
, Q3 =

[
19.4515 −25.2105
−25.2105 49.6365

]
,

Q4 =

[
13.4952 −17.7217
−17.7217 34.7562

]
, Q5 =

[
124.1216 −9.4733
−9.4733 95.1319

]
,

Q6 =

[
970.4180 52.1610
52.1610 539.2814

]
, Z1 =

[
58.4896 −27.6329
−27.6329 38.2542

]
,

Z2 =

[
21.3870 −12.1165
−12.1165 12.1744

]
, R1 =

[
70.7114 −67.4364
−67.4364 83.8331

]
,

R2 =

[
34.0450 −34.7188
−34.7188 40.1826

]
, X =

[
19.1175 −23.9969
−23.9969 47.1209

]
,

Y =

[
6.2330 −2.7589
−2.7589 3.6739

]
, K1 =

[
345.0867 0

0 345.0867

]
,

K2 =

[
13.8953 0

0 13.8953

]
, K3 =

[
111.8889 0

0 111.8889

]
,

ε1 = 248.1167, ε2 = 167.8423, ε3 = 492.0111, ε4 = 34.7926,

ε5 = 150.2244, ε6 = 279.6797, ε7 = 97.3928.

Therefore, it follows from Theorem 3.2, that the UFSHNN (12) is globally robustly
asymptotically stable in the mean square. The response of the state dynamics for
the UFSHNN (12) which converges to zero asymptotically in the mean square are
shown in Figures 3 and 4.

5. Conclusion

The delay-dependent robust stability analysis for fuzzy stochastic Hopfield neural
networks with random time-varying delays has been investigated. By using the
combination of Lyapunov stability theory and stochastic analysis approach, some
delay-dependent criteria have been derived to guarantee that the global robust
asymptotic stability of the system in the mean square. This criteria can be checked
easily by the LMI control toolbox in Matlab. Finally, numerical examples have
been provided to illustrate the advantages and usefulness of the proposed results.
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Abstract. We introduce pointwise bi-slant submersions from cosymplectic
manifolds onto Riemannian manifolds as a generalization of anti-invariant,
semi-invariant, semi-slant, hemi-slant, pointwise semi-slant, pointwise hemi-
slant and pointwise slant Riemannian submersions. We give an example for
pointwise bi-slant submersions and investigate integrability and totally geodes-
icness of the distributions which are mentioned in the definition of pointwise
bi-slant submersions admitting vertical Reeb vector field. Also we obtain nec-
essary and suffi cient conditions for such submersions to be totally geodesic
maps.

1. Introduction

The geometry of slant submanifolds was initiated by B.Y. Chen [9]. Later many
geometers obtained some interesting results on this subject. As an extension of
slant submanifolds, pointwise slant submanifolds were considered by F. Etayo [11]
under the name of quasi-slant submanifolds. He showed that a complete totally
geodesic quasi-slant submanifold of Kaehlerian manifold is a slant submanifold.
As a generalization of contact CR-manifolds, slant and semi-slant submanifolds,

the geometry of bi-slant submanifolds in contact metric manifolds was studied by
Carriazo [8]. A bi-slant submanifold of Kaehlerian manifold was defined by Uddin
and et al. (see [27]). They investigated warped product bi-slant submanifold.
Furthermore, Alqahtani and the other authors studied warped product bi-slant
submanifolds of cosymplectic manifolds [4].
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The theory of submersions especially the theory of Riemannian submersions is
one of the important research fields in Riemannian geometry. Riemannian submer-
sions between Riemannian manifolds were introduced by O’Neill [18] and Gray [13].
Watson investigated the Riemannian submersions between almost Hermitian man-
ifolds, (see [28]). Several types of Riemannian submersions have been studying in
different kinds of structures, (see [1—3,5, 10,14—16,19—25]).
In purpose of the present article is to investigate pointwise bi-slant submersions

from cosymplectic manifolds onto Riemannian manifolds. In section 2, we review
some basic properties about cosymplectic manifolds and Riemannian submersions.
In section 3 we define pointwise bi-slant submersions from cosymplectic manifolds
and study the geometry of leaves of distributions. Also, we obtain necessary and
suffi cient conditions for such submersions to be totally geodesic maps.

2. Preliminaries

In the section, we remember the basic concepts about cosymplectic manifolds
and Riemannian submersions for later use.

2.1. Cosymplectic manifolds. Let M be (2n+ 1)-dimensional smooth manifold
with an endomorphism φ, a vector field ξ and a 1-form η which satisfy

φ2 = −I + η ⊗ ξ, φξ = 0, η ◦ φ = 0, η (ξ) = 1.

Then M is said to be an almost contact manifold. There always exist a compatible
metric g such that

g (φX, φY ) = g (X,Y )− η(X)η(Y ), η(X) = g(X, ξ)

for X,Y ∈ Γ (TM). The condition for normality in terms of φ, ξ and η on M is
[φ, φ] + 2dη ⊗ ξ = 0 where [φ, φ] is the Nijenhuis tensor of φ. The fundamental
2-form Φ of M is defined as Φ (X,Y ) = g (X,φY ).
An almost contact metric structure (φ, ξ, η, g) is said to be cosymplectic if it is

normal and both dΦ = 0 and dη = 0. Then considering the covariant derivative of
φ, the structure equation of a cosymplectic manifold is characterized by the relation

(∇Xφ)Y = 0 and ∇Xξ = 0

for any X,Y ∈ Γ (TM) [7, 17].

2.2. Riemannian submersions. A smooth map π : M → N between Riemannian
manifolds M and N with dimension m and n, respectively, is called a Riemannian
submersion if π∗ is onto and satisfies [12]

i) π has maximal rank,
ii) π∗ preserves the lengths of vectors normal to fibers.

For each q ∈ N , π−1(q) is a submanifold of M with dimension m − n. The
submanifold π−1(q) are called fibers and a vector field X on M is called vertical
(resp. horizontal) if it is always tangent (resp. orthogonal). If X is horizontal
and π-related to a vector field X∗ on N then X is called basic. The projection
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morphisms on the distributions kerπ∗ and (kerπ∗)
⊥ are denoted by V and H,

respectively.
The type of (1, 2) tensor fields T and A on M are given by

T (X,Y ) = TXY = H∇VXVY + V∇VXHY (1)

A(X,Y ) = AXY = V∇HXHY +H∇HXVY (2)

for X,Y ∈ Γ (TM) where ∇ denotes the Levi-Civita connection of (M, g). On the

other hand for U, V ∈ Γ (kerπ∗) and X,Y ∈ Γ
(

(kerπ∗)
⊥
)
the tensor fields satisfy

the following equations

TUV = TV U (3)

AXY = −AYX =
1

2
V[X,Y ]. (4)

Note that a Riemannian submersion π : M −→ N has totally geodesic fibers if
and only if T vanishes identically. Considering the equations (1) and (2), one can
write

∇UV = TUV + ∇̄UV (5)

∇UX = H∇UX + TUX (6)

∇XU = AXU + V∇XU (7)

∇XY = H∇XY +AXY (8)

for X,Y ∈ Γ
(

(kerπ∗)
⊥
)
and U, V ∈ Γ (kerπ∗), where ∇̄UV = V∇UV . Moreover,

if X is basic then H∇UX = AXU .

Lemma 1. ( [18]) Let π : M −→ N be a Riemannian submersion between Rie-
mannian manifolds and suppose that X and Y are basic vector fields of M π-related
to X∗ and Y∗ on N . Then

i) H[X,Y ] is a basic vector field i.e. π∗ (H[X,Y ]) = [X∗, Y∗] ◦ π,
ii) [U,X] is vertical for any vector field U of (kerπ∗),
iii) H∇XY is the basic vector field i.e. π∗ (H∇XY ) = ∇X∗Y∗,

where ∇ and ∇ are the Levi-Civita connection on M and N , respectively.

Let (M, g) and (N, g′) be Riemannian manifolds and Ψ : M −→ N is a smooth
mapping between them. The second fundamental form of Ψ is given by

∇Ψ∗(X,Y ) = ∇Ψ
XΨ∗(Y )−Ψ∗ (∇XY ) (9)

for X,Y ∈ Γ (TM), where ∇Ψ is the pullback connection. The smooth map Ψ
is said to be harmonic if trace∇Ψ∗ = 0 and ψ is called a totally geodesic map if
(∇Ψ∗) (X,Y ) = 0 for X,Y ∈ Γ(TM) [6].

Remark 2. Throughout this article, we consider that the characteristic vector field
ξ is a vertical vector field.
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3. Pointwise Bi-Slant Submersions

In the present section of the paper we define pointwise bi-slant submersions from
cosymplectic manifolds and obtain necessary and suffi cient conditions for integra-
bility and total geodesicness of the distributions.

Definition 3. Let (M,φ, ξ, η, g) be a cosymplectic manifold and (N, g′) a Riemann-
ian manifold. A Riemannian submersion π : M −→ N is called a pointwise bi-slant
submersion if

i) for nonzero any U ∈ Γ(D1)p and p ∈M , the angle θ1 between φU and the
space (D1)p is independent of the choice of the nonzero vector U ∈ Γ(D1),

ii) for nonzero any V ∈ Γ(D2)q and q ∈ M , the angle θ2 between φV and the
space (D2)q are independent of the choice of the nonzero vector V ∈ Γ(D2)

such that kerπ∗ = D1 ⊕ D2 ⊕ ξ. Then the angle θi̧ is called the slant function
of the pointwise bi-slant submersion. π is called proper if its slant functions satisfy
θ1, θ2 6= 0, π2 .

We can give the following example using cosymplectic structure (φ, ξ, η, g) as in
Example 2.1 of [26].

Example 4. Define π : R9 → R4 as follows:

π (x1, ..., x8, z) = (x1, (cosα)x2 + (sinα)x4, (− cosβ)x5 + (sinβ)x7, x6) ,

where (x1, ..., x8, z) are natural coordinates of R9. Then we obtain

D1 = {V1 =
∂

∂x3
, V2 = sinβ

∂

∂x5
+ cosβ

∂

∂x7
} and

D2 = {V3 =
∂

∂x8
, V4 = sinα

∂

∂x2
− cosα

∂

∂x4
}.

Thus π is a pointwise bi-slant submersion with slant functions θ1 = β and θ2 = α.

Suppose that π is a pointwise bi-slant submersion from a cosymplectic manifold
(M,φ, ξ, η, g) onto a Riemannian manifold (N, g′). For U ∈ Γ (kerπ∗), we have

U = PU +QU + η(U)ξ (10)

where PU ∈ Γ (D1) and QU ∈ Γ (D2).
Also, for U ∈ Γ (kerπ∗), we write

φU = ψU + ωU (11)

where ψU ∈ Γ (kerπ∗) and ωU ∈ Γ (kerπ∗)
⊥.

For X ∈ Γ (kerπ∗)
⊥, we have

φX = BX + CX (12)

where BX ∈ Γ (kerπ∗) and CX ∈ Γ (kerπ∗)
⊥.

The horizontal distribution (kerπ∗)
⊥ is decomposed as

(kerπ∗)
⊥ = ωD1 ⊕ ωD2 ⊕ µ
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where µ is the complementary distribution to ωD1 ⊕ ωD2 in (kerπ∗)
⊥.

By using (3.2) and (3.3) we obtain

ψD1 = D1, ψD2 = D2, BωD1 = D1, BωD2 = D2.

Considering Definition 3 we can give the following result.

Theorem 5. Suppose that π is a Riemannian submersion from cosymplectic man-
ifold (M,φ, ξ, η, g) onto a Riemannian manifold (N, g′). Then π is a pointwise
bi-slant submersion if and only if there exist bi-slant function θi defined on Di such
that

ψ2 = − cos2 θi (I − η ⊗ ξ) , i = 1, 2.

Proof. The proof is similar to the proof of Theorem 2 of [10], so we omit it. �

Theorem 6. Suppose that π is a pointwise bi-slant submersion from cosymplectic
manifold (M,φ, ξ, η, g) onto a Riemannian manifold (N, g′) with bi-slant functions
θ1, θ2. Then

i) the distribution D1 is integrable if and only if

g (TUωψV − TV ωψU,W ) = g (TUωV − TV ωU,ψW ) + g (H∇UωV −H∇V ωU, ωW )

ii) the distribution D2 is integrable if and only if

g (TWωψZ − TZωψW,U) = g (TWωZ − TZωW,ψU) + g (H∇WωZ −H∇ZωW,ωU)

where U, V ∈ Γ (D1), W,Z ∈ Γ (D2).

Proof. From U, V ∈ Γ (D1) and W ∈ Γ (D2) we have

g ([U, V ],W ) =g (∇UφV, φW )− g (∇V φU, φW )

=g (∇UψV, φW )− g (∇UωV, φW ) + g (∇V ψU, φW )

− g (∇V ωU, φW ) .

Considering Theorem 5 we arrive

g ([U, V ],W ) = cos2 θ1g (∇UV,W )− g (∇UωψV, φW )− cos2 θ1g (∇V U,W )

+ g (∇V ωψU, φW ) + g (∇UωV, φW )− g (∇V ωU, φW ) .

Thus we get

sin2 θ1g ([U, V ],W ) =− g (∇UωψV,W ) + g (∇V ωψU,W ) + g (∇UωV, φW )

− g (∇V ωU, φW ) .

By using the equation (6) we obtain

sin2 θ1g ([U, V ],W ) =− g (TUωψV,W ) + g (TV ωψU,W ) + g (TUωV, ψW )

+ g (H∇UωV, ωW )− g (TV ωU,ψW )− g (H∇V ωU, ωW ) .

This completes the proof. �
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Theorem 7. Suppose that π is a pointwise bi-slant submersion from cosymplectic
manifold (M,φ, ξ, η, g) onto a Riemannian manifold (N, g′) with bi-slant functions
θ1, θ2. Then the distribution D1 defines a totally geodesic foliation if and only if

sin2 θ1g ([U,X] , V ) = sin 2θ1X [θ1] g (φU, φV )− g (AXωψU, V )

+ g (AXωU,ψV ) + g (H∇XωU, ωV )

and

g (H∇UωV, ωW ) = g (TUωψV,W )− g (TUωV, ψW )

where U, V ∈ Γ (D1), W ∈ Γ (D2) and X ∈ Γ
(

(kerπ∗)
⊥
)
.

Proof. For any U, V ∈ D1 and X ∈ Γ
(

(kerπ∗)
⊥
)
we write

g (∇UV,X) =− g ([U,X] , V )− g (∇XU, V )

=− g ([U,X] , V ) + g (∇XφψU, V )− g (∇XωU, φV ) .

From Theorem 5, the above equation is obtained as follows

g (∇UV,X) =− g ([U,X] , V ) + sin 2θ1X[θ1]g (φU, φV )− cos2 θ1g (∇XU, V )

+ g (∇XωψU, V )− g (∇XωU, φV )

Using the equation (8) we have

sin2 θ1g (∇UV,X) =− sin2θ1g ([U,X] , V ) + sin 2θ1X[θ1]g (φU, φV )

+ g (AXωψU, V )− g (AXωU,ψV )− g (H∇XωU, ωV )

Similarly for W ∈ Γ (D2) we have

g (∇UV,W ) = −g
(
∇Uψ2V,W

)
− g (∇UωψV,W ) + g (∇UωV, φW ) .

Thus we write

sin2 θ1g (∇UV,W ) =− g (T ωψV,W ) + g (TUωV, ψW )

+ g (H∇UωV, ωW ) .

This completes the proof. �

Theorem 8. Suppose that π is a pointwise bi-slant submersion from cosymplectic
manifold (M,φ, ξ, η, g) onto a Riemannian manifold (N, g′) with bi-slant functions
θ1, θ2. Then the distribution D2 defines a totally geodesic foliation if and only if

sin2 θ2g ([W,X] , Z) = sin 2θ2X [θ2] g (φW,φZ)− g (AXωψW,Z)

+ g (AXωW,ψZ) + g (H∇XωW,ωZ)

and

g (H∇WωZ, ωU) = g (TWωψZ,U)− g (TWωZ,ψU)

where U ∈ D1, W,Z ∈ D2 and X ∈ Γ
(

(kerπ∗)
⊥
)
.
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Proof. The proof of this theorem is similar to the proof of Theorem 5. �
Theorem 9. Suppose that π is a pointwise bi-slant submersion from cosymplectic
manifold (M,φ, ξ, η, g) onto a Riemannian manifold (N, g′) with bi-slant functions
θ1, θ2. Then the distribution (kerπ∗)

⊥ defines a totally geodesic foliation if and
only if

sin2 θ1g (∇XY,U) =
(
cos2 θ2 − cos2 θ1

)
g (AXY,QU)− g (H∇XY, ωφU)

+ g (ωAXY, ωU) + g (CH∇XY, ωU) .

where X,Y ∈ Γ (kerπ∗)
⊥ and U ∈ Γ (kerπ∗).

Proof. For X,Y ∈ Γ (kerπ∗)
⊥ and U ∈ Γ (kerπ∗) we write

g (∇XY,U) = g (φ∇XY, ψPU) + g (φ∇XY, ψQU) + g (φ∇XY, ωU)

From Theorem 5 we have

g (∇XY,U) =− g
(
∇XY, ψ2PU

)
− g

(
∇XY, ψ2QU

)
− g (∇XY, ωψU)

+ g (φ∇XY, ωU)

By using the equation (8) we arrive

sin2 θ1g (∇XY,U) =
(
cos2 θ2 − cos2 θ1

)
g (AXY,QU)− g (H∇XY, ωψU)

+ g (ωAXY, ωU) + g (CH∇XY, ωU) .

Thus we have the desired equation. �
Theorem 10. Suppose that π is a pointwise bi-slant submersion from cosymplectic
manifold (M,φ, ξ, η, g) onto a Riemannian manifold (N, g′) with bi-slant functions
θ1, θ2. Then the distribution (kerπ∗) defines a totally geodesic foliation on M if
and only if

sin2 θ1g ([U,X] , V ) =
(
cos2 θ1 − cos2 θ2

)
g (φ∇XQU, φV ) + sin 2θ1X [θ1] g (φU, φV )

− (sin 2θ1X [θ1]− sin 2θ2X [θ2]) g (φQU,QV ) + g (AXωψU, V )
− g (AXωU,ψV )− g (H∇XωU, ωV )− sin2 θ1η (∇XU) η(V )

where X ∈ Γ (kerπ∗)
⊥ and U, V ∈ Γ (kerπ∗).

Proof. Given X ∈ Γ (kerπ∗)
⊥ and U, V ∈ Γ (kerπ∗). Then we derive

g (∇UV,X) =− g ([U,X] , V )− g (∇XU, V )
=− g ([U,X] , V )− g (∇XφU, φV )− η(∇XU)η(V )

By using the equations (10) and (11), we have

g (∇UV,X) =− g ([U,X] , V )− g (∇XψPU, φV )− g (∇XψQU, φV )

− g (∇XωU, φV )− η (∇XU) η(V ).

Thus, we obtain

g (∇UV,X) =− g ([U,X] , V ) + g
(
∇Xψ2PU, V

)
+ g

(
∇Xψ2QU, V

)
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+ g (∇XωψU, V )− g (∇XωU, φV )− η (∇XU) η(V )

Using Theorem 5 we arrive

g (∇UV,X) =− g ([U,X] , V ) + sin 2θ1X [θ1] g (PU, V )

− sin 2θ1X[θ1]η(PU)η(V ) + sin 2θ2X [θ2] g (QU, V )

− sin 2θ2X[θ2]η(QU)η(V )− cos2 θ1g (∇XPU, V )

+ cos2 θ1η (∇XPU) η(V )− cos2 θ2g (φ∇XQU, φV )

+ g (∇XωψU, V )− g (∇XωU, φV )− η (∇XU) η(V )

From the equation (8) we obtain

sin2 θ1g (∇UV,X) =− sin2 θ1g ([U,X] , V ) + sin 2θ1X [θ1] g (φU, φV )

+ (sin 2θ2X[θ2]− sin 2θ1X[θ1]) g (φQU, φV )

+
(
cos2 θ1 − cos2 θ2

)
g (φ∇XQU, φV ) + g (AXωψU, V )

− g (AXωU,ψV )− g (H∇XωU, ωV )− sin2 θ1η (∇XU) η(V )

Using above equation the proof is completed. �

Theorem 11. Suppose that π be a pointwise bi-slant submersion from cosymplectic
manifold (M,φ, ξ, η, g) onto a Riemannian manifold (N, g′) with bi-slant functions
θ1, θ2. Then π is totally geodesic if and only if

− cos2 θ1TUPV − cos2 θ2TUQV +H∇UωψV + CH∇UωV + ωTUωV = 0

and

− cos2 θ1AXPU − cos2 θ2AXQU +H∇XωψU + CH∇XωU + ωAXωU = 0

where X ∈ Γ (kerπ∗)
⊥ and U, V ∈ (kerπ∗).

Proof. Since π is a Riemannian submersion for X,Y ∈ Γ (kerπ∗)
⊥ we have

(∇π∗) (X,Y ) = 0.

Thus for U, V ∈ Γ (kerπ∗) it is enough to show that (∇π∗) (U, V ) = 0 and (∇π∗) (X,U) =
0. Then we can write

(∇π∗) (U, V ) = −π∗ (∇UV ) .

Thus from the equation (9), we obtain

(∇π∗) (U, V ) =− π∗ (∇UV ) = π∗ (φ∇UψV + φ∇UωV )

=π∗
(
∇Uψ2PV +∇Uψ2QV + +∇UωψV + φ∇UωV

)
.

Considering Theorem 5 we find

(∇π∗) (U, V ) = π∗
(
− cos2 θ1∇UPV − cos2 θ2∇UQV +∇UωψV + φ∇UωV

)
.
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Therefore we obtain the first equation of Theorem 11.
On the other hand, we can write

(∇π∗) (X,U) = −π∗ (∇XU) .

Using the equation (7) and (8), we arrive

(∇π∗) (X,U) = π∗
(
− cos2 θ1AXPU − cos2 θ2AXQU +H∇XωψU + CH∇XωU

)
.

This concludes the proof. �
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[16] Lee, J.W., Şahin, B., Pointwise slant submersions, Bull. Korean Math. Soc., 51(4) (2014),

1115-1126.
[17] Ludden, G.D., Submanifolds of cosymplectic manifolds, J. Diff erential Geom., 4 (1970), 237-

244.
[18] O’Neill, B., The fundamental equations of a submersion, Mich. Math. J., 13 (1966), 458-469.
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Abstract. The central purpose of the current paper is to consider a set of ben-
eficial possessions including inequalities for a generalized subclass of Janowski
functions (analytic functions) which are formulated here by revenues of a gen-
eralized Sàlàgean’s differential operator. Numerous recognized consequences
of the outcomes are also indicated. We present some results involving the sub-
ordination and superordination inequalities. Moreover, growth inequalities are
indicated in the sequel. Real and special cases are suggested containing the
differential operator.

1. Introduction

The differential operators regularly characterize physical capacities, the deriv-
atives signify their proportions of modification, and the operator expresses a re-
lationship between the two. Because such relatives are exceptionally common,
differential operators play a flat role in many categories involving physics, econom-
ics, engineering and biology. In this direction, Ibrahim and Darus introduced the
following mixed operator [1]: let Λ be the class of normalized function formulated
by

f(z) = z +

∞∑
n=2

anz
n, z ∈ U = {z : |z| < 1}. (1)
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then, we have

D0
κf(z) = f(z)

D1
κf(z) = zf ′(z) +

κ

2
(f(z)− f(−z)− 2z) , κ ∈ R

...

Dm
κ f(z) = Dκ(Dm−1

κ f(z))

= z +

∞∑
n=2

[n+
κ

2
(1 + (−1)n+1)]m anz

n.

(2)

Obviously, if we let κ = 0, we get the Sàlàgean’s differential operator [2]. We title
Dm
κ the Sàlàgean-difference operator. In addition, D

m
κ is a modified Dunkl operator

of complex variables [3] and for recent work [4]. Dunkl operator characterizes a
major generalization of partial derivatives and attains the commutative law in Rn.
In geometry, it acquires the reflexive relation, which is plotting the space into itself
as a set of fixed points.
The Hadamard product or convolution of two power series is denoted by (∗)

achieving

f(z) ∗ h(z) =
(
z +

∞∑
n=2

anz
n
)
∗
(
z +

∞∑
n=2

ηnz
n
)

= z +

∞∑
n=2

anηnz
n.

(3)

Thus, we have
Dm
κ f(z) = D(z) ∗ f(z),

where

D(z) : = z +

∞∑
n=2

[n+
κ

2
(1 + (−1)n+1)]m zn

:= z +

∞∑
n=2

Nm zn

Recall that f ≺ g then there exists a Schwarz function ω ∈ U such that ω(0) =
0, |ω(z)| < 1, z ∈ U satisfying f(z) = g(ω(z)) for all z ∈ U (see [5]). The inequality
f(z) ≺ g(z) is equivalent to f(0) = g(0) and f(U) ⊂ g(U).
Furthermore, let J(A,B) denote the family of all functions ϕ that are analytic

in the open unit disk U with ϕ(0) = 1 and achieve

ϕ(z) ≺ 1 +Az

1 +Bz
, −1 ≤ B < A ≤ 1.
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Note that the function
1 +Az

1 +Bz
is univalent in the open unit disk U.

Recently, Arif et all. [6] introduced anew class of analytic functions along with
the concepts of Janowski functions as follows:

Definition 1.1. If f ∈ Λ, then f ∈ Jb(A,B, j) if and only if

1 +
1

b

( 2Dj+1
0 f(z)

Dj
0f(z)−Dj

0f(−z)

)
≺ 1 +Az

1 +Bz
,(

z ∈ U, −1 ≤ B < A ≤ 1, j = 1, 2, ..., b ∈ C \ {0}
)
,

where Dj+1
0 f(z) is the Sàlàgean’s differential operator.

In our study, we shall extend the above class as follows:
If f ∈ Λ, then f ∈ Jbκ(A,B, j) if and only if

1 +
1

b

( 2Dj+1
κ f(z)

Dj
κf(z)−Dj

κf(−z)

)
≺ 1 +Az

1 +Bz
,(

z ∈ U, −1 ≤ B < A ≤ 1, j = 1, 2, ..., b ∈ C \ {0}, κ ≥ 0
)
,

1.1. Special cases.
• κ = 0 =⇒ [6];
• κ = 0, B = 0 =⇒ [7];
• κ = 0, A = 1, B = −1, b = 2 =⇒ [8].

Lemma 1.2. If P ∈ J(A,B) then its coeffi cients satisfy

|pn| ≤ (A−B), ∀n ≥ 1,

where
P (z) = 1 + p1z + p2z

2 + p3z
3 + ...., z ∈ U.

2. Results

Our results based on two expressions involving the differential operator Dm
κ .

2.1. Special class of the expression Dj+1
κ /Dj

κ. We have our first result as fol-
lows:

Theorem 2.1. If f ∈ Jbκ(A,B, j) then the odd function

O(z) =
1

2
[f(z)− f(−z)], z ∈ U

achieves the following inequality

1 +
1

b

(Dj+1
κ O(z)

Dj
κO(z)

− 1
)
≺ 1 +Az

1 +Bz
,
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z ∈ U, −1 ≤ B < A ≤ 1, j = 1, 2, ..., b ∈ C \ {0}, κ ≥ 0

)
,

Proof. Since f ∈ Jbκ(A,B, j) then there is a function P ∈ J(A,B) such that

b(P (z)− 1) =
( 2Dj+1

κ f(z)

Dj
κf(z)−Dj

κf(−z)

)
and

b(P (−z)− 1) =
( −2Dj+1

κ f(−z)
Dj
κf(z)−Dj

κf(−z)

)
.

This implies that

1 +
1

b

(Dj+1
κ O(z)

Dj
κO(z)

− 1
)

=
P (z) + P (−z)

2
.

Also, since

P (z) ≺ 1 +Az

1 +Bz

where
1 +Az

1 +Bz
is univalent then by the definition of the subordination, we obtain

1 +
1

b

(Dj+1
κ O(z)

Dj
κO(z)

− 1
)
≺ 1 +Az

1 +Bz
.

�

Note that

• When κ = 0, we get the following result, which can be found in [6]

1 +
1

b

(Dj+1
0 O(z)

Dj
0O(z)

− 1
)
≺ 1 +Az

1 +Bz
.

• When κ = 0, b = 1, we have a result given in [10](Dj+1
0 f(z)

Dj
0f(z)

)
≺ 1 +Az

1 +Bz
.

• When κ = 0, b = 1, A = 1− 2α,−1 we attain a result given in [10](Dj+1
0 f(z)

Dj
0f(z)

)
≺ 1 + (1− 2α)z

1− z .

Corollary 2.2. If f ∈ Jbκ(A,B, j) then the odd function

O(z) =
1

2
[f(z)− f(−z)], z ∈ U

achieves

<
(zO(z)′

O(z)

)
≥ 1− r2

1 + r2
, |z| = r < 1.



1324 R.W. IBRAHIM

Proof. In view of Theorem 2.1, the function O(z) is starlike in the open unit disk.
The subordination concept implies that

zO(z)′

O(z)
≺ 1− z2

1 + z2

that is, there exists a Schwarz function ℘ ∈ U, |℘(z)| ≤ |z| < 1, ℘(0) = 0 such that

Φ(z) :=
zO(z)′

O(z)
≺ 1− ℘(z)2

1 + ℘(z)2

which yields that there is ξ, |ξ| = r < 1 such that

℘2(ξ) =
1− Φ(ξ)

1 + Φ(ξ)
, ξ ∈ U.

A calculation gives that ∣∣∣1− Φ(ξ)

1 + Φ(ξ)

∣∣∣ = |℘(ξ)|2 ≤ |ξ|2.

Hence, we have the following conclusion∣∣∣Φ(ξ)− 1 + |ξ|4
1− |ξ|4

∣∣∣2 ≤ 4|ξ|4
(1− |ξ|4)2

or ∣∣∣Φ(z)− 1 + |ξ|4
1− |ξ|4

∣∣∣ ≤ 2|ξ|2
(1− |ξ|4) .

This implies that

<(Φ(z)) ≥ 1− r2
1 + r2

, |ξ| = r < 1,

which completes the proof. �

Theorem 2.3. If f ∈ Jbκ(A,B, j) then

<
(
Dj+1
κ f(z)

)
≥ <

(z
2

(1 + b(P (z)− 1))eψ(z)
)
,

where P (z) ∈ J(A,B) and

ψ(z) :=
b

2

∫ z

0

(P (τ) + P (−τ)− 2)

τ
dτ .

Proof. Let f ∈ Jbκ(A,B, j). It has been shown in [6], Theorem 5 that

Dj+1
0 f(z) =

z

2
(1 + b(P (z)− 1))eψ(z).

But
<
(
Dj+1
κ f(z)

)
≥ <

(
Dj+1
0 f(z)

)
, κ ≥ 0,

it follows that

<
(
Dj+1
κ f(z)

)
≥ <

(z
2

(1 + b(P (z)− 1))eψ(z)
)
.
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This completes the proof. �

Theorem 2.4. If f ∈ Jbκ(A,B, j) then

(1− |b|Ar)r + (1− |b|Br2)
(1 + r2)(1−Br) ≤ |Dj+1

κ f(z)| ≤
(
(1 + |b|Ar)r + (1− |b|Br2)

)
(1− r2)(1 +Br)

.

Proof. Let f ∈ Jbκ(A,B, j). This implies the following equality

|Dj+1
κ f(z)| = |η(z)|

∣∣∣1 +
b(A−B)ω(z)

1 +Bω(z)

∣∣∣, |ω(z)| < |z| = r < 1, (4)

where

η(z) =
1

2
[Dj

κf(z)−Dj
κf(−z)].

The function η is univalent in the open unit disk U thus in view of the Growth
Theorem, we have

r

(1 + r)2
≤ |η(z)| ≤ r

(1− r)2 , |z| = r < 1.

Moreover, by taking |ω(z)| < |z| = r, a computation gives the inequality∣∣∣1 +
b(A−B)ω(z)

1 +Bω(z)

∣∣∣ =
∣∣∣ (1 +Bω(z)) + b(A−B)ω(z)

1 +Bω(z)

∣∣∣
≤ (1− |b|Ar) + (1− |b|)Br

1−Br)

≤ (1 + |b|Ar) + (1− |b|)Br
1 +Br)

.

By employing the last two inequalities in (4), we have the desire result. �

Theorem 2.5. For f ∈ Λ, define the functional

Ψ(z) =
Dj
κf(z)

z
, z ∈ U \ {0}

such that <(Ψ(z)) > 0. Then

<
(zΨ(z)′

Ψ(z)

)
≤ 2r

1− r2 , |z| = r < 1.

Proof. It is clear that Ψ(0) = 1. According to the condition of the theorem, there
exists a Schwarz function ℘ ∈ U, |℘(z)| ≤ |z| < 1, ℘(0) = 0 such that

Ψ(z) =
1 + ℘(z)

1− ℘(z)
.

This gives the equality
zΨ(z)′

Ψ(z)
=

2z℘′(z)

1− ℘(z)2
.
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Hence, by utilizing the Schwarz-Pick Theorem, we attain

|zΨ(z)′

Ψ(z)
| ≤ 2|z| |℘′(z)|

1− |℘(z)|2 ≤
2r

1− |℘(z)|2 .
1− |℘(z)|2

1− r2 =
2r

1− r2 .

�

2.2. Special class of the expression z(Dm
κ f(z))′mκ f(z). A function f ∈ Λ is said

to be in the class Smκ (h) if and only if the expression z(Dm
κ f(z))′mκ f(z) takes all

values in the conic domain Ω := h(U), where h(z) is convex univalent then, we can
describe the class as follows:(z(Dm

κ f(z))′

Dm
κ f(z)

)
≺ h(z), z ∈ U. (5)

Next result shows the upper bound of the operator Dm
κ f(z), when f ∈ Smκ (h) and

the upper and lower bound of the expression Dm
κ f(z)/z.

Theorem 2.6. Let f ∈ Smκ (h), where h(z) is convex univalent function in U. Then

Dm
κ f(z) ≺ z exp

(∫ z

0

h(ω(ξ))− 1

ξ
dξ
)
,

where ω(z) is analytic in U, with ω(0) = 0 and |ω(z)| < 1. Furthermore, for |z| = η,
Dm
κ f(z) achieves the inequality

exp
(∫ 1

0

h(ω(−η))− 1

η

)
dη ≤

∣∣∣Dm
κ f(z)

z

∣∣∣ ≤ exp
(∫ 1

0

h(ω(η))− 1

η

)
dη.

Proof. Since f ∈ Smκ (h), we have(z(Dm
κ f(z))′

Dm
κ f(z)

)
≺ h(z), z ∈ U,

which means that there exists a Schwarz function with ω(0) = 0 and |ω(z)| < 1
such that (z(Dm

κ f(z))′

Dm
κ f(z)

)
= h(ω(z)), z ∈ U,

which implies that ( (Dm
κ f(z))′

Dm
κ f(z)

)
− 1

z
=
h(ω(z))− 1

z
.

Integrating both sides, we have

logDm
κ f(z)− log z =

∫ z

0

h(ω(ξ))− 1

ξ
dξ.

Consequently, this yields

log
Dm
κ f(z)

z
=

∫ z

0

h(ω(ξ))− 1

ξ
dξ. (6)
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By using the definition of subordination, we get

Dm
κ f(z) ≺ z exp

(∫ z

0

h(ω(ξ))− 1

ξ
dξ
)
.

In addition, we note that the function h(z) maps the disk 0 < |z| < η < 1 onto a
region which is convex and symmetric with respect to the real axis, that is

h(−η|z|) ≤ <(h(ω(ηz))) ≤ h(η|z|), η ∈ (0, 1),

which yields the following inequalities:

h(−η) ≤ h(−η|z|), h(η|z|) ≤ h(η)

and ∫ 1

0

h(ω(−η|z|))− 1

η
dη ≤ <

(∫ 1

0

h(ω(η))− 1

η
dη
)
≤
∫ 1

0

h(ω(η|z|))− 1

η
dη.

By using the above relations and Eq. (6), we conclude that∫ 1

0

h(ω(−η|z|))− 1

η
dη ≤ log

∣∣∣Dm
κ f(z)

z

∣∣∣ ≤ ∫ 1

0

h(ω(η|z|))− 1

η
dη.

This equivalence to the inequality

exp
(∫ 1

0

h(ω(−η|z|))− 1

η
dη
)
≤
∣∣∣Dm

κ f(z)

z

∣∣∣ ≤ exp
(∫ 1

0

h(ω(η|z|))− 1

η
dη
)
.

Thus, we obtain

exp
(∫ 1

0

h(ω(−η))− 1

η

)
dη ≤

∣∣∣Dm
κ f(z)

z

∣∣∣ ≤ exp
(∫ 1

0

h(ω(η))− 1

η

)
dη.

This completes the proof. �

3. Conclusion

From above, we conclude that the generalized differential operator is used to
generate a set of new classes of analytic functions in terms of the Janowski for-
mula. Different cases are recognized for recent efforts. One can develop the above
work using another classes of univalent functions such as harmonic, multivalent and
meromorphic.
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ON DOUBLY WARPED PRODUCTS

Sibel Gerdan AYDIN and Hakan Mete TAŞTAN
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Abstract. We give a new characterization for doubly warped products by
using the geometry of their canonical foliations intersecting perpendicularly.
We also give a necessary and suffi cient condition for a doubly warped product
to be a warped or a direct product. As a result, we prove the non-existence
of Einstein proper doubly warped product pseudo-Riemannian manifold of
dimension grater or equal than 4.

The characters in abstract should be between 500 to 5000

1. Introduction

The notion of warped product of pseudo-Riemannian manifolds was defined by
Bishop and O’Neill in [2] in order to construct a large class of complete manifolds
of negative curvature. In fact, this notion appeared in the literature before [2]
under the name of semi-reducible spaces [10]. Also, this notion is a natural and
fruitful generalization of the notion of direct (or Riemannian) product. One of the
reasons why warped products have been studied actively is that they play very im-
portant roles in physics as well as in differential geometry, especially in the theory
of relativity. In fact, the standard space-time models such as Robertson-Walker,
Schwarschild, static and Kruskal are warped products. Moreover, the simplest mod-
els of neighborhoods of stars and black holes are warped products [12].

In this paper, we first prove a existence theorem for doubly warped products. Sec-
ondly, we give a necessary and suffi cient condition, called the mixed Ricci-flatness
for a doubly warped product to be a warped or a direct product. In order to
achieved this, we use a result of [1] or [14] concerning Ricci tensor of a doubly
warped product. Then by using this result, we prove the non-existence of Einstein

2020 Mathematics Subject Classification. 53C05, 53C25, 53C50.
Keywords and phrases. Doubly warped product, warped product, direct product, Einstein

manifold.
sibel.gerdan@istanbul.edu.tr-Corresponding author; hakmete@istanbul.edu.tr
0000-0001-5278-6066; 0000-0002-0773-9305.

c©2020 Ankara University
Communications Facu lty of Sciences University of Ankara-Series A1 Mathematics and Statistics

1329



1330 S. GERDAN AYDIN, H.M. TAŞTAN

doubly warped product pseudo-Riemannian manifold of dimension ≥ 4 in proper
case.

2. Preliminaries

Let M1 and M2 be any pseudo-Riemannian manifolds endowed with pseudo-
Riemannian metric tensors g1 and g2 respectively, and let f1 and f2 are positive
smooth functions defined on M1 ×M2. Also π1 and π2 are canonical projections
of M1 ×M2 onto M1 and M2, respectively. Then the doubly twisted product [13]
f2M1 ×f1 M2 of (M1, g1) and (M2, g2) is the product manifold M = M1 × M2

equipped with metric g = f22 g1 ⊕ f21 g2 given by
g = f22π

∗
1(g1) + f21π

∗
2(g2)

where π∗i (gi) is the pullback of gi via πi for i = 1, 2. Each function fi is called a
twisting function of the doubly twisted product (f2M1 ×f1 M2, g). In this case, if
either f1 ≡ 1 or f2 ≡ 1, but not both, then we obtain a twisted product [4].

If the twisting functions f1 and f2 only depend on the points of M1 and M2 re-
spectively, then (f2M1×f1M2, g) is called a doubly warped product pseudo-Riemannian
manifold [6]. The functions f1 and f2 are called warping functions of doubly warped
product. In which case, if either f1 ≡ 1 or f2 ≡ 1, but not both, then we obtain a
warped product [2]. If both f1 ≡ 1 and f2 ≡ 1, then we get a direct (or Riemannian)
product [5]. If neither f1 nor f2 is constant, then we say that (f2M1 ×f1 M2, g) is
proper doubly warped product pseudo-Riemannian manifold.

Let (f2M1×f1M2, g) be a doubly warped product manifold with the Levi-Civita
connection ∇ and ∇i denote the Levi-Civita connection of Mi for i ∈ {1, 2}. By
usual convenience, we denote the set of lifts of vector fields onMi by L(Mi) and use
the same notation for a vector field and for its lift. On the other hand, each πi is a
(positive) homothety, so it preserves the Levi-Civita connection. Thus, there is no
confusion using the same notation for a connection onMi and for its pullback via πi.
Then, the covariant derivative formulas for a doubly warped product manifold [6]
are given as:

∇XY = ∇1XY − g(X,Y )∇(ln(f2 ◦ π2)) , (1)

∇XV = ∇VX = V (ln(f2 ◦ π2))X +X(ln(f1 ◦ π1))V , (2)

∇UV = ∇2UV − g(U, V )∇(ln(f1 ◦ π1)) (3)

for X,Y ∈ L(M1) and U, V ∈ L(M2). Moreover, M1 × {p2} and {p1} × M2

are totally umbilical submanifolds with closed mean curvature vector fields in
(f2M1 ×f1 M2, g) [11], where p1 ∈M1 and p2 ∈M2.

Remark 1. From now on, we will use the same symbols for warping functions and
their pullbacks.
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Next, we recall that some facts for later use.

Let M a pseudo-Riemannian manifold with metric tensor g. The Ricci tensor of
M is a symmetric (0, 2) type tensor defined by

Ric(X,Y ) =

m∑
i=1

g(Ei, Ei)g(R(Ei, X)Y,Ei) , (4)

where X and Y are smooth vector fields on M , {E1, ..., Em} is an orthonormal
frame field on the set of all smooth vector fields on M and R is Riemann curvature
tensor of M defined by

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z , (5)

here ∇ is the Levi-Civita connection with respect to the metric g. For more details,
see [5].

For the Ricci tensor of a doubly warped product f2M1 ×f1 M2 with
dim(M1) = m1 > 1 and dim(M2) = m2 > 1, we have the following result from
Theorem 2.5.2 of [14] or the equation (2.19) of [1],

Ric(X,V ) = (m1 +m2 − 2)

(
Xf1
f1

)(
V f2
f2

)
, (6)

where X ∈ L(M1) and V ∈ L(M2).

3. Main Results

We need the following two facts to prove the first main theorem.

Lemma 2. (Proposition 3-a [13]) LetM = M1×M2 and call (D1,D2) the canonical
foliations. Suppose that g is a pseudo-Riemann metric such that D1 and D2 are
orthogonal. Then (M, g) is a doubly twisted product f2M1 ×f2 M2 if and only if D1
and D2 are totally umbilic.

Lemma 3. (Lemma 2.3 [9]) Let f2M1 ×f2 M2 be a doubly twisted product. It is a
doubly warped product if and only if the mean curvature vector fields of canonical
foliations are closed.

We are ready to prove the main theorem.

Theorem 4. Let (M, g) be a pseudo-Riemannian manifold and D1 and D2 be
canonical foliations on M . Suppose that D1 and D2 intersect perpendicularly every-
where. Then g is the metric of doubly warped product f2M1 ×f1 M2 if and only if
there exists a smooth function µ1 (resp. µ2) on M1 (resp. M2) such that for any
Z ∈ L(M1) and W ∈ L(M2), we have

LW g = 2W [µ2]g on M1 (7)
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and
LZg = 2Z[µ1]g on M2 , (8)

where LW is the Lie derivative with respect to W and M1 (resp. M2) is the integral
manifold of D1 (resp. D2).

Proof. Let f2M1 ×f1 M2 be a doubly warped product with the metric g = f22 g1 ⊕
f21 g2. Then using the Lie derivative formula, for anyX,Y, Z ∈ L(M1) and U, V,W ∈
L(M2), we have

(LW g)(X,Y ) = −2g(h1(X,Y ),W ) (9)
and

(LZg)(U, V ) = −2g(h2(U, V ), Z) , (10)
where h1 (resp. h2) denotes the second fundamental form of M1 (resp. M2), (e.g.
see [3, p. 195]). By using (1) and (3), we obtain

(LW g)(X,Y ) = −2g(−g(X,Y )∇(ln f2),W ) (11)

and
(LZg)(U, V ) = −2g(−g(U, V )∇(ln f1), Z) (12)

from (9) and (10), respectively. By direct calculation, we get

(LW g)(X,Y ) = 2W [ln f2]g(X,Y ) (13)

and
(LZg)(U, V ) = 2Z[ln f1]g(U, V ) (14)

from (11) and (12), respectively. Thus, we find the assertion (7) for µ2 = ln f2 from
(13) and the assertion (8) for µ1 = ln f1 from (14).

Conversely, suppose that the conditions (7) and (8) hold. Then for any X,Y, Z ∈
L(M1) and U, V,W ∈ L(M2), using (7)∼(10), we have

− 2g(h1(X,Y ),W ) = 2W [µ2]g(X,Y ) (15)

and
− 2g(h2(U, V ), Z) = 2Z[µ1]g(U, V ). (16)

After some calculation, we obtain

g(h1(X,Y ),W ) = g(−g(X,Y )∇µ2,W ) (17)

and
g(h2(U, V ), Z) = g(−g(U, V )∇µ1, Z) (18)

from (15) and (16), respectively. We get

h1(X,Y ) = −g(X,Y )∇µ2 (19)

and
h2(U, V ) = −g(U, V )∇µ1 (20)

from (17) and (18), respectively. The equation (19) (resp. (20)) tells us the canon-
ical foliation D1 (resp. D2) is totally umbilical with the mean curvature vector
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field −∇µ2 (resp. −∇µ1). Moreover, the mean curvature vector field −∇µ1 (resp.
−∇µ2) is closed, since its dual 1-form −dµ1 (resp. −dµ2) is closed. Thus by
Lemmas 2 and 3, g is the metric of a doubly warped product f2M1 ×f1 M2. �
Before going to give the second main result, let recall the definition of mixed

Ricci-flatness.

LetM = f2M1×f1M2 be a doubly warped product pseudo-Riemannian manifold
with metric tensor g = f22 g1 ⊕ f21 g2. Then we say that (M, g) is mixed Ricci-flat, if
we have Ric(X,V ) = 0 for every X ∈ L(M1) and V ∈ L(M2) [7].

Theorem 5. Let f2M1×f1M2 be a doubly warped product of (M1, g1) and (M2, g2)
with warping functions f1 and f2 and dim(M1) = m1 > 1 and dim(M2) = m2 > 1.
Then f2M1 ×f1 M2 is mixed Ricci-flat if and only if

(1) either f2M1 ×f1 M2 can be expressed as a warped product f2M1 ×M2 of
(M1, g̃1) and (M2, g2) with warping function f2, where g̃2 = k21g2 for some positive
constant k1, or

(2) either f2M1 ×f1 M2 can be expressed as a warped product M1 ×f1 M2 of
(M1, g1) and (M2, ĝ2) with warping function f1, where ĝ1 = k22g1 for some positive
constant k2, or

(3) f2M1×f1 M2 is a direct product M1×M2 of (M1, ḡ1) and (M2, ḡ2), where
ḡ1 = c22g1 and ḡ2 = c21g2 for some positive constants c1 and c2.

Proof. If f2M1 ×f1 M2 is mixed Ricci-flat, then we have Ric(X,V ) = 0 for all
X ∈ L(M1) and V ∈ L(M2). Thus, by the hypothesis and (6), we obtain

(Xf1)(V f2) = 0 , (21)

for all X ∈ L(M1) and V ∈ L(M2). There are three different cases.

Case 1. Xf1 = 0 and V f2 6= 0.

Hence, we find f1 = k1 for some positive constant k1. Thus, we can write
g = f22 g1 ⊕ g̃2, where g̃2 = k21g2, that is f2M1 ×f1 M2 can be expressed as a
warped product f2M1 ×M2 with warping function f2, where the metric tensor of
M2 is g̃2 given above. This is (1).

Case 2. Xf1 6= 0 and V f2 = 0.

Similarly, f2M1 ×f1 M2 can be expressed as a warped product M1 ×f1 M2 with
warping function f1, where the metric tensor of this warped product M1 ×f1 M2

M2 is g = ĝ1⊕f21 g2 such that ĝ1 = k22g1 for some positive constant k2, so we get (2).
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Case 3. Xf1 = V f2 = 0.

Then, it follows immediately that f1 = c1 and f2 = c2, where c1 and c2 are
positive constants. Thus, it is easy to see that f2M1 ×f1 M2 is a direct product
M1 ×M2 of (M1, ḡ1) and (M2, ḡ2), here ḡ1 = c22g1 and ḡ2 = c21g2. Which is (3).
The converse is obvious from the equation (6). �
A pseudo-Riemannian manifold (M, g) is called an Einstein manifold if its Ricci

tensor proportional to its metric, i.e., Ric = λg for some constant λ [5].Since, the
Einstein conditions leads to mixed Ricci-flatness, by our main result Theorem 5,
we have following result.

Corollary 6. There exist no Einstein proper doubly warped product pseudo-Riemannian
manifold of dimension greater or equal than 4.

Remark 7. This result was also obtained without dimension restriction in [1] by
different manner, see Proposition 3.1 of [1].

Remark 8. In [8], the author asserts that the existence of Einstein doubly warped
product pseudo-Riemannian manifolds, see Remark 3.3 of [8]. But Corollary 6
contradicts that result.

Remark 9. The mixed Ricci-flatness condition was also used for a twisted product
to be a warped product by M. Fernández López et al [7].

Remark 10. As can be easily seen from the Preliminaries section, there exist no
inclusion relation between the classes of proper twisted products and the classes of
proper doubly warped products.

Remark 11. Some space-time models such as Robertson-Walker and Kruskal have
the mixed Ricci-flatness property. Thus, in view of Theorem 5, these space-times
cannot be further generalized to the proper doubly warped products.

Acknowledgment. This work is supported by 1001-Scientific and Technological
Research Projects Funding Program of The Scientific and Technological Research
Council of Turkey (TUBITAK) project number 119F179.

References

[1] Agaoka, Y., Kim, I-B., Yeom, D.J., On doubly warped product manifolds, Mem. Fac. Inte-
grated Arts and Sci., Hiroshimo Univ., ser. IV., 24 (1998), 1-10.

[2] Bishop, R.L., O’Neill, B., Manifolds of negative curvature, Trans. Amer. Mat. Soc., 145(1)
(1969), 1-49.

[3] Blumenthal, R.A., Hebda, J.J., An analogue of the holonomy bundle for a foliated manifold,
Tôhoku Math. J., 40(2) (1988), 189-197.

[4] Chen, B.Y., Geometry of submanifolds and its applicaitons, Science University of Tokyo,
Tokyo, 1981.

[5] Chen, B.Y., Differential geometry of warped product manifolds and submanifolds, World
Scientific, 2017.



ON DOUBLY WARPED PRODUCTS 1335

[6] Ehrlich, P. E., Metric deformations of Ricci and sectional curvature on compact Riemannian
manifolds, Ph.D. dissertation, SUNY, Stony Brook, N.Y., 1974.

[7] Fernández López, M., García Río, E., Küpeli, D.N., Ünal, B., A curvature condition for a
twisted product to be a warped product, Manuscripta Math., 106 (2001), 213-217.

[8] Gupta, P., On compact Einstein doubly warped product manifolds, Tamkang J. Math., 49(4)
(2018), 267-275. doi:10.5556/j.tkjm.49.2018.2605.

[9] Gutierrez, M., Olea, B., Semi-Riemannian manifolds with a doubly warped structures, Revista
Mathematica Iberoamericana, 28(1) (2012), 1-24.

[10] Kruchkovich, G.I., On semi-reducible Riemannian spaces (in Russian), Dokl. Akad. Nauk
SSSR, 115 (1957), 862-865.

[11] Olea, B., Doubly warped product structures on semi-Riemannian manifolds, Ph.D. thesis,
Universty of Malaga, 2009.

[12] O’Neill, B., Semi-Riemannian geometry with applications to relativity, Academic Press, San
Diego, 1983.

[13] Ponge, R., Reckziegel, H., Twisted products in pseudo- Riemannian geometry, Geom. Dedi-
cata, 48 (1993), 15-25.

[14] Ünal, B., Doubly warped products, Ph.D. thesis, Universty of Missouri-Columbia, 2000.
[15] Yano, K., Kon, M., Structures on Manifolds, World Scientific, Singapore, 1984.



Commun.Fac.Sci.Univ.Ank.Ser.A1 Math.Stat.
Volume 69, Number 2, Pages 1336—1344 (2020)
DOI: 10.31801/cfsuasmas.716392
ISSN 1303—5991 E-ISSN 2618—6470

https://communications.science.ankara.edu.tr

Received by the editors: April 17, 2020; Accepted: July 14, 2020

EQUITABLE EDGE COLORING ON TENSOR PRODUCT OF
GRAPHS

J. VENINSTINE VIVIK1, M.M. AKBAR ALI 2, and G. GIRIJA3

1Department of Mathematics, Karunya Institute of Technology and Sciences, Coimbatore 641
114, Tamil Nadu, INDIA

2Department of Mathematics, Government Arts and Science College, Mettupalyam - 641 301,
Tamil Nadu, INDIA.

3Department of Mathematics, Government Arts College, Coimbatore - 641 018,Tamil Nadu,
INDIA.

Abstract. A graph G is edge colored if different colors are assigned to its
edges or lines, in the order of neighboring edges are allotted with least diverse
k-colors. If each of k-colors can be partitioned into color sets and differs by
utmost one, then it is equitable. The minimum of k-colors required is known
as equitably edge chromatic number and symbolized by χ′=(G). Further the
impression of equitable edge coloring was first initiated by Hilton and de Werra
in 1994. In this paper, we ascertain the equitable edge chromatic number of
Pm ⊗ Pn, Pm ⊗ Cn and K1,m ⊗K1,n.

1. Introduction

In the midst of various coloring concepts of graphs, the motive of equitability
in edge coloring on tensor product of graphs is an inventive approach. Graphs
considered in this paper are of simple finite sets V and E. Each element of V
is called its vertices and the elements of E are called its edges, which are the
unordered pair of vertices. Therefore G(V,E) is a graph. We use the standard
notation of graph theory [1, 2]. The minimum number of colors needed to color
edges of a graph G is utmost its maximum degree. Since all edges incident to the
same vertex must be alloted with distinct colors. Noticeably χ′ (G) ≥ ∆ (G). In
1964, Vizing [3] conjectured that for every simple graph χ′ (G) ≤ ∆ (G) + 1. In
1973, Meyer [4] presented the concept of equitable vertex coloring and its equitable
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chromatic number, which opened the way for introducing equitability in the fields
of edge and total coloring.
The concept of equitable edge coloring was defined by Hilton and de Werra [5]

and the tensor product of graph was defined by P.M.Weichsel [6]. We have merged
both these conception and resolute the equitable edge chromatic number of Pm⊗Pn,
Pm⊗Cn andK1,m⊗K1,n. The combined component of each of these graphs enlarges
as a new structured graph and has wider applications in the areas of networks,
scheduling and assignment domains.

2. Preliminaries

Definition 2.1. An edge coloring of a graph G is a function f : E(G) −→ C,
where C is a set of distinct colors. For any positive integer k, a k-edge coloring
is an edge coloring that uses exactly k different colors. A proper edge coloring of
a graph is an edge coloring such that no two adjacent edges are assigned the same
color. Thus a proper edge coloring f of G is a function f : E(G) −→ C such that
f(e) 6= f(e′) whenever edges e and e′ are adjacent in G.

Definition 2.2. The chromatic index of a graph G, denoted χ′(G), is the minimum
number of different colors required for a proper edge coloring of G. The graph G is
k-edge-chromatic if χ′(G) = k.

Definition 2.3. For k-proper edge coloring f of graph G, if ||Ei| − |Ej || ≤ 1,
i, j = 0, 1, 2, . . . , k − 1, where Ei (G) is the set of edges of color i in G, then f is
called a k-equitable edge coloring of graph G, and

χ′= (G) = min {k : there exists a k-equitable edge-coloring of G}
is called the equitable edge chromatic number of graph G.

Definition 2.4. [6] The tensor product of G and H is the graph, denoted as G⊗H,
whose vertex set is V (G) ⊗ V (H) = V (G⊗H), and for each vertices (g, h) and
(g′, h′) are adjacent precisely if gg′ ∈ E (G) and hh′ ∈ E (H). Thus

V (G⊗H) = {(g, h) /g ∈ V (G) and h ∈ V (H)}
E (G⊗H) = {(g, h) (g′, h′) /gg′ ∈ E (G) and hh′ ∈ E (H)} .

Lemma 2.5. [1] For any simple graph G (V,E), χ′= ≥ ∆ (G).

Lemma 2.6. [1] For any simple graph G and H, χ′= (G) = χ′ (G), and if H ⊆ G,
then χ′ (H) ≤ χ′ (G), where χ′= (G) is the proper edge chromatic number of G. So
Lemma 2.7 and Lemma 2.8 are obtained.

Lemma 2.7. For any simple graph G and H, if H is a subgraph of G, then
χ′= (H) ≤ χ′= (G)

Lemma 2.8. For any complete graph Kp with order p,

χ′= (Kp) =

{
p, p ≡ 1 ( mod 2) ,

p− 1, p ≡ 0 ( mod 2) ,



1338 J.V. VIVIK, M.M. AKBAR ALI, G.GIRIJA

Lemma 2.9. [7] Let G(V,E) be a connected graph. If there are two adjacent
vertices with maximum degree, then χ′as (G) ≥ ∆ (G) + 1.

3. Main Results

Theorem 3.1. For m ≤ n, χ′= (Pm ⊗ Pn) = 4.

Proof. Let V (Pm) = {ui : 1 ≤ i ≤ m} and V (Pn) = {vj : 1 ≤ j ≤ n}. By the
definiton of tensor product, V (Pm ⊗ Pn) = {uivj : 1 ≤ i ≤ m, 1 ≤ j ≤ n} and

E (Pm ⊗ Pn) =

m−1⋃
i=1

{uivj , ui+1vj+1 : 1 ≤ j ≤ n− 1}∪
m−1⋃
i=1

{uivj , ui+1vj−1 : 2 ≤ j ≤ n} .

Let e(i)(j),(k)(l) be the edge of Pm ⊗ Pn connecting the vertices uivj and ukvl of
Pm ⊗ Pn.
Therefore e(i)(j),(k)(l) ∈ E (Pm ⊗ Pn) if and only if |k − i| = |l − i| = 1. Since

Pm ⊗ Pn is isomorphic to Pn ⊗ Pm. Without loss of generality, we assume m ≤ n
for all cases of m and n. Now let us partition E (Pm ⊗ Pn) for the following cases.
Case (i) Both m and n are odd

E1 =


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j−1),(2i−1)(2j)

⋃


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j),(2i+1)(2j+1)


E2 =


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i−1)(2j−1),(2i)(2j)

⋃


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i+1)(2j),(2i)(2j+1)


E3 =


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i+1)(2j−1),(2i)(2j)

⋃


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i−1)(2j),(2i)(2j+1)


E4 =


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j−1),(2i+1)(2j)

⋃


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j),(2i−1)(2j+1)


In this partition |E1| = |E2| = |E3| = |E4| = 2

(
m−1
2

) (
n−1
2

)
and satisfies ||Ei| − |Ej || ≤ 1 for i 6= j.
Case (ii) When m is odd and n is even

E1 =


m−1
2⋃
i=1

 n
2⋃
j=1

e(2i)(2j−1),(2i−1)(2j)

⋃


m−1
2⋃
i=1

n−2
2⋃
j=1

e(2i)(2j),(2i+1)(2j+1)


E2 =


m−1
2⋃
i=1

 n
2⋃
j=1

e(2i−1)(2j−1),(2i)(2j)

⋃


m−1
2⋃
i=1

n−2
2⋃
j=1

e(2i+1)(2j),(2i)(2j+1)
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E3 =


m−1
2⋃
i=1

 n
2⋃
j=1

e(2i+1)(2j−1),(2i)(2j)

⋃


m−1
2⋃
i=1

n−2
2⋃
j=1

e(2i−1)(2j),(2i)(2j+1)



E4 =


m−1
2⋃
i=1

 n
2⋃
j=1

e(2i)(2j−1),(2i+1)(2j)

⋃


m−1
2⋃
i=1

n−2
2⋃
j=1

e(2i)(2j),(2i−1)(2j+1)


In this partition |E1| = |E2| = |E3| = |E4| =

(
m−1
2

) (
n
2

)
+
(
m−1
2

) (
n−2
2

)
which infers ||Ei| − |Ej || ≤ 1 for i 6= j.
Case (iii) When m is even and n is odd

E1 =


m
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j−1),(2i−1)(2j)

⋃


m−2
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j),(2i+1)(2j+1)


E2 =


m
2⋃
i=1

n−1
2⋃
j=1

e(2i−1)(2j−1),(2i)(2j)

⋃


m−2
2⋃
i=1

n−1
2⋃
j=1

e(2i+1)(2j),(2i)(2j+1)


E3 =


m−2
2⋃
i=1

n−1
2⋃
j=1

e(2i+1)(2j−1),(2i)(2j)

⋃


m
2⋃
i=1

n−1
2⋃
j=1

e(2i−1)(2j),(2i)(2j+1)


E4 =


m−2
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j−1),(2i+1)(2j)

⋃


m
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j),(2i−1)(2j+1)


In this partition |E1| = |E2| = |E3| = |E4| =

(
m−2
2

) (
n−1
2

)
+
(
m
2

) (
n−1
2

)
which facts that ||Ei| − |Ej || ≤ 1 for i 6= j.
Case (iv)Both m and n are even

E1 =


m
2⋃
i=1

 n
2⋃
j=1

e(2i)(2j−1),(2i−1)(2j)

⋃


m−2
2⋃
i=1

n−2
2⋃
j=1

e(2i)(2j),(2i+1)(2j+1)


E2 =


m
2⋃
i=1

 n
2⋃
j=1

e(2i−1)(2j−1),(2i)(2j)

⋃


m−2
2⋃
i=1

n−2
2⋃
j=1

e(2i+1)(2j),(2i)(2j+1)


E3 =


m−2
2⋃
i=1

 n
2⋃
j=1

e(2i+1)(2j−1),(2i)(2j)

⋃


m
2⋃
i=1

n−2
2⋃
j=1

e(2i−1)(2j),(2i)(2j+1)


E4 =


m−2
2⋃
i=1

 n
2⋃
j=1

e(2i)(2j−1),(2i+1)(2j)

⋃


m
2⋃
i=1

n−2
2⋃
j=1

e(2i)(2j),(2i−1)(2j+1)
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In this partition |E1| = |E2| =
(
m
2

) (
n
2

)
+
(
m−2
2

) (
n−2
2

)
and |E3| = |E4| =

(
m−2
2

) (
n
2

)
+
(
m
2

) (
n−2
2

)
which signifies ||Ei| − |Ej || ≤ 1 for

i 6= j.
In all the cases by observing the suffi xes of the edges of Ei and Ej (i 6= j), it

is inferred that there is no common edges in Ei and Ej (i 6= j). i.e, Ei ∩ Ej = φ

for i 6= j. Clearly Ei’s are pair wise mutually disjoint, also
4⋃
i=1

Ei = E (Pm ⊗ Pn).

Here Pm ⊗ Pn is equitably edge colorable with 4 colors. Hence χ′= (Pm ⊗ Pn) ≤ 4.
Since ∆ = 4, we have χ′= (Pm ⊗ Pn) ≥ χ′ (Pm ⊗ Pn) ≥ ∆ = 4. This implies
χ′= (Pm ⊗ Pn) ≥ 4. Therefore χ′= (Pm ⊗ Pn) = 4. �

Theorem 3.2. For m ≤ n, χ′= (Pm ⊗ Cn) = 4.

Proof. Let V (Pm) = {ui : 1 ≤ i ≤ m} and V (Cn) = {vj : 1 ≤ j ≤ n}. By the
definiton of tensor product, V (Pm ⊗ Cn) = {uivj : 1 ≤ i ≤ m, 1 ≤ j ≤ n} and

E (Pm ⊗ Cn) =
m−1⋃
i=1

{uivj , ui+1vj+1 : 1 ≤ j ≤ n− 1}∪
m−1⋃
i=1

{uivj , ui+1vj−1 : 2 ≤ j ≤ n}

∪
m−1⋃
i=1

{uiv1, ui+1vn} ∪
m⋃
i=2

{uiv1, ui−1vn}. Let e(i)(j),(k)(l) be the edge of Pm ⊗ Cn
connecting the vertices uivj and ukvl of Pm ⊗ Cn.
Therefore e(i)(j),(k)(l) ∈ E (Pm ⊗ Cn) if and only if |k − i| = |l − i| = 1. Since

Pm ⊗ Cn is isomorphic to Cn ⊗ Pm. Without loss of generality, we assume m ≤ n
for all cases of m and n. Now let us partition E (Pm ⊗ Cn) for the following cases.
Case (i) Both m and n are odd

E1 =


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j−1),(2i−1)(2j)

⋃


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j),(2i+1)(2j+1)

⋃{
e(2i+1)(1),(2i)(n):1≤i≤m−1

2

}
E2 =


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i−1)(2j−1),(2i)(2j)

⋃


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i+1)(2j),(2i)(2j+1)

⋃{
e(2i)(1),(2i+1)(n):1≤i≤m−1

2

}
E3 =


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i+1)(2j−1),(2i)(2j)

⋃


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i−1)(2j),(2i)(2j+1)

⋃{
e(2i)(1),(2i−1)(n):1≤i≤m−1

2

}
E4 =


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j−1),(2i+1)(2j)

⋃


m−1
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j),(2i−1)(2j+1)
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e(2i−1)(1),(2i)(n):1≤i≤m−1

2

}
In this partition |E1| = |E2| = |E3| = |E4| = 2

(
m−1
2

) (
n−1
2

)
+
(
m−1
2

)
.

and deduce that ||Ei| − |Ej || ≤ 1 for i 6= j.
Case (ii) When m is odd and n is even

E1 =


m−1
2⋃
i=1

 n
2⋃
j=1

e(2i)(2j−1),(2i−1)(2j)

⋃


m−1
2⋃
i=1

n−2
2⋃
j=1

e(2i)(2j),(2i+1)(2j+1)

⋃{
e(2i+1)(1),(2i)(n):1≤i≤m−1

2

}

E2 =


m−1
2⋃
i=1

 n
2⋃
j=1

e(2i−1)(2j−1),(2i)(2j)

⋃


m−1
2⋃
i=1

n−2
2⋃
j=1

e(2i+1)(2j),(2i)(2j+1)

⋃{
e(2i)(1),(2i+1)(n):1≤i≤m−1

2

}
E3 =


m−1
2⋃
i=1

 n
2⋃
j=1

e(2i+1)(2j−1),(2i)(2j)

⋃


m−1
2⋃
i=1

n−2
2⋃
j=1

e(2i−1)(2j),(2i)(2j+1)

⋃{
e(2i)(1),(2i−1)(n):1≤i≤m−1

2

}
E4 =


m−1
2⋃
i=1

 n
2⋃
j=1

e(2i)(2j−1),(2i+1)(2j)

⋃


m−1
2⋃
i=1

n−2
2⋃
j=1

e(2i)(2j),(2i−1)(2j+1)

⋃{
e(2i−1)(1),(2i)(n):1≤i≤m−1

2

}
In this partition |E1| = |E2| = |E3| = |E4| =

(
m−1
2

) (
n
2

)
+
(
m−1
2

) (
n−2
2

)
+
(
m−1
2

)
.

and assures that||Ei| − |Ej || ≤ 1 for i 6= j.
Case (iii) When m is even and n is odd

E1 =


m
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j−1),(2i−1)(2j)

⋃


m−2
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j),(2i+1)(2j+1)

⋃{
e(2i+1)(1),(2i)(n):1≤i≤m−2

2

}
E2 =


m
2⋃
i=1

n−1
2⋃
j=1

e(2i−1)(2j−1),(2i)(2j)

⋃


m−2
2⋃
i=1

n−1
2⋃
j=1

e(2i+1)(2j),(2i)(2j+1)

⋃{
e(2i)(1),(2i+1)(n):1≤i≤m−2

2

}
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E3 =


m−2
2⋃
i=1

n−1
2⋃
j=1

e(2i+1)(2j−1),(2i)(2j)

⋃


m
2⋃
i=1

n−1
2⋃
j=1

e(2i−1)(2j),(2i)(2j+1)

⋃{
e(2i)(1),(2i−1)(n):1≤i≤m

2

}
E4 =


m−2
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j−1),(2i+1)(2j)

⋃


m
2⋃
i=1

n−1
2⋃
j=1

e(2i)(2j),(2i−1)(2j+1)

⋃{
e(2i−1)(1),(2i)(n):1≤i≤m

2

}
In this partition |E1| = |E2| =

(
m
2

) (
n−1
2

)
+
(
m−2
2

) (
n−1
2

)
+
(
m−2
2

)
,

|E3| = |E4| =
(
m−2
2

) (
n−1
2

)
+
(
m
2

) (
n−1
2

)
+
(
m
2

)
and verifies that ||Ei| − |Ej || ≤ 1

for i 6= j.
Case (iv) Both m and n are even

E1 =


m
2⋃
i=1

 n
2⋃
j=1

e(2i)(2j−1),(2i−1)(2j)

⋃


m−2
2⋃
i=1

n−2
2⋃
j=1

e(2i)(2j),(2i+1)(2j+1)

⋃{
e(2i+1)(1),(2i)(n):1≤i≤m−2

2

}
E2 =


m
2⋃
i=1

 n
2⋃
j=1

e(2i−1)(2j−1),(2i)(2j)

⋃


m−2
2⋃
i=1

n−2
2⋃
j=1

e(2i+1)(2j),(2i)(2j+1)

⋃{
e(2i)(1),(2i+1)(n):1≤i≤m−2

2

}
E3 =


m−2
2⋃
i=1

 n
2⋃
j=1

e(2i+1)(2j−1),(2i)(2j)

⋃


m
2⋃
i=1

n−2
2⋃
j=1

e(2i−1)(2j),(2i)(2j+1)

⋃{
e(2i)(1),(2i−1)(n):1≤i≤m

2

}
E4 =


m−2
2⋃
i=1

 n
2⋃
j=1

e(2i)(2j−1),(2i+1)(2j)

⋃


m
2⋃
i=1

n−2
2⋃
j=1

e(2i)(2j),(2i−1)(2j+1)

⋃{
e(2i−1)(1),(2i)(n):1≤i≤m

2

}
In this partition |E1| = |E2| =

(
m
2

) (
n
2

)
+
(
m−2
2

) (
n−2
2

)
+
(
m−2
2

)
and

|E3| = |E4| =
(
m−2
2

) (
n
2

)
+
(
m
2

) (
n−2
2

)
+
(
m
2

)
which is evident that ||Ei| − |Ej || ≤ 1

for i 6= j.
In all the cases by observing the suffi xes of the edges of Ei and Ej (i 6= j),

it is inferred that there is no common edges in Ei and Ej (i 6= j) and implies
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Ei ∩ Ej = φ for i 6= j. Clearly E′is are pair wise mutually disjoint, also
4⋃
i=1

Ei

= E (Pm ⊗ Cn). Here Pm ⊗ Cn is equitably edge colorable with 4 colors. Hence
χ′=(Pm ⊗ Cn) ≤ 4. Since ∆ = 4, χ′=(Pm ⊗ Cn) ≥ χ′(Pm ⊗ Cn) ≥ ∆ = 4. This
implies χ′=(Pm ⊗ Cn) ≥ 4. Therefore χ′=(Pm ⊗ Cn) = 4. �
Theorem 3.3. For any positive integer m and n, χ′= (K1,m ⊗K1,n) = mn.

Proof. Let V (K1,m) = {u0}
⋃
{ui : 1 ≤ i ≤ m} and V (K1,n) = {v0} {vj : 1 ≤ j ≤ n}

By the definition of tensor product,
V (K1,m ⊗K1,n) = {uivj : 0 ≤ i ≤ m, 0 ≤ j ≤ n} and
E (K1,m ⊗K1,n) = {

m⋃
i=1

(u0v0, uivj) : 1 ≤ j ≤ n}
⋃
{
m⋃
i=1

{(uiv0, u0vj) : 1 ≤ j ≤ n}

Let e(i)(j),(k)(l) be the edge of K1,m⊗K1,n connecting the vertices uivj and ukvl
of the tensor product of star graphs. SinceK1,m⊗K1,n is isomorphic toK1,n⊗K1,m.
Without loss of generality, we assume m ≤ n for all cases of m and n.
Now we partition the edge set of E (K1,m ⊗K1,n) as

Ek =
{
e(0)(0),(d kn e)((k−1 mod n)+1)

}⋃{
e(d kn e)(0),(0)((k−1 mod n)+1)

}
, 1 ≤ k ≤ mn

Clearly each of edge classes E1, E2, . . . Ek are independent sets of E (K1,m ⊗K1,n),
such that |E1| = |Ek| = 2. It satisfies the inequality ||Ei| − |Ej || ≤ 1 for every pair
(i, j). This implies

χ′= (K1,m ⊗K1,n) ≤ mn. But χ′= (K1,m ⊗K1,n) ≥ χ′ (K1,m ⊗K1,n) ≥ mn.
Therefore χ′= (K1,m ⊗K1,n) = mn. �

4. Conclusion

The equitable edge coloring of tensor product of graphs is a new inventive ap-
proach and this field of research is wide open. The equitable edge coloration of
Mycielskian of some graphs are obtained by Vivik and Girija [8]. The proofs pro-
vided in this paper establishes an optimal solution for the equitable edge coloring
of tensor product of two different paths, paths with cycles and two star graphs.
It would be further interesting to discern the bounds of equitable edge coloring of
tensor and other product of graphs.
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ANALYSIS OF FRACTIONAL DIFFERENTIAL SYSTEMS
INVOLVING RIEMANN LIOUVILLE FRACTIONAL DERIVATIVE
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Department of Mathematics, Ege University, 35100 Bornova, Izmir, Turkey

Abstract. This paper is devoted to studying the multiple positive solutions
for a system of nonlinear fractional boundary value problems. Our analysis is
based upon the Avery Peterson fixed point theorem. In addition, we include
an example for the demonstration of our main result.

1. Introduction

Researchers have focused a great deal of attention on the fractional boundary
value problems due to the rapid progress in the theory and applications of fractional
calculus. Aside from various fields of mathematics, boundary value problems for
fractional differential equations have many applications in the area of chemistry,
physics, biology, aerodynamics, control theory, economics, viscoelasticity, electrical
circuits, and so forth. Driven by the numerous applications, there are many works
related to the existence of positive solutions for the nonlinear fractional boundary
value problems. For an overview of these type of study, we mention Podlubny
[12], Jiqiang Jiang, Hongchuan Wang [21], Kilbas, Srivastava, and Trujillo [9], Bai
and Sun [1], Goodrich [3], Cabrera, Harjani and Sadarangani [15], He, Zhang,
Liu, Yonghong Wu and Cui, [16], Wang, Liang and Wang [17],Kamal Shah,Salman
Zeb,Rahmat Ali Khan [25]. Goodrich [4] studied the following fractional boundary
value problem subject to the given boundary conditions

Dαu(t) + f(t, u) = 0, 0 < t < 1, n− 1 < α ≤ n,
u(i)(0) = 0, 0 ≤ i ≤ n− 2, Dδu(1) = 0, 1 ≤ δ ≤ n− 2,
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where Dα is the standard Riemann-Liouville fractional derivative of order α and
f ∈ C([0, 1] × [0,∞)), n > 3 . The existence of positive solutions was analyzed by
means of the Krasnoselskii’s fixed point theorem on cones.
In [20], C.F.Li et al. considered the following boundary value problem of frac-

tional derivative equations

Dαu(t) + f(t, u) = 0, 0 < t < 1,

u(0) = 0,

Dβu(1) = aDβu(η),

where Dα is the standard Riemann-Liouville fractional derivative of order α, 1 <
α ≤ 2, 0 < β ≤ 1, 0 ≤ a ≤ 1, η ∈ (0, 1) and f : [0, 1]×[0,∞)→ [0,∞) is continuous.
Here, the argument relies on some fixed theorems on cones.
At the same time, boundary value problems for integer order differential sys-

tems are widely studied, despite fractional differential systems have emerged as a
significant field of investigation quite recently. Thus intensive study of the existence
theory of fractional systems has been carried out by means of methods of nonlinear
analysis such as fixed point theory, lower and upper solutions, monotone iterative
methods, see [11, 13, 14, 6, 7, 8, 5, 10, 22, 23, 24] and the references therein.
In this paper, we discuss the multiple positive solutions for the following systems

of nonlinear fractional differential equations :

Dq1u(t) + f1(t, u(t), v(t)) = 0, t ∈ (0, 1), (1)

Dq2v(t) + f2(t, u(t), v(t)) = 0, t ∈ (0, 1), (2)

u(0) = u′(0) = 0, Dp1u(1) = µDp1u(η) + g1(

∫ 1

0

u(s)dA1(s),

∫ 1

0

v(s)dA1(s)), (3)

v(0) = v′(0) = 0, Dp2v(1) = µDp2v(η) + g2(

∫ 1

0

u(s)dA2(s),

∫ 1

0

v(s)dA2(s)), (4)

in which D is the Riemann-Liouville fractional derivative, 2 < qi ≤ 3 and 0 < pi ≤
1, 0 < qi − pi − 1 for i = 1, 2, 0 < η < 1, µ ∈ (0,∞), µηqi−pi−1 < 1,

∫ 1

0
u(s)dAi(s)

and
∫ 1

0
v(s)dAi(s) are the Riemann- Stieltjes integrals with positive measures, A1

and A2 are functions of bounded variation, fi ∈ C([0, 1] × [0,∞) × [0,∞), [0,∞)),
gi ∈ C([0,∞]× [0,∞), [0,∞)) for i = 1, 2.
Motivated by the above papers, our goal is to obtain the existence of multiple

positive solutions for the fractional differential system (1)-(4). Here, we employ
Riemann-Stieltjes integral boundary conditions. As they include multi-point and
integral conditions as special cases, the system (1)-(4) is more general than the
problems mentioned in some literature. Applying the Avery Peterson fixed point
theorem, multiple positive solutions are established. An example is also presented
to illustrate our main result.
In order to present our main result, we will make use of the following concepts

and the Avery Peterson fixed point theorem.
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Let ϕ and θ be nonnegative continuous convex functionals on the cone P, φ be a
nonnegative continuous concave functional on P, and ψ be a nonnegative continuous
functional on P. Then, for positive numbers a,b,c,d we define the following sets:

P (ϕ, d) = {x ∈ P : ϕ(x) < d} ,
P (ϕ, φ, b, d) = {x ∈ P : b ≤ φ(x), ϕ(x) ≤ d} ,

P (ϕ, θ, φ, b, c, d) = {x ∈ P : b ≤ φ(x), θ(x) ≤ c, ϕ(x) ≤ d} ,
R(ϕ,ψ, a, d) = {x ∈ P : a ≤ ψ(x), ϕ(x) ≤ d} .

Theorem 1. [18] Let P be a cone in a real Banach space E. and ϕ, θ, φ, ψ be
defined as above, furthermore ψ holds ψ(kx) ≤ kψ(x) for 0 ≤ k ≤ 1 such that, for
some positive numbers M and d,

φ(x) ≤ ψ(x) and ‖x‖ ≤Mϕ(x)

for all x ∈ P (ϕ, d). Assume T : P (ϕ, d) → P (ϕ, d) is completely continuous and
there exist positive numbers a,b,c with a < b, such that

(S1) : {x ∈ P (ϕ, θ, φ, b, c, d) : φ(x) > b} 6= ∅ and φ(Tx) > b for x ∈ P (ϕ, θ, φ, b, c, d),
(S2) : φ(Tx) > b for x ∈ P (ϕ, φ, b, d) with θ(Tx) > c,
(S3) : 0 /∈ R(ϕ,ψ, a, d) and ψ(Tx) < a for x ∈ R(ϕ,ψ, a, d) with ψ(x) = a.
Then, T has at least three fixed points x1, x2, x3 ∈ P (ϕ, d), such that
ϕ(xi) ≤ d , for i = 1, 2, 3; b < φ(x1), a < ψ(x2), with φ(x2) < b and

ψ(x3) < a.

2. Existence Results

During the last decade, many definitions on the fractional calculus have been
carried out. In our paper, our work is based upon the Riemann Liouville fractional
operator defined by

Dνg(t) =
1

Γ(n− ν)
(
d

dt
)
n ∫ t

0

(t− s)n−ν−1g(s)ds,

where g : (0,∞)→ R is a function, n is the smallest integer greater than or equal to
ν whenever the right hand side is defined. In particular, for ν = n,Dνg(t) = Dng(t).
In order to derive the main result of the system (1)-(4), we present the following

lemma:

Lemma 2. If h, y ∈ C[0, 1], then the fractional differential equation

Dq1u(t) + h(t) = 0, t ∈ (0, 1), (5)

Dq2v(t) + y(t) = 0, t ∈ (0, 1), (6)

with the boundary conditions (3) and (4) has the solution

u(t) =

∫ 1

0

H1(t, s)h(s)ds+
tq1−1Γ(q1 − p1)

Γ(q1)∆1
g1(

∫ 1

0

u(s)dA1(s),

∫ 1

0

v(s)dA1(s)),
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v(t) =

∫ 1

0

H2(t, s)y(s)ds+
tq2−1Γ(q2 − p2)

Γ(q2)∆2
g2(

∫ 1

0

u(s)dA2(s),

∫ 1

0

v(s)dA2(s)),

where

Hi(t, s) = Gi(t, s) +
tqi−1µ

Γ(qi)∆i
Gi(η, s), (7)

Gi(t, s) =
1

Γ(qi)

{
tqi−1(1− s)qi−pi−1 − (t− s)qi−1, 0 ≤ s ≤ t ≤ 1,

tqi−1(1− s)qi−pi−1, 0 ≤ t ≤ s ≤ 1,
(8)

Gi(η, s) =

{
ηqi−pi−1(1− s)qi−pi−1 − (η − s)qi−pi−1, 0 ≤ s ≤ η ≤ 1,

ηqi−pi−1(1− s)qi−pi−1, 0 ≤ η ≤ s ≤ 1,
(9)

and ∆i = 1− µηqi−pi−1, (i ∈ {1, 2}).

Proof. The equations (5) and (6) can be translated into the following equations:

u(t) = − 1

Γ(q1)

∫ t

0

(t− s)q1−1h(s)ds+ c1t
q1−1 + c2t

q1−2 + c3t
q1−3,

v(t) = − 1

Γ(q2)

∫ t

0

(t− s)q2−1y(s)ds+ d1t
q2−1 + d2t

q2−2 + d3t
q2−3.

Taking into account of (3)-(4) and Dσ[tq−1] = Γ(q)
Γ(q−σ) t

q−σ−1 (σ, q > 0), we obtain
c2 = c3 = 0, d2 = d3 = 0 and

c1 =
1

Γ(q1)(1− µηq1−p1−1)

∫ 1

0

(1− s)q1−p1−1h(s)ds

− µ

Γ(q1)(1− µηq1−p1−1)

∫ η

0

(η − s)q1−p1−1h(s)ds

+
Γ(q1 − p1)

Γ(q1)(1− µηq1−p1−1)
g1(

∫ 1

0

u(s)dA1(s)),

∫ 1

0

v(s)dA1(s)),

d1 =
1

Γ(q2)(1− µηq2−p2−1)

∫ 1

0

(1− s)q2−p2−1y(s)ds

− µ

Γ(q2)(1− µηq2−p2−1)

∫ η

0

(η − s)q2−p2−1y(s)ds

+
Γ(q2 − p2)

Γ(q2)(1− µηq2−p2−1)
g2(

∫ 1

0

u(s)dA2(s)),

∫ 1

0

v(s)dA2(s)).

So, the solution is

u(t) = − 1

Γ(q1)

∫ t

0

(t− s)q1−1h(s)ds

+
tq1−1

Γ(q1)(1− µηq1−p1−1)

∫ 1

0

(1− s)q1−p1−1h(s)ds
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− tq1−1µ

Γ(q1)∆1

∫ η

0

(η − s)q1−p1−1h(s)ds

+
tq1−1Γ(q1 − p1)

Γ(q1)∆1
g1(

∫ 1

0

u(s)dA1(s)),

∫ 1

0

v(s)dA1(s))

=

∫ 1

0

H1(t, s)h(s)ds+
tq1−1Γ(q1 − p1)

Γ(q1)∆1
g1(

∫ 1

0

u(s)dA1(s)),

∫ 1

0

v(s)dA1(s)),

v(t) = − 1

Γ(q2)

∫ t

0

(t− s)q2−1y(s)ds

+
tq2−1

Γ(q2)(1− µηq2−p2−1)

∫ 1

0

(1− s)q2−p2−1y(s)ds

− tq2−1µ

Γ(q2)∆2

∫ η

0

(η − s)q2−p2−1y(s)ds

+
tq2−1Γ(q2 − p2)

Γ(q2)∆2
g2(

∫ 1

0

u(s)dA2(s)),

∫ 1

0

v(s)dA2(s))

=

∫ 1

0

H2(t, s)y(s)ds+
tq2−1Γ(q2 − p2)

Γ(q2)∆2
g2(

∫ 1

0

u(s)dA2(s)),

∫ 1

0

v(s)dA2(s)).

�

Lemma 3. (See [2]) The function Gi(t, s), i ∈ {1, 2} holds the following properties :

(i) Gi(t, s) ≥ 0 for any t, s ∈ [0, 1],

(ii) pitqi−1Li(s) ≤ Gi(t, s) ≤ Li(s) for any t, s ∈ [0, 1],
where

Li(s) =
s(1− s)qi−pi−1

Γ(qi)
. (10)

One can easily obtain the following lemma.

Lemma 4. The function Hi(t, s), i ∈ {1, 2} holds the following properties :

(i) Hi(t, s) ≥ 0 for any t, s ∈ [0, 1],

(ii) pitqi−1Ki(s) ≤ Hi(t, s) ≤ Ki(s) for any t, s ∈ [0, 1],

where Ki(s) =
s(1− s)qi−pi−1

Γ(qi)
+
µGi(η, s)

Γ(qi)∆i
.
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Let us introduce the Banach space B = C[0, 1]×C[0, 1] with the norm ‖(u, v)‖ =
‖u‖+ ‖v‖ for (u, v) ∈ B and ‖u‖ = maxt∈[0,1] |u(t)|. Define a cone

P =

{
(u, v) ∈ B : u(t) ≥ 0, v(t) ≥ 0, t ∈ [0, 1], min

t∈[η,1]
(u(t) + v(t)) ≥ p‖(u, v)‖

}
where p = min

{
p1η

q1−1, p2η
q2−1

}
and operators Ti : P → B, i ∈ {1, 2}given by

T1(u, v)(t) =

∫ 1

0

H1(t, s)f1(s, u(s), v(s))ds

+
tq1−1Γ(q1 − p1)

Γ(q1)∆1
g1(

∫ 1

0

u(s)dA1(s),

∫ 1

0

v(s)dA1(s)),

T2(u, v)(t) =

∫ 1

0

H2(t, s)f2(s, u(s), v(s))ds

+
tq2−1Γ(q2 − p2)

Γ(q2)∆2
g2(

∫ 1

0

u(s)dA2(s),

∫ 1

0

v(s)dA2(s)).

Let us set

Ni = 4

∫ 1

0

Ki(s)ds,

mi = 2p

∫ 1

η

Ki(s)ds,

Li =
4Γ(qi − pi)

∫ 1

0
dAi(s)

Γ(qi)∆i
.

To prove that the system (1) − (4) has three positive solutions, the following
three functionals are defined by

φ(u, v) = min
t∈[η,1]

(u(t) + v(t)), ψ(u, v) = θ(u, v) = ϕ(u, v) = ‖u‖+ ‖v‖.

The main theorem of this paper is stated as follows :

Theorem 5. Assume that there exist constants 0 < a < b < b
p < c < d such that

b ≤ mid
Ni

and fi, gi hold the following conditions:

(C1) fi(t, u, v) ≤ d

Ni
for t ∈ [0, 1], (u+ v) ∈ [0, d],

(C2) fi(t, u, v) >
b

mi
for t ∈ [η, 1], (u+ v) ∈ [b, c],

(C3) fi(t, u, v) ≤ a

Ni
for t ∈ [0, 1], (u+ v) ∈ [0, a],

(C4) gi(u, v) ≤ u+ v

Li
for (u+ v) ∈ [0, d

∫ 1

0
dAi(s)].
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Then the system (1) − (4) has at least three positive solutions (ui, vi) (i = 1, 2, 3)
such that ‖(ui, vi)‖ ≤ d, i = 1, 2, 3; b ≤ φ(u1, v1), a < ‖ψ(u2, v2)‖ with φ(u2, v2) < b
and ‖(u3, v3)‖ < a.

Proof. Define the completely continuous operator T : P → B by

T (u, v)(t) = (T1(u, v)(t), T2(u, v)(t)).

As easily seen, the fixed point of the operator T is the solution of the system
(1) − (4). First, we check that T : P → P . Lemma 4 and the nonnegativity of
fi and gi imply that T1(u, v)(t) ≥ 0, T2(u, v)(t) ≥ 0 for t ∈ [0, 1]. Besides, for
(u, v) ∈ P

‖T1(u, v)‖ ≤
∫ 1

0

K1(s)f1(s, u(s), v(s))ds

+
Γ(q1 − p1)

Γ(q1)∆1
g1(

∫ 1

0

u(s)dA1(s),

∫ 1

0

v(s)dA1(s)),

‖T2(u, v)‖ ≤
∫ 1

0

K2(s)f2(s, u(s), v(s))ds

+
Γ(q2 − p2)

Γ(q2)∆2
g2(

∫ 1

0

u(s)dA2(s),

∫ 1

0

v(s)dA2(s))

and

min
t∈[η,1]

T1(u, v)(t) ≥ p1η
q1−1

∫ 1

0

K1(s)f1(s, u(s), v(s))ds

+
ηq1−1Γ(q1 − p1)

Γ(q1)∆1
g1(

∫ 1

0

u(s)dA1(s),

∫ 1

0

v(s)dA1(s))

≥ p1η
q1−1‖T1(u, v)‖.

In a similar manner, we obtain min
t∈[η,1]

T2(u, v)(t) ≥ p2η
q2−1‖T2(u, v)‖. Thus,

min
t∈[η,1]

{T1(u, v)(t) + T2(u, v)(t)} ≥ p1η
q1−1‖T1(u, v)‖+ p2η

q2−1‖T2(u, v)‖

≥ p[‖T1(u, v)‖+ ‖T2(u, v)‖]
= p‖T (u, v)‖,

so T : P → P . Furthermore by employing standard methods, T is a completely
continuous operator.
Now, all the conditions of Theorem 1 will be shown to be verified. First, we

indicate that T : P (ϕ, d) → P (ϕ, d). If (u, v) ∈ P (ϕ, d), then ϕ(u, v) ≤ d, ‖u‖ +
‖v‖ ≤ d . In view of C4, we can get

gi(

∫ 1

0

u(s)dAi(s),

∫ 1

0

v(s)dAi(s)) ≤
∫ 1

0
(u(s) + v(s))dAi(s)

Li
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≤
d
∫ 1

0
dAi(s)

Li
.

Hence, (C1) yields that

max
t∈[0,1]

T1(u, v)(t) = max
t∈[0,1]

∣∣∣ ∫ 1

0

H1(t, s)f1(s, u(s), v(s))ds

+
tq1−1Γ(q1 − p1)g1(

∫ 1

0
u(s)dA1(s),

∫ 1

0
v(s)dA1(s))

Γ(q1)∆1

∣∣∣
≤ d

N1

∫ 1

0

K1(s)ds+
Γ(q1 − p1)d

Γ(q1)∆1L1

∫ 1

0

dA1(s)

≤ d

2
.

In the same way, one has maxt∈[0,1] T2(u, v)(t) ≤ d
2 . So, we have T : P (ϕ, d) →

P (ϕ, d). Next, we indicate that (S1) of Theorem 1 is fulfilled. Take ( b
2p ,

b
2p ).

Then, one may verify that ( b
2p ,

b
2p ) ∈ P (ϕ, θ, φ, b, c, d) and φ(u, v) > b. Hence,

{(u, v) ∈ P (ϕ, θ, φ, b, c, d) : φ(u, v) > b} 6= ∅. Choose (u, v) ∈ P (ϕ, θ, φ, b, c, d), then
this means (u(t) + v(t)) ∈ [b, c] for any t ∈ [η, 1]. By C2 we get

φ(T (u, v)) = min
t∈[η,1]

(T1(u, v)(t) + T2(u, v)(t))

≥ p

∫ 1

η

K1(s)f1(s, u(s), v(s))ds+ p

∫ 1

η

K2(s)f2(s, u(s), v(s))ds

> p
b

m1

∫ 1

η

K1(s)ds+ p
b

m2

∫ 1

η

K2(s)ds

> b.

Thus (S1) of Theorem 1 holds.
Finally, we need to show that the last condition of Theorem 1 is fulfilled. In fact,

if (u, v) ∈ P (ϕ, φ, b, d) with θ(T (u, v)) > c, then

min
t∈[η,1]

(T1(u, v)(t) + T2(u, v)(t)) ≥ p‖T (u, v)‖

> pc > b,

so, (S2) holds.
Since a > 0, 0 is not member of R(ϕ,ψ, a, d) with ψ(u, v) = a. Let (u, v) ∈

R(ϕ,ψ, a, d) and ψ(u, v) = a, then using (C3), we get

ψ(T (u, v)) = ‖T (u, v)‖

≤
∫ 1

0

K1(s)f1(s, u(s), v(s))ds+

∫ 1

0

K2(s)f2(s, u(s), v(s))ds
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+
Γ(q1 − p1)g1(

∫ 1

0
u(s)dA1(s),

∫ 1

0
v(s)dA1(s))

Γ(q1)∆1

+
Γ(q2 − p2)g2(

∫ 1

0
u(s)dA2(s),

∫ 1

0
v(s)dA2(s))

Γ(q2)∆2

≤ a

N1

∫ 1

0

K1(s)ds+
a

N2

∫ 1

0

K2(s)ds

+
Γ(q1 − p1)a

Γ(q1)∆1L1

∫ 1

0

dA1(s) +
Γ(q2 − p2)a

Γ(q2)∆2L2

∫ 1

0

dA2(s)

= a.

Because all the condition of Theorem 1 fulfilled, the assertion of Theorem 5 is
satisfied. The proof is complete. �

Example 6. Consider


D5/2u(t) + f1(t, u(t), v(t)) = 0, t ∈ (0, 1),
D5/2v(t) + f2(t, u(t), v(t)) = 0, t ∈ (0, 1),
u(0) = u′(0) = v(0) = v′(0) = 0,

D1/2u(1) = 1/2D1/2u(1/2) + g1(
∫ 1

0
u(s)dA1(s),

∫ 1

0
v(s)dA1(s)),

D1/2v(1) = 1/2D1/2v(1/2) + g2(
∫ 1

0
u(s)dA2(s),

∫ 1

0
v(s)dA2(s)),

(11)

in which q1 = q2 = 5
2 , p1 = p2 = 1

2 , µ = 1
2 , A1(s) = A2(s) = s2, η = 1

2 ,

f1(t, u, v) =


t
7 + 4(u+v)

5 , (u+ v) ∈ [0, 10],
t
7 + 642(u+v)−6340

10 , (u+ v) ∈ [10, 20],
t
7 + 5(u+v)+37600

58 , (u+ v) ∈ [20, 600],
t
7 + 700, (u+ v) ∈ [600,∞),

f2(t, u, v) =


t

10 + 4(u+v)
5 , (u+ v) ∈ [0, 10],

t
10 + 642(u+v)−6340

10 , (u+ v) ∈ [10, 20],
t

10 + 5(u+v)+37600
58 , (u+ v) ∈ [20, 600],

t
10 + 700, (u+ v) ∈ [600,∞).

And

gi(u, v) =

{
9
√
π

64 ln(u+ v + 1), (u+ v) ∈ [0, 600],
9
√
π

64 ln(601), (u+ v) ∈ [600,∞).

It is easily seen that ∆1 = ∆2 = 3
4 . We obtain, N1 = N2 = 4

3
√
π
, then p = ( 1

2 )
5
2 ,

m1 = m2 = 1

2
5
2 3
√
π
. And L1 = L2 = 64

9
√
π
. Choosing,

f1(t, u, v) ≤ d
N1
≈ 1413, 7, for t ∈ [0, 1], (u+ v) ∈ [0, 600],
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f1(t, u, v) ≥ b

m1
≈ 601, 59, for t ∈ [ 1

2 , 1], (u+ v) ∈ [20, 200],

f1(t, u, v) ≤ a
N1
≈ 13, 29 for t ∈ [0, 1], (u+ v) ∈ [0, 10],

gi(u, v) ≤ u+v
Li

for (u+ v) ∈ [0, 600].

We conclude that all the assumptions of Theorem 5 are verified, thus the problem
(11) has at least three positive solutions.
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Abstract. The aim of the paper is to obtain generalized convergence results
for nonlinear multidimensional integrals of the form:

Lη(ω;x) =
ηn

Ωn−1

∫
D

K(η |t− x| , ω(t))dt.

We will prove some theorems concerning pointwise convergence of the family
Lη(ω;x) as η → ∞ at a fixed point x ∈ D which represents any generalized
Lebesgue point of the function ω ∈ L1 (D) , where D is an open bounded
subset of Rn. Moreover, we will consider the case D = Rn.

1. Introduction

The studies so far showed that Musielak [14] was the first researcher who in-
vestigated the approximation characteristics of convolution type nonlinear integral
operators of the form:

Tw(f ; s) =

b∫
a

Kw(x− s, f(x))dx, (1.1)

where s ∈ (a, b) ⊂ (−∞,∞) , w ∈ I and I is a non-empty index set. His research
was an intriguing contribution to literature related to this kind of nonlinear integral
operators. Later, Swiderski and Wachnicki [19] studied the pointwise convergence
of the operators of type (1.1). Extensive knowledge concerning this theory can
be found in the monograph by Bardaro et al. [7]. Later on, multidimensional
counterparts of the operators of type (1.1) were studied by Angeloni and Vinti [6] in
some function spaces. Then, Jackson-type generalization of the operators defined

2020 Mathematics Subject Classification. Primary 41A35; Secondary 41A25,45P05.
Keywords and phrases. generalized Lebesgue point, Taylor expansion, pointwise convergence.
ozgeguller2604@gmail.com; guysal@karabuk.edu.tr-Corresponding author
0000-0002-3775-3757; 0000-0001-7747-1706.

c©2020 Ankara University
Communications Facu lty of Sciences University of Ankara-Series A1 Mathematics and Statistics

1356



ON CERTAIN MULTIDIMENSIONAL NONLINEAR INTEGRALS 1357

in [6] were considered by Yilmaz [22]. Some studies on nonlinear operators in
different settings can be found in [5,9,13,21]. Also, results and applications in wide
range concerning linear operators can be found in [1,4,8,12,17,20]. Some weighted
approximation results concerning well-known Gauss-Weierstrass and Picard integral
operators can be found in the recent articles [23] and [24], respectively. In [16],
a class of summation-integral-type operators covering many well-known ones was
considered.
In the year 2016, Almali and Gadjiev [3] considered the following certain non-

linear integrals:

Lη(ω;x) =
ηn

Ωn−1

∫
D

K(η |t− x| , ω(t))dt, (1.2)

where D = Rn, t, x ∈ Rn, |t− x| =

√√√√ n∑
k=1

(tk − xk)
2 and Ωn−1 is the surface

area of unit sphere Sn−1 = {x ∈ Rn : |x| = 1} in Rn. Here, Rn denotes usual
n−dimensional Euclidean space. Also, a real number η is considered as a posi-
tive parameter. They obtained pointwise convergence result for Lebesgue points of
integrable functions. In the same article, exponential nonlinear integrals were also
introduced. Some related works can be given as [2, 11].
The aim of the current manuscript is to obtain convergence results for the oper-

ators of type (1.2) in two different settings via assigning two different definitions to
a symbol D. We will prove pointwise convergence of the family Lη(ω;x) as η →∞
at a fixed point x ∈ D which represents any generalized Lebesgue point of function
ω ∈ L1 (D) , whereD is an open bounded subset ofRn, and ω ∈ L1 (Rn) , separately.

The space L1 (D) consists of the measurable functions satisfying
∫
D

|ω(t)| dt < ∞.

The norm formula in this space is given as follows: ‖ω‖L1(D) =

∫
D

|ω(t)| dt. The

definition of the space L1 (Rn) is analogous. Our results generalize and improve
Theorem 2.2 in [3] in two different directions in view of the usages of generalized
domain of integration and generalized characteristic point, respectively. Now, we
consider the kernel function of the operators of type (1.2). Since η |.| ∈ R+

0 , for
simplicity, we may denote η |.| by ην. Therefore, K(η |.| , ω(t)) =: K(ην, ω), where
ν ∈ R+

0 and ω : Rn → R.
The conditions on the kernel function to be given below are revised versions of

the conditions used by Almali and Gadjiev [3].
We assume that real-valued kernel function K(ην, ω), where ην ∈ R+

0 and ω :
Rn → R, satisfies the following conditions:

a: For every ν ∈ R+
0 and η ∈ R+, K(ην, 0) = 0 and K(ην, ω) is analytic at

ω = 0 with radius of analyticity R = ∞ for all values of its first variable,
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that is, its Maclaurin series converges for all ω ∈ R and for all values of its
first variable.

b: ∂mK(ην,ω)
∂ωm

∣∣∣
ω=0

is a non-negative and non-increasing function with respect

to ν on R+
0 for any m = 1, . . . and for all values of η ∈ R+.

c: The first partial derivative ∂K(ην,ω)
∂ω

∣∣∣
ω=0

is a majorant function for all re-

maining derivatives, that is, ∂mK(ην,ω)
∂ωm

∣∣∣
ω=0
≤ ∂K(ην,ω)

∂ω

∣∣∣
ω=0

, where m =

1, . . . , for all values of ν ∈ R+
0 and η ∈ R+.

d: ηn

Ωn−1

∫
Rn

∂mK(η|t|,ω)
∂ωm

∣∣∣
ω=0

dt = Am < ∞, where Am with m = 1, . . . are

certain positive constants which are independent of η and

lim
η→∞

ηn

Ωn−1

∫
ζ<|t|<∞

∂mK(η |t| , ω)

∂ωm

∣∣∣∣
ω=0

dt = 0

for all ζ > 0 and m = 1, . . . .

Definition 1. A point x ∈ Rn at which the following relation holds:

lim
r→0+

1

rn(α+1)

∫
0<|t|≤r

|ω(t+ x)− ω(x)| dt = 0,

where 0 ≤ α < 1, is called a generalized Lebesgue point of function ω ∈ L1 (Rn) (or
for any function ω which is integrable on suffi ciently large domain).

Definition of one-dimensional version of this point can be found in some recent
papers, such as [13] and [5]. Definition of d−point analogue of this point in one-
dimensional case was also considered by Gadjiev [12].

2. Main Theorems

Theorem 1. Suppose that K(., ω) satisfies conditions (a)-(d). If x ∈ Rn is a
generalized Lebesgue point of function ω ∈ L1 (Rn) and ω is a bounded function
on Rn, that is, there exists a number M > 0 which depends on only ω such that
|ω| ≤M, then for the operators Lη(ω;x) which are defined in (1.2), we have

lim
η→∞

Lη(ω;x) =

∞∑
m=1

Am
m!

[ω(x)]
m

provided that the function

ηn
∫

0<r<∞

{
rn(α+1)

}′
r

∂K(ηr, ω)

∂ω

∣∣∣∣
ω=0

dr,

where r = |t| , is bounded as η →∞.
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Proof. By definition of generalized Lebesgue point, for every ε > 0 there exists a
number δ > 0 such that ∫

0<|t|≤r

|ω(t+ x)− ω(x)| dt < εrn(α+1)

holds provided that r ≤ δ and 0 ≤ α < 1.
Denoting the surface of unit sphere {t′ ∈ Rn : |t′| = 1} in Rn by Sn−1, we define∫

Sn−1

|ω(rt′ + x)− ω(x)| dt′ =: u (r) ,

where dt′ is the surface element on Sn−1 (see p.14 in [18]). For further details about
polar coordinates transformation, we refer the reader to [10]. Therefore, we define
the auxiliary function as

f(r) :=

r∫
0

u (ρ) ρn−1dρ (2.1)

for which there holds:

f(r) ≤ εrn(α+1) (2.2)

provided that r ≤ δ and 0 ≤ α < 1.
Following [3], we write the Maclaurin expansion of the function K(., ω) with

respect to ω as follows:

K(η |t− x| , ω(t)) =

∞∑
m=0

1

m!
K(m)
ω (η |t− x| , 0) [ω(t)]

m

=

∞∑
m=1

1

m!
K(m)
ω (η |t− x| , 0) [ω(t)]

m
,

where K(m)
ω (η |t− x| , 0) := ∂mK(η|t−x|,ω)

∂ωm

∣∣∣
ω=0

and for every ν ∈ R+
0 and η ∈ R+

with K(ην, 0) = 0. Since the conditions of Lebesgue dominated converge theorem
(see, for example, [15]) are fulfilled, we can change the order of summation and
integration. Since Rn is a locally compact abelian group, using change of variables
and binomial representation of [ω(t+ x)]

m
, we have

Lη(ω;x) =
ηn

Ωn−1

∞∑
m=1

∫
Rn

1

m!
K(m)
ω (η |t| , 0)

m−1∑
k=0

(
m
k

)
[ω(t+ x)− ω(x)]

m−k
[ω(x)]

k
dt

+
ηn

Ωn−1

∞∑
m=1

∫
Rn

1

m!
K(m)
ω (η |t| , 0) [ω(x)]

m
dt.
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Let

I =

m−1∑
k=0

(
m
k

)
[ω(t+ x)− ω(x)]

m−k
[ω(x)]

k
.

Now, without loss of generality, we consider the case ω is not identically zero on
Rn. Since ω is bounded by a certain positive number M such that |ω(z)| ≤ M for
all z ∈ Rn, there holds

|I| =

∣∣∣∣∣
m−1∑
k=0

(
m
k

)
[ω(t+ x)− ω(x)]

m−k
[ω(x)]

k

∣∣∣∣∣
≤

m−1∑
k=0

(
m
k

)
|ω(t+ x)− ω(x)|m−k−1 |ω(t+ x)− ω(x)| |ω(x)|k

≤ |ω(t+ x)− ω(x)|
m−1∑
k=0

(
m
k

)
(2M)

m−k−1
(M)

k

≤ |ω(t+ x)− ω(x)| 1

2M

m−1∑
k=0

(
m
k

)
(2M)

m−k
(M)

k

+ |ω(t+ x)− ω(x)| 1

2M

(
m
m

)
(2M)

m−m
(M)

m

= |ω(t+ x)− ω(x)| 1

2M

m∑
k=0

(
m
k

)
(2M)

m−k
(M)

k

= |ω(t+ x)− ω(x)| 1

2M
(3M)

m
.

Therefore, using condition (c), we can write∣∣∣∣∣Lη(ω;x)−
∞∑
m=1

1

m!
Am [ω(x)]

m

∣∣∣∣∣
≤ ηn

Ωn−1

∞∑
m=1

∫
Rn

1

m!
K(m)
ω (η |t| , 0) |ω(t+ x)− ω(x)| (3M)

m

2M
dt

≤ ηn

Ωn−1

1

2M

∞∑
m=1

(3M)
m

m!

∫
Rn

K(1)
ω (η |t| , 0) |ω(t+ x)− ω(x)| dt.

Fixing δ > 0, we have the following inequality:∣∣∣∣∣Lη(ω;x)−
∞∑
m=1

1

m!
Am [ω(x)]

m

∣∣∣∣∣
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≤ ηn

Ωn−1

(
e3M − 1

)
2M


∫
|t|>δ

+

∫
|t|≤δ

K(1)
ω (η |t| , 0) |ω(t+ x)− ω(x)| dt

= :
1

Ωn−1

(
e3M − 1

)
2M

{
ηnI ′η + ηnI ′′η

}
.

Let us show that ηnI
′

η → 0 as η → ∞. The following deductions are the natural
consequences of conditions satisfied by our kernel function. Since

0 ≤ Ωn−1K
(1)
ω (ηr, 0)

1

n
rn
(

1− 1

2n

)
≤

∫
r
2≤|t|≤r

K(1)
ω (η |t| , 0)dt,

by (d) and well-known squeeze theorem, we see that rnK(1)
ω (ηr, 0) → 0 as r → ∞

and r → 0. In particular, this observation leads to K(1)
ω (ηr, 0) → 0 as r → ∞ and

r → 0. This type analysis is also performed in [3, 18]. For ηnI ′η, we obtain

ηnI ′η ≤ ηnK(1)
ω (ηδ, 0)

∞∫
δ

∫
Sn−1

|ω(rt′ + x)| rn−1dt′dr

+ηn |ω(x)|
∫

δ<|t|<∞

K(1)
ω (η |t| , 0)dt

≤ ηnK(1)
ω (ηδ, 0) ‖ω‖L1(Rn) + ηn |ω(x)|

∫
δ<|t|<∞

K(1)
ω (η |t| , 0)dt.

The terms on the right-hand side tend to zero as η → ∞ by overall hypotheses
discussed previously. Hence, lim

η→∞
ηnI ′η = 0.

Now, we consider ηnI ′′η . By relation (2.1), we can write

ηnI ′′η = ηn
δ∫

0

∫
Sn−1

|ω(rt′ + x)− ω(x)|K(1)
ω (ηr, 0)rn−1dt′dr

= ηn
δ∫

0

u (r)K(1)
ω (ηr, 0)rn−1dr

= ηn
δ∫

0

K(1)
ω (ηr, 0)df(r).
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Using integration by parts for Stieltjes integrals and relation (2.2), we get the
following inequality:

ηnI ′′η ≤ εηn
∞∫

0

{
rn(α+1)

}′
r
K(1)
ω (ηr, 0)dr.

Since ε > 0 is arbitrarily small and the following expression:

ηn
∞∫

0

{
rn(α+1)

}′
r
K(1)
ω (ηr, 0)dr

remains bounded as η →∞, we have

lim
η→∞

ηnI ′′η = 0.

Combining all results gives

lim
η→∞

Lη(ω;x) =

∞∑
m=1

1

m!
Am [ω(x)]

m
.

Thus, the proof is completed. �

In the second theorem, we give a local approximation result for nonlinear multi-
dimensional integrals of the form:

Tη(ω;x) =
ηn

Ωn−1

∫
D

K(η |t− x| , ω(t))dt, (2.3)

where x ∈ D and D is any bounded open subset of Rn. We replaced Rn by D
compared to operators of type (1.2).

Theorem 2. Suppose that K(., ω) satisfies conditions (a)-(d). If x ∈ D is a
generalized Lebesgue point of function ω ∈ L1 (D) with ω : Rn → R and ω is a
bounded function on D, that is, there exists a number P > 0 which depends on only
ω such that |ω| ≤ P, then for the operators Tη(ω;x) which are defined in (2.3), we
have

lim
η→∞

Tη(ω;x) =

∞∑
m=1

Am
m!

[ω(x)]
m

provided that the function

ηn
∫

0<r≤δ

{
rn(α+1)

}′
r

∂K(ηr, ω)

∂ω

∣∣∣∣
ω=0

dr,

where r = |t| and δ > 0 is a number chosen to ensure the existence of the integral,
is bounded as η →∞.
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Proof. We follow mainly the proof steps of previous theorem with some additional
considerations.
By definition of generalized Lebesgue point, for every ε > 0 there exists a number

δ > 0 such that ∫
0<|t|≤r

|ω(t+ x)− ω(x)| dt < εrn(α+1)

holds provided that r ≤ δ and 0 ≤ α < 1.
Denoting the surface of unit sphere {t′ ∈ Rn : |t′| = 1} in Rn by Sn−1, we define∫

Sn−1

|ω(rt′ + x)− ω(x)| dt′ =:
∼
u (r) ,

where dt′ is the surface element on Sn−1 (see p. 14 in [18]). Therefore, we define
the new function as

∼
f (r) :=

r∫
0

∼
u (ρ) ρn−1dρ

for which there holds:
∼
f (r) ≤ εrn(α+1)

provided that r ≤ δ and 0 ≤ α < 1.
Now, we define the auxiliary function g by

g(t) :=

{
ω(t), t ∈ D,
0, t ∈ Rn\D. (2.4)

We recall the Maclaurin series of K(., ω) at ω = 0 expressed as

K(η |t− x| , ω(t)) =

∞∑
m=1

1

m!
K(m)
ω (η |t− x| , 0) [ω(t)]

m
,

where K(m)
ω (η |t− x| , 0) := ∂mK(η|t−x|,ω)

∂ωm

∣∣∣
ω=0

and for every ν ∈ R+
0 and η ∈ R+

with K(ην, 0) = 0. In view of this, we infer that

Tη(ω;x)

=
ηn

Ωn−1

∞∑
m=1

∫
D

1

m!
K(m)
ω (η |t− x| , 0)

m∑
k=0

(
m
k

)
[ω(t)− ω(x)]

m−k
[ω(x)]

k
dt

+
ηn

Ωn−1

∞∑
m=1

∫
Rn

1

m!
K(m)
ω (η |t− x| , 0) [ω(x)]

m
dt

− ηn

Ωn−1

∞∑
m=1

∫
Rn

1

m!
K(m)
ω (η |t− x| , 0) [ω(x)]

m
dt.
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Let

I =

m−1∑
k=0

(
m
k

)
[ω(t)− ω(x)]

m−k
[ω(x)]

k
.

Without loss of generality, we consider the case ω is not identically zero on D. Since
ω is bounded by a certain positive number P such that |ω(z)| ≤ P for all z ∈ D,
there holds

|I| =

∣∣∣∣∣
m−1∑
k=0

(
m
k

)
[ω(t)− ω(x)]

m−k
[ω(x)]

k

∣∣∣∣∣
≤

m−1∑
k=0

(
m
k

)
|ω(t)− ω(x)|m−k−1 |ω(t)− ω(x)| |ω(x)|k

≤ |ω(t)− ω(x)| 1

2P
(3P )

m
.

Therefore, in view of (2.4) and using condition (c), we obtain the following inequal-
ity: ∣∣∣∣∣Tη(ω;x)−

∞∑
m=1

1

m!
Am [ω(x)]

m

∣∣∣∣∣
≤ ηn

Ωn−1

∞∑
m=1

∫
D

1

m!
K(m)
ω (η |t− x| , 0) |ω(t)− ω(x)| (3P )

m

2P
dt

+

∣∣∣∣∣∣∣
ηn

Ωn−1

∞∑
m=1

∫
Rn\D

1

m!
K(m)
ω (η |t− x| , 0)

m−1∑
k=0

(
m
k

)
[−ω(x)]

m−k
[ω(x)]

k
dt

∣∣∣∣∣∣∣
≤ ηn

Ωn−1

1

2P

∞∑
m=1

(3P )
m

m!

∫
D

K(1)
ω (η |t− x| , 0) |ω(t)− ω(x)| dt

+

∣∣∣∣∣∣∣
ηn

Ωn−1

∞∑
m=1

∫
Rn\D

1

m!
K(1)
ω (η |t− x| , 0)

m−1∑
k=0

(
m
k

)
[−ω(x)]

m−k
[ω(x)]

k
dt

∣∣∣∣∣∣∣
= : I1 + I2.

Fixing δ > 0, we define Bδ := {t, x ∈ D : |t− x| ≤ δ} ⊂ D. Therefore, we have the
following inequality:

I1 ≤ ηn

Ωn−1

(
e3P − 1

)
2P

∫
t∈D\Bδ

K(1)
ω (η |t− x| , 0) |ω(t)− ω(x)| dt
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+
ηn

Ωn−1

(
e3P − 1

)
2P

∫
|t|≤δ

K(1)
ω (η |t| , 0) |ω(t+ x)− ω(x)| dt

= :
1

Ωn−1

(
e3P − 1

)
2P

{
ηnI ′η + ηnI ′′η

}
.

Let us show that ηnI ′η → 0 as η →∞. For ηnI ′η, we obtain

ηnI ′η ≤ ηnK(1)
ω (ηδ, 0) ‖ω‖L1(D) + ηn |ω(x)|

∫
δ<|t|<∞

K(1)
ω (η |t| , 0)dt.

The terms on the right-hand side tend to zero as η →∞ by (d). Hence, lim
η→∞

ηnI ′η =

0.
It is easy to see that I2 tends to zero as η →∞. The remaining part is analogous

to proof of the preceding theorem. Hence

lim
η→∞

Tη(ω;x) =

∞∑
m=1

1

m!
Am [ω(x)]

m
.

Thus, the proof is completed. �

Example 1. In [3], the authors considered the following kernel function satisfying
the hypotheses:

K (ηv, ω) =
1√
2π

[
exp

(
e−(ηv)2ω

)
− 1
]
.

Inspiring from the kernel given above and also Picard kernel, we consider the fol-
lowing kernel function without scaling:

K (ηv, ω) = exp
(
e−ηvω

)
− 1,

where for ηv ∈ R+
0 , K (ηv, 0) = 0 and K(m)

ω (ηv, 0) = e−mηv with m = 1, . . . .
Clearly, this function is non-negative and non-increasing with respect to ν on R+

0

for any m = 1, . . . and for all values of η ∈ R+, and the first partial derivative
majorizes the remaining derivatives. Lastly, in view of the well-known identity
related to gamma function

∞∫
0

e−mλλn−1dλ =
(n− 1)!

mn
,

where λ = ηv, we see that the condition (d) easily holds there.
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3. Final Comments

Some theorems which are analogous to Theorem (3.3) and Theorem (3.5) in the
article by Almali and Gadjiev [3] can be stated and proved using similar arguments.
Also, more general theorems with respect to other characteristic points, such as
µ−generalized Lebesgue point, can also be proved.

Acknowledgements. The authors would like to thank the referees for their valu-
able comments and suggestions.
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ON FRONTIER AND EXTERIOR IN INTUTIONISTIC SUPRA
α− CLOSED SET
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Abstract. The main aim of the study of this paper is to work with the prop-
erties of frontier and exterior in intuitionistic supra topological spaces. Consid-
ering this we have introduced intuitionistic supra α-frontier and intuitionistic
α-exterior in intuitionistic supra topological space. We have also deliberated
the properties of intuitionistic suppra α-frontier and intuitionistic supra α-
exterior in intuitionistic supra topological space. The comparative study has
been done with the use of intuitionistic supra α-open set between Intuitionistic
supra frontier, Intuitionistic supra exterior and intuitionistic supra α-frontier,
intuitionistic α-exterior in intuitionistic supra topological space.

1. Introduction

In 1970, Levine[4] introduced the concept of generalized closed sets in topological
spaces. Njastad.O[12] and Maki.H et al[6] introduced α-closed sets and gα-closed
sets in topological spaces. In 1965 ,O.Njastad[12] introduced α-open sets. The
concept of intuitionistic set and intuitionistic topological spaces was introduced by
Coker[1][2]. Supra topology was introduced by A.S.Mashhour et.al[6] Intuitionistic
supra α-open set was introduced by the Author[8] on intuitionistic supra topologi-
cal spaces and discussed the properties of Intuitionistic supra α-open sets in supra
topological spaces.

The purpose of this paper is to study the properties of α-frontier and α-exterior
in intuitionistic supra topological spaces. Also to study the comparison between
Intuitionistic supra frontier, Intuitionistic supra exterior and intuitionistic supra
α-frontier, α-exterior in intuitionistic supra topological space.
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2. Preliminaries

Definition 2.1 [1] Let X be a non-empty set,an intuitionistic set (IS in short)
A is an object having the form A = 〈X,A1, A2〉, where A1 and A2 are subsets of
X satisfying A1 ∩ A2 = φ. The set A1 is called the set members of A, while A2 is
called the set of non-members of A.
Definition 2.2 [1] Let X be a non-empty set, A = 〈X,A1, A2〉 and B =

〈X,B1, B2〉 be IS’s on X and let {Ai : i ∈ J} be an arbitrary family of IS’s in
X, where Ai =

〈
X,A

(1)
i , A

(2)
i

〉
. Then

(i) A ⊆ B iff A1 ⊆ B1 and A2 ⊇ B2.
(ii) A = B iff A ⊆ B and B ⊆ A.

(iii) Ā = 〈X,A2, A1〉.
(iv) A ∪B=〈X,A1 ∪B1, A2 ∩B2〉.
(v) A ∩B=〈X,A1 ∩B1, A2 ∪B2〉.

(vi)
⋃
Ai=

〈
X,
⋃
A1i ,

⋂
A2i
〉
.

(vii)
⋂
Ai=

〈
X,
⋂
A1i ,

⋃
A2i
〉
.

(viii) A-B=A ∩ B̄.
(ix) []A=〈X,A1, (A1)c〉.
(x) 〈〉A=〈X, (A2)c, A2〉.

(xi) X
∼
=〈X,X, φ〉.

(xii) φ
∼
=〈X,φ,X〉.

Definition 2.3 [6] An intuitionistic topology on a non-empty set X is a family
τ of IS’s in X satifying the following axioms:

(i) X
∼
, φ
∼
∈ τ .

(ii) A1 ∩A2 ∈ τ for any A1, A2 ∈ τ .
(iii) ∪Ai ∈ τ for any arbitrary family {Ai : i ∈ J} ⊆ τ .
The pair (X, τ) is called an intuitionistic topological space (ITS in short) and IS

in τ is known as an intuitionitic open set (IOS in short) in X, the complement of
IOS is called an intuitionistic closed set (ICS in short).
Definition 2.4 [6] The supra closure of a set A is denoted by clµ(A), and is

defined as,
supra cl(A) =

⋂
{B : B is supra closed and A ⊆ B}.

The supra interier of a set A is denoted by intµ(A), and is defined as
supra int(A) =

⋃
{B : B is supra open and A ⊇ B}.

Definition 2.5 [1] An Intuitionistic supra topology on a non-empty set X is a
family τ of IS’s in X satisfying the following axioms:

(i) X
∼
, φ
∼
∈ τ .

(ii) ∪Ai ∈ τ for any arbitrary family {Ai : i ∈ J} ⊆ τ .
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The pair(X,τ) is called intuitionistic supra topological space (ISTS in short) and
IS in τ is known as an intuitionistic supra open set (ISOS in short) in X, the com-
plement of ISOS is called intuitionistic supra closed set(ISCS in short).

Definition 2.6 [1] Let (X,τ) be an ISTS and let A = 〈X,A1, A2〉 be an IS in X,
then the supra closure and supra interior of A are defined by:
clµ(A) =

⋂
{K : K is an ISCS in X and A ⊆ K}.

intµ(A) =
⋃
{K : K is an ISOS in X and A ⊇ K}.

Definition 2.7 [8] Let (X,τ) be an ISTS and let A = 〈X,A1, A2〉 be an IS in X
, then the supra α closure and supra α interior of A are defined by:
Iαclµ(A) =

⋂
{k : k is an ISαCS in X and A ⊆ k}

Iαintµ(A) =
⋃
{k : k is an ISαOS in X and A ⊇ k}

Definition 2.8 [1] Let (X,τ) be an intuitionistic supra topological space. An
intuitionistic set A is called intuitionistic supra α-closed set (ISαCS in short)
if clµ(intµ(clµ(A))) ⊆ U, whenever A ⊆U, U is intuitionistic supra α-open set
(ICαOS).
The complement of intuitionistic supra α-closed set is intuitionistic supra α-open
set (ISαOS in short).

3. Intuitionistic supra Frontier

Definition 3.1 Let X be an ISTS and for a subset A of a ISTS X, IFrµ(A) =
Iclµ(A)− Iintµ(A) is said to be Intuitionistic supra Frontier of A.

Theorem 3.2 Let X be an ISTS then and for any a subset A of IS in ISTS X ,
the following statements hold:

(i) IFrµ(A) = Iclµ(A) ∩ Iclµ(X −A).
(ii) IFrµ(A) = IFrµ(X −A).

(iii) IFrµ(IFrµ(A)) ⊆ IFrµ(A).
(iv) Iclµ(A) = Iintµ(A) ∪ IFrµ(A).
(v) Iintµ(A) ∩ IFrµ(A)=φ

∼
.

(vi) IFrµ(X
∼

) = φ
∼
,IFrµ(φ

∼
) = X

∼
.

(vii) IFrµ(Iclµ(A)) ⊆ IFrµ(A).

Proof. Let A be a IS in ISTS X.

(i) IFrµ(A) = Iclµ(A)− Iintµ(A)=Iclµ(A) ∩ Iclµ(X −A).
(ii) IFrµ(A) = Iclµ(A)−Iintµ(A)=(X−Iintµ(A))−(X−Iclµ(A))=Iclµ(X−

A)− Iintµ(X −A)=IFrµ(X −A).
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(iii) IFrµ(IFrµ(A))=Iclµ(IFrµ(A))∩ Iclµ(X − IFrµ(A)) ⊆ Iclµ(IFrµ(A)) =
IFrµ(X −A). Hence IFrµ(IFrµ(A)) ⊆ IFrµ(A).

(iv) Iintµ(A)∪IFrµ(A)=Iintµ(A)∪(Iclµ(A)−Iintµ(A))=(Iintµ(A)∪Iclµ(A))−
(Iintµ(A) ∪ Iintµ(A))=(Iintµ(A) ∪ Iclµ(A))− Iintµ(A)=Iclµ(A).

(v) Iintµ(A) ∩ IFrµ(A)=Iintµ(A) ∩ (Iclµ(A)− Iintµ(A))=φ
∼
.

(vi) IFrµ(X
∼

) = φ
∼
,IFrµ(φ

∼
) = X

∼
.

(vii) IFrµ(Iclµ(A)) = Iclµ(Iclµ(A)) − Iintµ(Iclµ(A)) ⊆ Iclµ(A) − Iintµ(A) =
IFrµ(A). Hence IFrµ(Iclµ(A)) ⊆ IFrµ(A).

�

The proof of the above theorem is shown in the following example:

Example 3.3 LetX = {a, b, c}. τ =

{
X
∼
, φ
∼
, A1, A2, A3

}
, whereA1 = 〈X, {a} , {b, c}〉,

A2 = 〈X, {b} , {c}〉 and A3 = 〈X, {a, b} , {c}〉.
Let A = 〈X, {a} , {c}〉. X − A = 〈X, {c} , {a}〉. Iintµ(A) = 〈X, {a} , {b, c}〉.
Iclµ(A) = X

∼
. IFrµ(A) = 〈X, {b, c} , {a}〉.

Iintµ(X −A) = φ
∼
. Iclµ(X −A) = 〈X, {b, c} , {a}〉.IFrµ(X −A) = 〈X, {b, c} , {a}〉.

(i) IFrµ(A) = Iclµ(A) − Iintµ(A) = 〈X, {b, c} , {a}〉 and Iclµ(A) ∩ Iclµ(X −
A) = 〈X, {b, c} , {a}〉.

(ii) IFrµ(A) = 〈X, {b, c} , {a}〉 and IFrµ(X −A) = 〈X, {b, c} , {a}〉.
(iii) IFrµ(A) = 〈X, {b, c} , {a}〉. IFrµ(IFrµ(A)) = 〈X, {b, c} , {a}〉.Hence IFrµ(IFrµ(A)) ⊆

IFrµ(A).
(iv) Iintµ(A)∪IFrµ(A) = X

∼
.clµ(A) = X

∼
.Hence Iclµ(A) = Iintµ(A)∪IFrµ(A).

(v) Iintµ(A) ∩ IFrµ(A) = φ
∼
.

(vi) IFrµ(X
∼

) = φ
∼
,IFrµ(φ

∼
) = X

∼
.

(vii) IFrµ(Iclµ(A)) = 〈X, {b, c} , {a}〉.IFrµ(A) = 〈X, {b, c} , {a}〉.Hence IFrµ(Iclµ(A)) ⊆
IFrµ(A).

Definition 3.4 Let X be an ISTS and for a subset A of a ISTS, IαFrµ(A)=Iαclµ(A)−
Iαintµ(A) said to be Intuitionistic supra α-Frontier of A.

Theorem 3.5 For a subset A of ISTS, IαFrµ(A) ⊆ IFrµ(A).

proof Let x ∈ IαFrµ(A) then x ∈ Iαclµ(A)− Iαintµ(A), implies x ∈ Iclµ(A)−
Iintµ(A), since every intuitionistic supra closed set is intuitionistic supra α-closed
set. Hence x ∈ IFrµ(A). Therefore IαFrµ(A) ⊆ IFrµ(A).
Converse of the above theorem need not be true. It is shown in the following ex-
ample.

Example 3.6 LetX = {a, b, c}. τ =

{
X
∼
, φ
∼
, A1, A2, A3

}
, whereA1 = 〈X, {a} , {b, c}〉.

A2 = 〈X, {b} , {c}〉 and A3 = 〈X, {a, b} , {c}〉.
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Let A = 〈X, {φ} , {a}〉, IFrµ(A) = 〈X, {b, c} , {a}〉, and IαFrµ(A) = 〈X,φ {a}〉.
Here IαFrµ(A) ⊆ IFrµ(A) is true but converse is not true.
Theorem 3.7 Let X be an ISTS then and for any a subset A of IS in ISTS X,

the following statements holds:

(i) IαFrµ(A) = Iαclµ(A) ∩ Iαclµ(X −A).
(ii) IαFrµ(A) = IαFrµ(X −A).

(iii) IαFrµ(IαFrµ(A)) ⊆ IαFrµ(A).
(iv) Iαclµ(A) = Iαintµ(A) ∪ IαFrµ(A).
(v) Iαintµ(A) ∩ IαFrµ(A)=φ

∼
.

(vi) IαFrµ(X
∼

) = φ
∼
, IαFrµ(φ

∼
) = X

∼
.

(vii) IαFrµ(Iαclµ(A)) ⊆ IαFrµ(A).

Proof

(i) IαFrµ(A)=Iαclµ(A)− Iαintµ(A) = Iαclµ(A) ∩ Iαclµ(X −A).
(ii) IαFrµ(A) = Iαclµ(A)− Iαintµ(A)=(X − Iαintµ(A))− (X − Iαclµ(A)) =

Iαclµ(X −A)− Iαintµ(X −A)=IαFrµ(X −A).
(iii) IαFrµ(IαFrµ(A)) = Iαclµ(IαFrµ(A))∩Iαclµ(X−IαFrµ(A)) ⊆ IαclµIαFrµ(A)) =

IαFrµ(X −A). Hence IαFrµ(IαFrµ(A)) ⊆ IαFrµ(A).
(iv) Iαintµ(A)∪IαFrµ(A) = Iαintµ(A)∪(Iαclµ(A)−Iαintµ(A)) = (Iαintµ(A)∪

Iαclµ(A))−(Iαintµ(A)∪Iαintµ(A))=(Iαintµ(A)∪Iαclµ(A))−Iαintµ(A)=Iαclµ(A).
(v) Iαintµ(A) ∩ IαFrµ(A) = Iαintµ(A) ∩ (Iαclµ(A)− Iαintµ(A)) = φ

∼
.

(vi) IαFrµ(X
∼

)=φ
∼
, IαFrµ(φ

∼
) = X

∼
.

(vii) IαFrµ(Iαclµ(A)) = Iαclµ(Iαclµ(A)) − Iαintµ(Iαclµ(A)) ⊆ Iαclµ(A) −
Iαintµ(A) = IαFrµ(A). Hence IαFrµ(Iαclµ(A)) ⊆ IαFrµ(A).

Example 3.8 LetX = {a, b, c}. τ =

{
X
∼
, φ
∼
, A1, A2, A3

}
, whereA1 = 〈X, {a} , {b, c}〉,

A2 = 〈X, {c} , {a, b}〉, and A3 = 〈X, {a, c} , {b}〉.
Let A = 〈X, {b} , {a, c}〉. X − A = 〈X, {a, c} , {b}〉. Iαintµ(A) = φ

∼
, Iαclµ(A) =

〈X, {b} , {a, c}〉 . IαFrµ(A) = 〈X, {b} , {a, c}〉 .
Iαintµ(X − A) = 〈X, {a, c} , {b}〉 . Iαclµ(X − A) = 〈X, {a, c} , {b}〉 . IαFrµ(X −
A) = 〈X, {a, c} , {b}〉.

(i) IαFrµ(A) = Iαclµ(A) − Iαintµ(A)=〈X, {b} , {a, c}〉, , and Iαclµ(A) ∩
Iαclµ(X −A) = 〈X, {b} , {a, c}〉.

(ii) IαFrµ(A) = 〈X, {b} , {a, c}〉 and IαFrµ(X −A) = 〈X, {b} , {a, c}〉.
(iii) IαFrµ(A) = 〈X, {b} , {a, c}〉. IαFrµ(IαFrµ(A)) = 〈X, {b} , {a, c}〉. Hence

IαFrµ(IαFrµ(A)) ⊆ IαFrµ(A).
(iv) Iαintµ(A)∪IαFrµ(A) = 〈X, {b} , {a, c}〉.Iαclµ(A) = 〈X, {b} , {a, c}〉. Hence

Iclµ(A) = Iαintµ(A) ∪ IαFrµ(A).
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(v) Iαintµ(A) ∩ IαFrµ(A) = φ
∼
.

(vi) IαFrµ(X
∼

) = φ
∼
,IαFrµ(φ

∼
) = X

∼
.

(vii) IαFrµ(Iαclµ(A)) = 〈X, {b} , {a, c}〉. Hence IαFrµ(Iαclµ(A)) ⊆ IαFrµ(A).

4. Intuitionistic supra Exterior

Definition 4.1 Let X be an ISTS and for a subset A of a ISTS X, IExtµ(A) =
Iintµ(X

∼
−A) s said to be Intuitionistic supra Exterior of A.

Theorem 4.2 Let X be an ISTS then and for any a subset A of IS in ISTS X,
the following statements hold:

(i) IExtµ(A) = X
∼
− Iclµ(A).

(ii) IExtµ(IExtµ(A)) = Iintµ(Iclµ(A)) ⊇ Iintµ(A).
(iii) A ⊆ B = IExtµ(B) ⊆ IExtµ(A).
(iv) IExtµ(A ∪B) = IExtµ(A) ∩ IExtµ(B).
(v) IExtµ(A ∩B) = IExtµ(A) ∪ IExtµ(B).

(vi) IExtµ(X
∼

) = φ
∼
, IExtµ(φ

∼
) = X

∼
.

(vii) IExtµ(A) = IExtµ(X
∼
− IExtµ(A)).

Proof
(i) IExtµ(A) = Iintµ(X

∼
−A) = X

∼
− Iclµ(A).

(ii) IExtµ(IExtµ(A)) = Iintµ(X
∼
− (IExtµ(A)) = Iintµ(Iclµ(A)) ⊇ Iintµ(A).

(iii) A ⊆ B =⇒ Iintµ(A) ⊆ Iintµ(B).
IExtµ(B) = Iintµ(X

∼
− B) ⊆ Iintµ(X

∼
− A) = IExtµ(A) =⇒ IExtµ(B) ⊆

IExtµ(A).
(iv) IExtµ(A ∪ B) = Iintµ(X

∼
− (A ∪ B)) = Iintµ((X

∼
− A) ∩ (X

∼
− B)) ⊆

Iintµ(X
∼
−A) ∩ Iintµ(X

∼
−B) = IExtµ(A) ∩ IExtµ(B).

Hence IExtµ(A ∪B) = IExtµ(A) ∩ IExtµ(B).
(v) IExtµ(A ∩ B) = Iintµ(X

∼
− (A ∩ B)) = Iintµ((X

∼
− A) ∪ (X

∼
− B)) ⊇

Iintµ(X
∼
−A) ∪ Iintµ(X

∼
−B) = IExtµ(A) ∪ IExtµ(B).

Hence IExtµ(A ∩B) = IExtµ(A) ∪ IExtµ(B).
(vi) IExtµ(X

∼
) = φ

∼
, IExtµ(φ

∼
) = X

∼
.

(vii) IExtµ(X
∼
− IExtµ(A)) = IExtµ(X

∼
− Iintµ(X

∼
− A)) = Iintµ(X

∼
− A) =

IExtµ(A).

The proof of the above theorem is shown in the following example:

Example 4.3 LetX = {a, b, c}. τ =

{
X
∼
, φ
∼
, A1, A2, A3

}
, whereA1 = 〈X, {a} , {b, c}〉,

A2 = 〈X, {b} , {c}〉, and A3 = 〈X, {a, b} , {c}〉.
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Let A = 〈X, {a, b} , {c}〉. B = 〈X, {a, b} , φ〉. X −A = 〈X, {c} , {a, b}〉. Iintµ(A) =
〈X, {a, b} , {c}〉. Iclµ(A) = X

∼
.

Iintµ(X −A) = 〈X, {c} , {a, b}〉. Iclµ(X −A) = φ
∼
. Iextµ(A) = φ

∼
, Iextµ(B) = φ

∼

(i) X
∼
− Iclµ(A) = φ

∼
. Hence IExtµ(A) = X

∼
− Iclµ(A).

(ii) IExtµ(IExtµ(A)) = X
∼
Hence IExtµ(IExtµ(A)) ⊇ Iintµ(A).

(iii) A = 〈X, {a, b} , {c}〉 ⊆ B = 〈X, {a, b} , φ〉 implies IExtµ(A)=φ
∼
andIExtµ(B)=φ

∼
implies IExtµ(B) ⊆ IExtµ(A).

(iv) IExtµ(A ∪B) = φ
∼
,IExtµ(A) = φ

∼
∪ IExtµ(B) = φ

∼
.

(v) IExtµ(A ∩B) = φ
∼
,IExtµ(A) = φ

∼
∩ IExtµ(B) = φ

∼
.

(vi) IExtµ(X
∼

) = φ
∼
, IExtµ(φ

∼
) = X

∼
.

(vii) IExtµ(X
∼
− IExtµ(A)) = φ

∼
.

Definition 4.4 Let X be an ISTS and for a subset A of a ISTS X, IαExtµ(A) =
Iαintµ(X

∼
−A) said to be Intuitionistic supra α-Exterior of A.

Theorem 4.5 Let X be an ISTS then and for any a subset A of IS in ISTS X,
the following statements hold:

(i) IαExtµ(A) = X
∼
− Iαclµ(A).

(ii) IαExtµ(IαExtµ(A)) = Iαintµ(Iαclµ(A)) ⊇ Iαintµ(A).
(iii) A ⊆ B = IαExtµ(B) ⊆ IαExtµ(A).
(iv) IαExtµ(A ∪B) = IαExtµ(A) ∩ IαExtµ(B).
(v) IαExtµ(A ∩B) = IαExtµ(A) ∪ IαExtµ(B).

(vi) IαExtµ(X
∼

) = φ
∼
, IαExtµ(φ

∼
) = X

∼
.

(vii) IαExtµ(A) = IαExtµ(X
∼
− IαExtµ(A)).

Proof

(i) IαExtµ(A) = Iαintµ(X
∼
−A) = X

∼
− Iαclµ(A).

(ii) IαExtµ(IαExtµ(A)) = Iαintµ(X
∼
− (IαExtµ(A)) = Iαintµ(Iαclµ(A)) ⊇

Iαintµ(A).
(iii) A ⊆ B implies Iαintµ(A) ⊆ Iαintµ(B).

IαExtµ(B) = Iαintµ(X
∼
− B) ⊆ Iαintµ(X

∼
− A) = IαExtµ(A) implies

IαExtµ(B) ⊆ IαExtµ(A).
(iv) IαExtµ(A ∪ B) = Iαintµ(X

∼
− (A ∪ B)) = Iαintµ((X

∼
− A) ∩ (X

∼
− B)) ⊆

Iαintµ(X
∼
−A) ∩ Iαintµ(X

∼
−B) = IαExtµ(A) ∩ IαExtµ(B).

Hence IαExtµ(A ∪B) = IαExtµ(A) ∩ IαExtµ(B).
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(v) IαExtµ(A ∩ B) = Iαintµ(X
∼
− (A ∩ B)) = Iαintµ((X

∼
− A) ∪ (X

∼
− B)) ⊇

Iαintµ(X
∼
−A) ∪ Iαintµ(X

∼
−B) = IαExtµ(A) ∪ IαExtµ(B).

Hence IαExtµ(A ∩B) = IαExtµ(A) ∪ IαExtµ(B).
(vi) IαExtµ(X

∼
) = φ

∼
, IαExtµ(φ

∼
) = X

∼
.

(vii) IαExtµ(X
∼
− IαExtµ(A)) = IαExtµ(X

∼
− Iαintµ(X

∼
− A)) = Iαintµ(X

∼
−

A) = IαExtµ(A).
The proof of the above theoremis shown in the following example:

Example 4.6 LetX = {a, b, c}. τ =

{
X
∼
, φ
∼
, A1, A2, A3

}
, whereA1 = 〈X, {b} , {c}〉,

A2 = 〈X, {a} , {c}〉, and A3 = 〈X, {a, b} , {c}〉.
Let A = 〈X, {a, c} , {φ}〉. B = 〈X,X, φ〉 . X − A = 〈X, , {φ} , {a, c}〉. Iαintµ(A) =
〈X, , {a, c} , {b, c}〉 , Iαclµ(A) = X

∼
. αFrµ(A) = 〈X, {b, c} , {φ}〉 .

Iαintµ(X−A) = 〈X, {φ} , {a, c}〉 . Iαclµ(X−A) = φ
∼
. IαFrµ(X−A) = 〈X, {φ} , {a, c}〉.

Iαextµ(A) = φ
∼
, IαExtµ(B) = φ

∼
.

(i) X
∼
− Iαclµ(A) = φ

∼
. Hence IαExtµ(A) = X

∼
− Iαclµ(A).

(ii) IαExtµ(IαExtµ(A)) = X
∼
. Hence IαExtµ(IαExtµ(A)) ⊇ Iαintµ(A).

(iii) A = 〈X, {a, c} , {φ}〉 ⊆ B = 〈X,X, φ〉 impliesIαExtµ(A) = φ
∼
and IαExtµ(B) =

φ
∼
implies IαExtµ(B) ⊆ IαExtµ(A).

(iv) IαExtµ(A ∪B) = φ
∼
, IαExtµ(A) = φ

∼
∪ IαExtµ(B) = φ

∼
.

(v) IαExtµ(A ∩B) = φ
∼
, IαExtµ(A) = φ

∼
∩ IαExtµ(B) = φ

∼
.

(vi) IαExtµ(X
∼

) = φ
∼
, IαExtµ(φ

∼
) = X

∼
.

(vii) IαExtµ(X
∼
− IαExtµ(A)) = φ

∼
.
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RECOGNITION OF COMPLEX POLYNOMIAL BÉZIER CURVES
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Abstract. In this paper, similarity groups in the complex plane C, polyno-
mial curves and complex Bézier curves in C are introduced. Global similarity
invariants of polynomial curves and complex Bézier curves in C are given in
terms of complex functions. The problem of similarity of two polynomial curves
in C are solved. Moreover, in case two polynomial curve (complex Bézier curve)
are similar for the similarity group, a general form of all similarity transfor-
mations, carrying one curve into the other curve, are obtained.

1. Introduction

The invariance is a very important tool in areas data registration, object recogni-
tion, computer aided design applications. In computer aided applications, the iter-
ative closest point(ICP) algorithm is an accurate and effi cient method for rigid reg-
istration problem and curve matching. The aim of registration or object recognition
is to find the corresponding relationship between two point sets(or two curves) and
compute the transformation which aligns two point sets(or two curves)(see [1—4])
Generally, Euclidean invariant features are used in above mentioned methods and
a representation of polynomial curve or Bézier curve in the complex plane C are
a useful method to investigate of their global invariants. (see [5, 7—10, 16]) In [16],
taking customary rational Bézier curves in complex plane, complex rational Bézier
curves are investigated. For Bézier curves, rational curves and implicit algebraic
curves, detecting whether two plane curves are similar by an orientation preserving
similarity transformation is important. (see [11—19]).
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This paper presents the similarity conditions of two point sets and the similarity
conditions of two polynomial paths(two complex Bézier curve) in the complex plane
C.
The polynomial curve Z(u),W (u), u ∈ [0, 1] in defined in terms of monomial

complex control points pj , qj ∈ C as
Z(u) =

∑m
j=0 pju

j and W (u) =
∑m

j=0 pju
j , resp.

The complex Bézier curves Z(u),W (u), u ∈ [0, 1] in defined in terms of degree
m Bernstein polynomials Bmj (u) and complex control points zj , wj ∈ C as
Z(u) =

∑m
j=0 zjB

m
j (u) and W (u) =

∑m
j=0 wjB

m
j (u).

Let GM(C∗) be the group of all similarities of C, GM+(C∗) be the group of all
orientation-preserving similarities of C. The group of all linear similarities of C is
denoted by M(C∗). The group of all orientation-preserving linear similarities of C
is denoted by M+(C∗).
The problem of similarity of two polynomial curves(or two complex Bézier curves)

Z(u),W (u) for the groups GM(C∗) and GM+(C∗) is reduced to the problem of
similarity of two polynomial curves(or two complex Bézier curves) Z(u),W (u) for
the groups M(C∗) and M+(C∗), resp. Moreover, since a complex Bézier curve can
be define in terms of complex control points, these problems of similarity of two
complex Bézier curves is reduced to the problem of similarity of sets of complex
control points for these groups. Similarly, same problem can given for polynomial
curves. Otherwise, the problem of similarity of sets of complex control points for the
above mentioned groups can be applied to the point set rigid registration problem.
For the groups of Euclidean motionsM(n) and Euclidean rigid motionsM+(n) in

the n-dimensional Euclidean space, the problems of equivalence two Bézier curves of
degree m and its global invariants are investigated in [15]. In [9], similar problem in
this paper is solved for the groupsM(2) andM+(2). For orientation-preserving sim-
ilarity group Sim+(n) in similarity geometry, local differential invariants, existence
and rigidity theorems for a regular curve are obtained in [20]. For only similarity
group Sim(2) and linear similarity group LSim(2), the problems of equivalence
two Bézier curves of degree m are investigated in [18]. For orthogonal group O(2),
special orthogonal group O+(2), linear similarity group LSim(2) and orientation
linear similarity group LSim+(2), the conditions of the global G-equivalence of two
regular paths are given in [10,21].
So the paper contains solutions of problems of global similarity of complex Bézier

curves and polynomial curves for the above mentioned groups without using dif-
ferential invariants of a complex Bézier curve and a polynomial curve. In order
to make this paper more self contained from a mathematical points of view, the
structure of the present paper is the following. In Sect.2, relations between complex
plane and two-dimensional Euclidean space and definitions of similarity groups in
terms of complex numbers are introduced. In Sect.3, global invariants of a polyno-
mial curve and a complex Bézier curve are given. For above mentioned similarity
groups, the problem of similarity of two complex Bézier curves are given. In Sect.4,
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conditions of similarity for two m-uples complex number sets and a general form of
all similarity transformations, carrying one set into the other set, are obtained. In
Sect.5, conditions of similarity for two complex Bézier curves and a general form of
all similarity transformations, carrying one curve into the other curve, are obtained.

2. Similarity groups in the complex plane

Let C be the field of complex numbers. The product of two complex numbers z1
and z2 has the form

z1z2 = (a1 + ib1)(a2 + ib2) = (a1a2 − b1b2) + i(a1b2 + a2b1) (2.1)

Consider the complex number z = a+ ib in the matrix form z =

(
a
b

)
.

Then, the equality (2.1) has the following form

z1z2 =

(
a1a2 − b1b2
a1b2 + a2b1

)
=

(
a1 −b1
b1 a1

)(
a2
b2

)
. (2.2)

Here we denote by Lz the matrix
(
a −b
b a

)
for all z = a + ib ∈ C. Then

Lz : C→ C is a mapping and the equality (2.2) has the form, ∀z1, z2 ∈ C,

z1z2 = Lz1z2. (2.3)

The field C can be used to represents R2 with the inner product < z1, z2 >=
a1a2 + b1b2,∀z1 = a1 + ib1, z2 = a2 + ib2 ∈ C. Here, the quadratic form on R2
is < z1, z1 >= |z1|2 ,∀z1 ∈ C. The conjugate of z1, denoted by z1, is defined as
z1 = a1−ib1. Clearly, from definition we have z1+z1 = 2a1, z1z1 = |z1|2, |z1| = |z1|
and < z1, z2 >=< z1, z2 >. For |z1| 6= 0, the inverse of z1 is defined as 1

z1
= z1
|z1|2

.

Moreover, let Λ =

(
1 0
0 −1

)
. Then we have z1 = Λz1.

For z1 = a1 + ib1, z2 = a2 + ib2, the determinant of matrix
(
a1 a2
b1 b2

)
will be

denoted by [z1 z2].
Then we put Re(z1z2) =< z1, z2 > and Im(z1z2) = [z1 z2].
For z1, z2 ∈ C, in the case z1z1 6= 0, the element z2

z1
exists and the following

equality hold:

L z2
z1

=

(
Re( z2z1 ) −Im( z2z1 )

Im( z2z1 ) Re( z2z1 )

)
. (2.4)

Put C∗ = {z ∈ C|z 6= 0}, S(C∗) = {z ∈ C|zz = 1}, M+(C∗) = {Lz|z ∈ C∗} and
MS(C∗) = {Lz|z ∈ S(C∗)}.
It is easy to see that C∗ is a group and S(C∗) is a subgroup of C∗.
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We denote the set M−(C∗) =

{
LzΛ|Λ =

(
1 0
1 −1

)
, Lz ∈M+(C∗)

}
.

Let M+(C∗) and M−(C∗) be sets generated by all orientation-preserving and
orientation-reversing linear similarities of R2, resp. Clearly, M+(C∗) ∩M−(C∗) =
∅. The setM(C∗) of all linear similarities of R2 can be written in the formM(C∗) =
M+(C∗) ∪M−(C∗).
The following theorem is known from [23, p.229].

Theorem 1. (i) GM+(C∗) = {F : C → C|F (v) = Lzv + b, Lz ∈ M+(C∗),
∀v ∈ C, b ∈ C}.

(ii) GM−(C∗) = {F : C→ C|F (v) = (LzΛ)v + b, Lz ∈M+(C∗),∀v ∈ C, b ∈ C}.
(iii) GM(C∗) = GM+(C∗) ∪GM+(C∗).

Remark 1. For the essential notations of the group of all similarity transforma-
tions and the group of all orientation-preserving similarity transformations, see
some references [10,18,20].

3. On invariant functions of an complex Bézier curve and the
theorem on reduction

Let G be a group GM+(C∗) or GM(C∗).

Definition 1. A function f(z0, z1, . . . , zm) of complex numbers z0, z1, . . . , zm in C
will be called G-invariant if f(Fz0, Fz1, . . . , F zm) = f(z0, z1, . . . , zm) for all F ∈ G.
Example 1. Let z0, z1 be two complex number and z0 6= 0. The function f(z0, z1) =
Re( z1z0 ) is M(C∗)-invariant. Really, let Lz ∈M(C∗). Then by the equality (2.3), we
have Lzw = zw,∀z, w ∈ C. We consider Lz z1z0 . Then, we obtain Lz

z1
z0

= zz1
zz0

= z1
z0
.

Hence, we obtain that Re(Lz z1z0 ) = Re( z1z0 ). So, Re( z1z0 ) is M(C∗)-invariant.
Similarly, the function f(z0, z1) = Im( z1z0 ) is M+(C∗)-invariant.

Example 2. Let z0, z1, z2 be three complex number and z0 6= z1. The function
f(z0, z1, z2) = Re( z2−z0z1−z0 ) is GM(C∗)-invariant. Really, let F ∈ GM+(C∗). Then
by Theorem 1, we have F (v) = Lzv + w,∀z ∈ C∗ and v, w ∈ C . We consider
F (z2−z0)
F (z1−z0) . Using above the equality, we have

F (z2−z0)
F (z1−z0) = Lz(z2−z0)

Lz(z1−z0 ) = z2−z0
z1−z0 . By

above example, we obtain Re( z2−z0z1−z0 ) is GM(C∗)-invariant. Similarly, the function
f(z0, z1, z2) = Im( z2−z0z1−z0 ) is GM+(C∗)-invariant.

A Bézier curve in C is a parametric curve(or U -path, where U = [0, 1]) whose
complex points Z(u) are defined by Z(u) =

∑m
j=0 zjB

m
j (u), where zj ∈ C and

Bmj (u) is the Bernstein basis polynomials.
A polynomial curve in C is a parametric curve (or U -path, where U = [0, 1])

whose complex points Z(u) are defined by Z(u) =
∑m

j=0 pj(u), where pj ∈ C is
monomial complex control points( for more details, see [7, 8, 16,22])
By lemma in [22, p.166], all polynomial curves can be represented in Bézier curve

form.
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Definition 2. A G-invariant function f(z0, z1, . . . , zm) of control complex points
z0, z1, . . . , zm of a Bézier curve Z(u) =

∑m
j=0 zjB

m
j (u) will be called a control G-

invariant of Z(u). A G-invariant function f(p0, p1, . . . , pm) of monomial control
complex points p0, p1, . . . , pm of a polynomial curve Z(u) =

∑m
j=0 pju

j will be called
a monomial G-invariant of Z(u).

Now we define similarity of two Bézier curves of degree m and similarity of two
m-uples of complex points in C.

Definition 3. Bézier curves Z(u) and W (u) in C will be called G -similar if there
exists F ∈ G such that W (u) = FZ(u) for all u ∈ [0, 1].

Definition 4. m-uples {z1, z2, . . . , zm} and {w1, w2, . . . , wm} of complex num-
bers in C are called G-similar if there is F ∈ G such that wj = Fzj for all
j = 1, 2, . . . ,m.

Since Bézier curves can be introduced by control points, the following two theo-
rems means that the problem of G-similarity of Bézier curves reduce to the problem
of G-similarity of two m-uples complex numbers.

Remark 2. Throughout paper, we consider the curves in forms Z(u) =
∑m

j=0 zjB
m
j (u) =∑m

j=0 pju
j and W (u) =

∑m
j=0 wjB

m
j (u) =

∑m
j=0 qju

j in C of degree m, where
m ≥ 1. Moreover, Z ′(u) and W ′(u) are their first derivatives.

Theorem 2. Let Z(u) and W (u) be Bézier curves. Then the following statements
are equivalent:

(i) Z(u) and W (u) are GM+(C∗)-similar.
(ii) Z ′(u) and W ′(u) are M+(C∗)-similar.

(iii) m-uples {z0, z1, . . . , zm} and {w0, w1, . . . , wm} are GM+(C∗)-similar.
(iv) m-uples {z1 − z0, z2 − z0, . . . , zm − z0} and {w1 − w0, w2 − w0, . . . , wm − w0}

are M+(C∗)-similar.
(v) {p1, p2, . . . , pm} and {q1, q2, . . . , qm} are M+(C∗)-similar.

Proof. Proof is similar to proof of Theorem 2 in [15] and Theorem 4.1 in [9]. �
Theorem 3. Let Z(u) and W (u) be Bézier curves. Then the following statements
are equivalent:

(i) Z(u) and W (u) are GM(C∗)-similar.
(ii) Z ′(u) and W ′(u) are M(C∗)-similar.

(iii) m-uples {z0, z1, . . . , zm} and {w0, w1, . . . , wm} are GM(C∗)-similar.
(iv) m-uples {z1 − z0, z2 − z0, . . . , zm − z0} and {w1 − w0, w2 − w0, . . . , wm − w0}

are M(C∗)-similar.
(v) {p1, p2, . . . , pm} and {q1, q2, . . . , qm} are M(C∗)-similar.

Proof. Proof is similar to proof of Theorem 1 in [15] and Theorem 4.1 in [9]. �
Remark 3. (1)
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(i) Let {z1, z2, . . . , zm} and {w1, w2, . . . , wm} in C be two m-uples such that
zk 6= 0 and wk = 0. Then {z1, z2, . . . , zm} and {w1, w2, . . . , wm} are not G-
similar. In the case zk = wk = 0, we obtain the problem of G- similarity of
these m−1-uples {z1, z2, . . . , zk−1, zk+1, . . . , zm} and {w1, w2, . . . , wk−1,
wk+1, . . . , wm}, Therefore, we put zk 6= 0 and wk 6= 0 for k ∈ {1, 2, . . . ,m}.

(ii) Let z1 and w1 in C be two complex number such that z1 6= 0 and w1 6= 0.
Then there always is an element Lz in G such that w1 = Lzz1. Therefore,
we put m > 1 for m-uples {z1, z2, . . . , zm} and {w1, w2, . . . , wm} in C.

4. Conditions of similarity for two m-uple complex number sets

Theorem 4. Let {z1, z2, . . . , zm} and {w1, w2, . . . , wm} be two m-uples in C such
that zk 6= 0 and wk 6= 0, where k ∈ {1, 2, . . . ,m}. Then these m-uples are M+(C∗)-
similar if and only if 

Re(
zi
zk

) = Re(
wi
wk

)

Im(
zi
zk

) = Im(
wi
wk

)
(4.1)

for all i = 1, 2, . . . , k − 1, k + 1, . . . ,m.
Furthermore, there is the unique Lz ∈ M+(C∗) such that wi = Lzzi for all i =
1, 2, . . . ,m, where the matrix Lz can be written as

Lz =

(
Re(wkzk ) −Im(wkzk )

Im(wkzk ) Re(wkzk )

)
. (4.2)

Proof. ⇒: Assume that {z1, z2, . . . , zm} and {w1, w2, . . . , wm} in C are M+(C∗))-
similar. Since the functions Re( zizk ) and Im( zizk ) are M+(C∗))-invariant, we obtain
that the equalities (4.1) hold.
⇐: Assume that the equalities (4.1) hold. By the equality (4.1), we have

zi
zk

=
wi
wk

(4.3)

for all i = 1, 2, . . . , k − 1, k + 1, . . . ,m. Consider the element z = wk
zk
∈ C. By the

equality (4.3), we have wi = wk
wi
wk

= wk
zi
zk

= wk
zk
zi for all i = 1, 2, . . . , k − 1, k +

1, . . . ,m. So, by the equality (2.3),we have wi = Lzzi for all i = 1, 2, . . . , k− 1, k+
1, . . . ,m. Clearly Lz ∈M+(C∗). For uniqueness, assume that Lv ∈M+(C∗) exists
such that wi = Lvzi for all i = 1, 2, . . . ,m. Then, by this equality and the equality
(2.3), we have v ∈M+(C∗) such that wi = vzi for all i = 1, 2, . . . ,m. Since zk 6= 0,
the equality wk = vzk implies that v = wk

zk
= z. Hence the uniqueness of Lz is

proved. Moreover, using the equality (2.3), the element z = wk
zk
can be written as

the matrix Lz, where Lz has the form (4.2). �

Denote by rank {z1, z2, . . . , zm} the rank of the m-uple {z1, z2, . . . , zm} in C. It
is easy to see that rank {z1, z2, . . . , zm} is M(C∗)-invariant.
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Theorem 5. Let {z1, z2, . . . , zm} and {w1, w2, . . . , wm} be two m-uples in C such
that zk 6= 0, wk 6= 0 for k ∈ {1, 2, . . . ,m} and rank {z1, z2, . . . , zm} = rank {w1, w2, . . . , wm} =
1. Then these m-uples are M(C∗)-similar if and only if

Re(
zi
zk

) = Re(
wi
wk

) (4.4)

for all i = 1, 2, . . . , k − 1, k + 1, . . . ,m.
Furthermore, there is the unique Lz ∈ M(C∗) such that wi = Lzzi for all i =
1, 2, . . . ,m, where the matrix Lz can be written as the form (4.2).

Proof. ⇒: The proof is similar to the proof of Theorem 4.
⇐: Assume that the equality (4.4) holds.
Since rank {z1, z2, . . . , zm} = rank {w1, w2, . . . , wm} = 1, we have Im( zizk ) = Im( wiwk ) =

0 for all i = 1, 2, . . . , k − 1, k + 1, . . . ,m. Hence the equalities (4.1) in Theorem 4
hold. Using Theorem 4, we have wi = Lzzi for all i = 1, 2, . . . ,m and the matrix
Lz has the form (4.2). �

Let m-uple {z1, z2, . . . , zm} in C. In the case rank {z1, z2, . . . , zm} = 2, denote
by
ind {z1, z2, . . . , zm} the smallest of p, 1 ≤ p ≤ m, such that zp 6= λzk for all λ ∈ R
and zk 6= 0.

Theorem 6. Let {z1, z2, . . . , zm} and {w1, w2, . . . , wm} be two m-uples in C such
that zk 6= 0, wk 6= 0, rank {z1, z2, . . . , zm} = rank {w1, w2, . . . , wm} = 2 and
ind {z1, z2, . . . , zm} = ind {w1, w2, . . . , wm} = l for k, l ∈ {1, 2, . . . ,m} and k 6= l.
Then these m-uples are M(C∗)-similar if and only if

Re(
zi
zk

) = Re(
wi
wk

)[
Im(

zl
zk

)

]2
=

[
Im(

wl
wk

)

]2
Im( zizk )

Im( zlzk )
=
Im( wiwk )

Im( wlwk )

(4.5)

for all i = 1, 2, . . . ,m, i 6= k.
Furthermore, there is the unique Lz ∈ M(C∗) such that wi = Lzzi for all i =
1, 2, . . . ,m. Then there exist two statements:

(i) In the case Im( zlzk ) = Im( wlwk ), the element Lz ∈ M+(C∗) and it can be
represented by (4.2).

(ii) In the case Im( zlzk ) = −Im( wlwk ), the element LzΛ ∈M−(C∗) and it can be
written as

LzΛ =

(
Re(wkzk ) −Im(wkzk )

Im(wkzk ) Re(wkzk )

)
. (4.6)
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Proof. ⇒: Let m-uples {z1, z2, . . . , zm} and {w1, w2, . . . , wm} are M(C∗)-similar.

Since the functions Re( zizk ),
[
Im( zlzk )

]2
and

Im(
zi
zk
)

Im(
zl
zk
)
are M(C∗)-invariant, we obtain

that the equalities (4.6).
⇐: Assume that the equality (4.6) holds. Using the conditions zk 6= 0, wk 6= 0

and ind {z1, z2, . . . , zm} = ind {w1, w2, . . . , wm} = l for k, l ∈ {1, 2, . . . ,m} , k 6=
l and the equality

[
Im( zlzk )

]2
=
[
Im( wlwk )

]2
, we have the equality

[
Im( zlzk )

]
=[

Im( wlwk )
]
or
[
Im( zlzk )

]
= −

[
Im( wlwk )

]
. Moreover, since rank {z1, z2, . . . , zm} =

rank {w1, w2, . . . , wm} = 2 and
ind {z1, z2, . . . , zm} = ind {w1, w2, . . . , wm} = l, we have Im( zlzk ) 6= 0.

(i) Assume that Im( zlzk ) = Im( wlwk ). Then, using this equality and the equality
Im(

zi
zk
)

Im(
zl
zk
)

=
Im(

wi
wk

)

Im(
wl
wk

)
, we have Im( zizk ) = Im( wiwk ) for all i 6= k. So the equalities

(4.1) hold. Then by Theorem 4, there is the unique Lz ∈ M+(C∗) such
that wi = Lzzi for all i = 1, 2, . . . ,m. The element Lz has the form (4.2).

(ii) Assume that Im( zlzk ) = −Im( wlwk ). Then, using this equality and the equal-

ity
Im(

zi
zk
)

Im(
zl
zk
)

=
Im(

wi
wk

)

Im(
wl
wk

)
, we have Im( zizk ) = −Im( wiwk ) for all i 6= k. Hence,

we obtain Im( zizk ) = −Im( zizk ). Then by this equality and the equality

Re( zizk ) = Re( zizk ), we have Re( wiwk ) = Re( zizk ) and Im( wiwk ) = Im( zizk ).
In this case, by Theorem 4, there is the unique Lz ∈ M+(C∗) such that
wi = Lzzi = Lz(Λzi) = (LzΛ)zi for all i = 1, 2, . . . ,m. Then the element
LzΛ has the form (4.6).

�

5. Conditions of similarity for two complex Bézier curves and its
applications

Using Theorem 2 and Theorem 4, the following corollary obtain.

Corollary 1. Let Z(u) =
∑m

j=0 pju
j and W (u) =

∑m
j=0 qju

j be two polynomial
curves in C of degree m > 1. Then Z(u) and W (u) are GM+(C∗)-similar if and
only if 

Re(
pi
pm

) = Re(
qi
qm

)

Im(
pi
pm

) = Im(
qi
qm

)
(5.1)

for all i = 1, 2, . . . ,m− 1.
Furthermore, there is the unique F ∈ GM+(C∗) such that qi = Fpi = Lzpi + b for
all i = 0, 1, 2, . . . ,m, where the matrix Lz ∈ M+(C∗) and the constant b ∈ C can
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be written as

Lz =

(
Re( qmpm ) −Im( qmpm )

Im( qmpm ) Re( qmpm )

)
(5.2)

and
b = q0 − Lzp0. (5.3)

Example 3. Consider two polynomial curves Z(u) = (2 + 2u, 3− 8u+ 11u2) and
W (u) = (−10 + 44u− 55u2, 20− 6u+ 22u2) with complex monomial control points
p0 = 2 + 3i, p1 = 2− 8i, p2 = 11i and q0 = −10 + 20i, q1 = 44− 6i, q2 = −55 + 22i
in C, resp. It is easy to see that the equalities in (5.1) hold for the curves Z(u) and
W (u). Then by Theorem 1, Z(u) and W (u) are GM+(C∗)-similar and Lz = 2+5i
and b = 1 + 4i.

Using Theorem 3 and Theorem 6, the following corollary obtain.

Corollary 2. Let Z(u) =
∑m

j=0 pju
j and W (u) =

∑m
j=0 qju

j be two polynomial
curves in C of degree m > 1. Let Then Z(u) and W (u) are GM(C∗)-similar if and
only if 

Re(
pi
pm

) = Re(
qi
qm

)[
Im(

pl
pm

)

]2
=

[
Im(

ql
qm

)

]2
Im(

pj
pm

)

Im( plpm )
=
Im(

qj
qm

)

Im( qlqm )

(5.4)

for all i = 1, 2, . . . ,m− 1 and for all j = 1, 2, . . . , l − 1, l + 1, . . . ,m− 1, where
ind {p1, p2, . . . , pm} = ind {q1, q2, . . . , qm} = l for l ∈ {1, 2, . . . ,m− 1}.
Furthermore, there is the unique F ∈ GM(C∗) such that qi = Fpi for all i =
0, 1, 2, . . . ,m. There are the following two cases:

(i) In the case Im( plpm ) = Im( qlqm ), F has the form Fpi = Lzpi + b1 for all
i = 0, 1, 2, . . . ,m, where the element Lz ∈M+(C∗) and the constant b1 ∈ C
can be written as (5.2) and (5.3), resp.

(ii) In the case Im( plpm ) = −Im( qlqm ), F has the form Fpi = LzΛpi + b2 for all
i = 0, 1, 2, . . . ,m, where the element Lz ∈ M+(C∗) and and the constant
b2 ∈ C can be written as

Lz =

(
Re( qmpm ) −Im( qmpm )

Im( qmpm ) Re( qmpm )

)
(5.5)

and
b2 = q0 − LzΛp0. (5.6)

Example 4. Consider two polynomial curves Z(u) = (2 + 2u, 3− 8u+ 11u2) and
W (u) = (20 − 36u + 55u2, 8 + 26u − 22u2) with complex monomial control points
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p0 = 2 + 3i, p1 = 2− 8i, p2 = 11i and q0 = 20 + 8i, q1 = −36 + 26i, q2 = 55− 22i in
C, resp. It is easy to see that the equalities in (5.4) hold for the curves Z(u) and
W (u). Then by Theorem 2, Z(u) and W (u) are GM(C∗)-similar and Lz = 2 + 5i
and b = 1 + 4i. But Z(u) and W (u) are not GM+(C∗)-similar.

Using Theorem 2 and Theorem 4, the following corollary obtain.

Corollary 3. Let Z(u) =
∑m

j=0 zjB
m
j and W (u) =

∑m
j=0 wjB

m
j be two Bézier

curves in C of degree m > 1 such that zm − z0 6= 0 and wm − w0 6= 0 . Then Z(u)
and W (u) are GM+(C∗)-similar if and only if

Re(
zi − z0
zm − z0

) = Re(
wi − w0
wm − w0

)

Im(
zi − z0
zm − z0

) = Im(
wi − w0
wm − w0

)
(5.7)

for all i = 1, 2, . . . ,m− 1.
Furthermore, there is the unique F ∈ GM+(C∗) such that wi = Fzi = Lzzi + b for
all i = 0, 1, 2, . . . ,m, where the matrix Lz ∈ M+(C∗) and the constant b ∈ C can
be written as

Lz =

(
Re(wm−w0zm−z0 ) −Im(wm−w0zm−z0 )

Im(wm−w0zm−z0 ) Re(wm−w0zm−z0 )

)
(5.8)

and
b = w0 − Lzz0. (5.9)

Example 5. Consider two complex Bézier curves Z(u) =
∑2

j=0 zjB
m
j and W (u) =∑2

j=0 wjB
m
j with complex control points z0 = 2 + 3i, z1 = 3 − i, z2 = 4 + 6i and

w0 = −10 + 20i, w1 = 12 + 17i, w2 = −21 + 36i in C, resp. It is easy to see that the
equalities in (5.7) hold for the curves Z(u) and W (u). Then by Theorem 3, Z(u)
and W (u) are GM+(C∗)-similar and Lz = 2 + 5i and b = 1 + 4i.

Using Theorem 3 and Theorem 6, the following corollary obtain.

Corollary 4. Let Z(u) =
∑m

j=0 zjB
m
j and W (u) =

∑m
j=0 wjB

m
j be two Bézier

curves in C of degree m > 1 such that zm − z0 6= 0 and wm − w0 6= 0. Let Then
Z(u) and W (u) are GM(C∗)-similar if and only if

Re(
zi − z0
zm − z0

) = Re(
wi − w0
wm − w0

)[
Im(

zl − z0
zm − z0

)

]2
=

[
Im(

wl − w0
wm − w0

)

]2
Im(

zj−z0
zm−z0 )

Im( zl−z0zm−z0 )
=
Im(

wj−w0
wm−w0 )

Im( wl−w0wm−w0 )

(5.10)

for all i = 1, 2, . . . ,m− 1 and for all j = 1, 2, . . . , l − 1, l + 1, . . . ,m− 1, where
ind {z1 − z0, z2 − z0, . . . , zm − z0} = ind {w1 − w0, w2 − w0, . . . , wm − w0} = l for
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l ∈ {1, 2, . . . ,m− 1}.
Furthermore, there is the unique F ∈ GM(C∗) such that wi = Fzi for all i =
0, 1, 2, . . . ,m. There are the following two cases:

(i) In the case Im( zl−z0zm−z0 ) = Im( wl−w0wm−w0 ), F has the form Fzi = Lzzi + b1
for all i = 0, 1, 2, . . . ,m, where the element Lz ∈M+(C∗) and the constant
b1 ∈ C can be written as (5.8) and (5.9), resp.

(ii) In the case Im( zl−z0zm−z0 ) = −Im( wl−w0wm−w0 ), F has the form Fzi = LzΛzi + b2
for all i = 0, 1, 2, . . . ,m, where the element Lz ∈ M+(C∗) and and the
constant b2 ∈ C can be written as

Lz =

(
Re(wm−w0

zm−z0
) −Im(wm−w0

zm−z0
)

Im(wm−w0
zm−z0

) Re(wm−w0
zm−z0

)

)
(5.11)

and
b2 = w0 − LzΛz0. (5.12)
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[18] Gürsoy, O., İncesu, ., LS(2)-Equivalence conditions of control points and application to planar
Bézier curves, New Trends in Mathematical Science, 3 (2017), 70-84.

[19] Bez, H.E., Generalized invariant-geometry conditions for the rational Bézier paths, Int J
Comput Math, 87 (2010), 793-811 .

[20] Encheva, R. P., Georgiev, G. H., Similar Frenet curves, Result. Math, 55 (2009), 359-372.
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Abstract. In this study, we introduce the concept of neutrosophic soft pre-
open (neutrosophic soft pre-closed) sets and pre-separation axioms in neutro-
sophic soft topological spaces. In particular, the relationship between these
separation axioms are investigated. Also, we give a new definition for neu-
trosophic soft topological subspace and define neutrosophic soft pre irresolute
soft and neutrosophic pre irresolute open soft functions.

1. Introduction

In 2005, Smarandache introduced the concept of a neutrosophic set [20] as a
generalization of classical sets, fuzzy set theory [20] (see also [10]) , intuitionistic
fuzzy set theory [4] (see also [14]) etc. By using this theory of neutrosophic set,
some scientists made researches in many areas of mathematics [7, 18]. Many in-
herent diffi culties exist in classical methods for the inadequacy of the theories of
parametrization tools. So, classical methods are insuffi cient in dealing with sev-
eral practical problems in some other disciplines such as economics, engineering,
environment, social science, medical science, etc. In 1999, Molodtsov [16] pointed
out the inherent diffi culties of these theories. A different approach was initiated by
Molodtsov for modeling uncertainties. This approach was applied in some other
directions such as smoothness of functions, game theory, operations research, Rie-
mann integration, Perron integration and so on. The theory of soft topological
spaces was introduced by Shabir and Naz [19] for the first time in 2011. Soft topo-
logical spaces were defined over an initial universe with a fixed set of parameters
and showed that a soft topological space gives a parameterized family of topological
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spaces. In [1, 2, 5, 6, 9, 11, 13], some scientists made researches and did theoretical
studies in soft topological spaces. In 2013, Maji [15] defined the concept of neutro-
sophic soft sets for the first time. Then, Deli and Broumi [12] modified this concept.
In 2017, Bera presented neutrosophic soft topological spaces in [8].
In this study, our pupose is to adapt the concepts of neutrosophic pre open soft

set, neutrosophic pre closed soft set to neutrosophic soft topological spaces. Then,
we define neutrosophic soft pre interior point, neutrosophic soft pre cluster point,
neutrosophic soft pre interior operator and neutrosophic soft pre closure operator.
By using these definitions and concepts, the concept of pre-separation axioms of
neutrosophic soft topological spaces is introduced. Furthermore, we analyze proper-
ties of neutrosophic soft pre Ti -spaces (i = 0, 1, 2, 3, 4) and focus on some relations
between them. Characterization theorems of them are also proved. We hope that,
the findings in this document will help scientists to enhance and promote the fur-
ther studies on neutrosophic soft topology to carry out a general framework for
their applications in practical life.

2. Preliminaries

In this section, we present the basic definitions and theorems related to neutro-
sophic soft set theory.

Definition 1. [20] A neutrosophic set A on the universe set X is defined as:
A = {〈x, TA (x) , IA (x) , FAx〉 : x ∈ X},
where
T ,I, F : X → ]−0, 1+[ and −0 ≤ TA (x) + IA (x) + FA (x) ≤ 3+.

Definition 2. [16] Let X be an initial universe, E be a set of all parameters,
and P (X) denote the power set of X. A pair (F,E) is called a soft set over X,
where F is a mapping given by F : E → P (X). In other words, the soft set is a
parameterized family of subsets of the set X. For e ∈ E, F (e) may be considered as
the set of e-elements of the soft set (F,E), or as the set of e-approximate elements
of the soft set, i.e.
(F,E) = {(e, F (e)) : e ∈ E, F : E → P (X)}.
After the neutrosophic soft set was defined by Maji [15], this concept was modified

by Deli and Broumi [12] as given below:

Definition 3. [12] Let X be an initial universe set and E be a set of parameters.
Let P (X) denote the set of all neutrosophic sets of X. Then a neutrosophic soft set(
F̃ , E

)
over X is a set defined by a set valued function F̃ representing a mapping

F̃ : E → P (X), where F̃ is called the approximate function of the neutrosophic soft

set
(
F̃ , E

)
. In other words, the neutrosophic soft set is a parametrized family of

some elements of the set P (X) and therefore it can be written as a set of ordered
pairs:
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F̃ , E

)
=
{(
e,
〈
x, TF̃ (e) (x) , IF̃ (e) (x) , FF̃ (e) (x)

〉
: x ∈ X

)
: e ∈ E

}
where TF̃ (e) (x), IF̃ (e) (x), FF̃ (e) (x) ∈ [0, 1] are respectively called the truth-

membership,
indeterminacy-membership and falsity-membership function of F̃ (e). Since the
supremum of each T , I, F is 1, the inequality
0 ≤ TA (x) + IA (x) + FA (x) ≤ 3
is obvious.

Definition 4. [8] Let
(
F̃ , E

)
be a neutrosophic soft set over the universe set X.

The complement of
(
F̃ , E

)
is denoted by

(
F̃ , E

)c
and is defined by:(

F̃ , E
)c
=
{(
e,
〈
x, FF̃ (e) (x) , 1− IF̃ (e) (x) , TF̃ (e) (x)

〉
: x ∈ X

)
: e ∈ E

}
.

It is obvious that
[(
F̃ , E

)c]c
=
(
F̃ , E

)
.

Definition 5. [15] Let
(
F̃ , E

)
and

(
G̃, E

)
be two neutrosophic soft sets over the

universe set X.
(
F̃ , E

)
is said to be a neutrosophic soft subset of

(
G̃, E

)
if

TF̃ (e) (x) ≤ TG̃(e) (x), IF̃ (e) (x) ≤ I (x), FF̃ (e) (x) ≥ FG̃(e) (x), ∀e ∈ E, ∀x ∈ X.
It is denoted by

(
F̃ , E

)
⊆
(
G̃, E

)
.
(
F̃ , E

)
is said to be neutrosophic soft equal

to
(
G̃, E

)
if
(
F̃ , E

)
⊆
(
G̃, E

)
and

(
G̃, E

)
⊆
(
F̃ , E

)
. It is denoted by

(
F̃ , E

)
=(

G̃, E
)
.

Definition 6. [3] Let
(
F̃1, E

)
and

(
F̃2, E

)
be two neutrosophic soft sets over the

universe set X. Then their union is denoted by
(
F̃1, E

)
∪
(
F̃2, E

)
=
(
F̃3, E

)
and

is defined by:(
F̃3, E

)
=
{(
e,
〈
x, TF̃3(e) (x) , I (x) , FF̃3(e) (x)

〉
: x ∈ X

)
: e ∈ E

}
,

where
TF̃3(e) (x) = max

{
TF̃1(e) (x) , TF̃2(e) (x)

}
,

IF̃3(e) (x) = max
{
IF̃1(e) (x) , IF̃2(e) (x)

}
,

FF̃3(e) (x) = min
{
FF̃1(e) (x) , FF̃2(e) (x)

}
.

Definition 7. [3] Let
(
F̃1, E

)
and

(
F̃2, E

)
be two neutrosophic soft sets over the

universe set X. Then their intersection is denoted by
(
F̃1, E

)
∩
(
F̃2, E

)
=
(
F̃3, E

)
and is defined by:(

F̃3, E
)
=
{(
e,
〈
x, TF̃3(e) (x) , I (x) , FF̃3(e) (x)

〉
: x ∈ X

)
: e ∈ E

}
,

where
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TF̃3(e) (x) = min
{
TF̃1(e) (x) , TF̃2(e) (x)

}
,

IF̃3(e) (x) = min
{
IF̃1(e) (x) , IF̃2(e) (x)

}
,

FF̃3(e) (x) = max
{
FF̃1(e) (x) , FF̃2(e) (x)

}
.

Definition 8. [3] A neutrosophic soft set
(
F̃ , E

)
over the universe set X is said

to be a null neutrosophic soft set if TF̃ (e) (x) = 0, IF̃ (e) (x) = 0, FF̃ (e) (x) = 1;

∀e ∈ E, ∀x ∈ X. It is denoted by 0(X,E).

Definition 9. [3] A neutrosophic soft set
(
F̃ , E

)
over the universe set X is said

to be an absolute neutrosophic soft set if TF̃ (e) (x) = 1, IF̃ (e) (x) = 1, FF̃ (e) (x) = 0;
∀e ∈ E, ∀x ∈ X It is denoted by 1(X,E).
Clearly 0c(X,E) = 1(X,E) and 1

c
(X,E) = 0(X,E).

Definition 10. [3] Let NSS (X,E) be the family of all neutrosophic soft sets over
the universe set X and τ ⊂ NSS (X,E). Then τ is said to be a neutrosophic soft
topology on X if:
1. 0(X,E) and 1(X,E) belong to τ ,
2. the union of any number of neutrosophic soft sets in τ belongs to τ ,
3. the intersection of a finite number of neutrosophic soft sets in τ belongs to τ .
Then (X, τ,E) is said to be a neutrosophic soft topological space over X. Each

member of τ is said tobe a neutrosophic soft open set [3].

Definition 11. [3] Let (X, τ,E) be a neutrosophic soft topological space over X and(
F̃ , E

)
be a neutrosophic soft set over X. Then

(
F̃ , E

)
is said to be a neutrosophic

soft closed set iff its complement is a neutrosophic soft open set.

Definition 12. [3] Let NSS (X,E) be the family of all neutrosophic soft sets over
the universe set X. Then neutrosophic soft set xe(α,β,γ) is called a neutrosophic soft
point for every x ∈ X, 0 < α, β, γ ≤ 1, e ∈ E and is defined as follows:

xe(α,β,γ) (e
′) (y) =

{
(α, β, γ) , if e′ = e and y = x

(0, 0, 1) , if e′ 6= e or y 6= x

It is clear that every neutrosophic soft set is the union of its neutrosophic soft
points.

Definition 13. [3] Let
(
F̃ , E

)
be a neutrosophic soft set over the universe set X.

We say that xe(α,β,γ) ∈
(
F̃ , E

)
read as belonging to the neutrosophic soft set

(
F̃ , E

)
whenever
α ≤ TF̃ (e) (x) , β ≤ IF̃ (e) (x) and γ ≥ FF̃ (e) (x).
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Definition 14. [3] Let xe(α,β,γ) and y
e′

(α′,β′,γ′) be two neutrosophic soft points. For

the neutrosophic soft points xe(α,β,γ) and y
e′

(α′,β′,γ′) over a common universe X, we

say that the neutrosophic soft points are distinct points if xe(α,β,γ)∩ ye
′

(α′,β′,γ′) =

0(X,E). It is clear that xe(α,β,γ) and y
e′

(α′,β′,γ′) are distinct neutrosophic soft points
if and only if x 6= y or e 6= e′.

Definition 15. [7] Let
(
F̃ , E1

)
,
(
G̃, E2

)
be two neutrosophic sets over the uni-

versal set X. Then their cartesian product is another neutrosophic set
(
K̃, E3

)
=(

F̃ , E1

)
×
(
G̃, E2

)
, where E3 = E1 × E2 and K̃ (e1, e2) = F̃ (e1) × G̃ (e2). The

truth, indeterminacy and falsity membership of
(
K̃, E3

)
are given by ∀e1 ∈ E1,

∀e2 ∈ E2, ∀x ∈ X,
TK̃(e1,e2) (x) = min

{
TF̃ (e1) (x) , TG̃(e2) (x)

}
,

IK̃(e1,e2) (x) = min
{
IF̃ (e1) (x) , IG̃(e2) (x)

}
,

FK̃(e1,e2) (x) = max
{
FF̃ (e1) (x) , FG̃(e2) (x)

}
.

This definition can be extended for more than two neutrosophic soft sets.

Definition 16. [7] A neutrosophic soft relation R̃ between two neutrosophic soft

sets
(
F̃ , E1

)
and

(
G̃, E2

)
over the common universe X is the neutrosophic soft

subset of
(
F̃ , E1

)
×
(
G̃, E2

)
. Clearly, it is another neutrosophic soft set

(
R̃, E3

)
where E3 ⊂ E1 × E2 and
R̃ (e1, e2) = F̃ (e1)× G̃ (e2) for (e1, e2) ∈ E3.

Definition 17. [7] Let
(
F̃ , E1

)
,
(
G̃, E2

)
be two neutrosophic sets over the univer-

sal set X and f be a neutrosophic soft relation defined on
(
F̃ , E1

)
×
(
G̃, E2

)
. Then

f is called neutrosophic soft function if f associates each element of
(
F̃ , E1

)
with

the unique element of
(
G̃, E2

)
. We write f :

(
F̃ , E1

)
→
(
G̃, E2

)
as a neutrosophic

soft function or a mapping. For xe(α,β,γ) ∈
(
F̃ , E1

)
and ye

′

(α′,β′,γ′) ∈
(
G̃, E2

)
when

xe(α,β,γ)× ye
′

(α′,β′,γ′) ∈ f , we denote it by f
(
xe(α,β,γ)

)
= ye

′

(α′,β′,γ′). Here
(
F̃ , E1

)
and

(
G̃, E2

)
are called domain and codomain respectively and ye

′

(α′,β′,γ′) is the image

of xe(α,β,γ) under f .
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Definition 18. [8] Let (X, τ,E) be a neutrosophic soft topological space and(
F̃ , E

)
∈ NSS (X,E) be arbitrary. Then the interior of

(
F̃ , E

)
is denoted by(

F̃ , E
)◦
and is defined as:(

F̃ , E
)◦
=
⋃{(

G̃, E
)
:
(
G̃, E

)
⊂
(
F̃ , E

)
,
(
G̃, E

)
∈ τ
}

i.e., it is the union of all open neutrosophic soft subsets of
(
F̃ , E

)
.

Definition 19. [8] Let (X, τ,E) be a neutrosophic soft topological space and(
F̃ , E

)
∈ NSS (X,E) be arbitrary. Then the closure of

(
F̃ , E

)
is denoted by(

F̃ , E
)
and is defined as:(

F̃ , E
)
=
⋂{(

G̃, E
)
:
(
G̃, E

)
⊂
(
F̃ , E

)
,
(
G̃, E

)c
∈ τ
}

i.e., it is the intersection of all closed neutrosophic soft super sets of
(
F̃ , E

)
.

3. Some Properties

Definition 20. A subset
(
F̃ , E

)
of a neutrosophic soft topological space (X, τ,E)

is said to be neutrosophic pre open soft, if
(
F̃ , E

)
⊂
[(
F̃ , E

)]◦
. The family of all

neutrosophic pre open soft sets of (X, τ,E) is denoted by NSPO (X). The family
of all neutrosophic pre open soft sets of (X, τ,E) containing a neutrosophic soft

point xe(α,β,γ) is denoted by NSPO
(
X,xe(α,β,γ)

)
.

Definition 21. A neutrosophic soft point xe(α,β,γ) of a neutrosophic soft topological
space
(X, τ,E) is said to be neutrosophic soft pre interior point of a neutrosophic soft set(
F̃ , E

)
, if there exists

(
G̃, E

)
∈ NSPO

(
X,xe(α,β,γ)

)
such that xe(α,β,γ) *

(
G̃, E

)c
and

(
G̃, E

)
⊂
(
F̃ , E

)
.

Definition 22. The set of all neutrosophic soft pre interior points of
(
F̃ , E

)
is

said to be neutrosophic soft pre interior of
(
F̃ , E

)
and denoted by NSPint

(
F̃ , E

)
.

Definition 23. The complement of a neutrosophic pre open soft set is called neutro-
sophic pre closed soft. The intersection of all neutrosophic pre closed soft sets con-

taining a neutrosophic soft set
(
F̃ , E

)
is called neutrosophic pre closure of

(
F̃ , E

)
and is denoted by NSPcl

(
F̃ , E

)
.

Definition 24. A neutrosophic soft point xe(α,β,γ) of a neutrosophic soft topological
space
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(X, τ,E) is said to be neutrosophic soft pre cluster point of a neutrosophic soft set(
F̃ , E

)
, if

(
G̃, E

)
*
(
F̃ , E

)c
for any

(
G̃, E

)
∈ NSPO

(
X,xe(α,β,γ)

)
.

Definition 25. A neutrosophic soft topological space (X, τ,E) is said to be a neu-
trosophic soft pre T0-space if for every pair of distinct neutrosophic soft points

xe(α,β,γ), y
e′

(α′,β′,γ′) there exist neutrosophic pre-open soft sets
(
F̃ , E

)
,
(
G̃, E

)
such

that xe(α,β,γ) ∈
(
F̃ , E

)
,

ye
′

(α′,β′,γ′) ∈
(
F̃ , E

)c
or xe(α,β,γ) ∈

(
G̃, E

)c
, ye

′

(α′,β′,γ′) ∈
(
G̃, E

)
.

Definition 26. Let (X, τ,E) be a neutrosophic soft topological space and Y ⊆ X.

Let
(
H̃, E

)
be a neutrosophic soft set over Y such that

TH̃(e) (x) =

{
1, if x ∈ Y
0, if x /∈ Y

IH̃(e) (x) =

{
1, if x ∈ Y
0, if x /∈ Y

FH̃(e) (x) =

{
1, if x ∈ Y
0, if x /∈ Y

for any e ∈ E.
Let τY =

{(
H̃, E

)
∩
(
F̃ , E

)
:
(
F̃ , E

)
∈ τ
}
, then (Y, τY , E) is called neutro-

sophic soft subspace of (X, τ,E). If
(
H̃, E

)
∈ τ (resp.

(
H̃, E

)c
∈ τ ), then

(Y, τY , E) is called neutrosophic open (resp.closed) soft subspace of (X, τ,E).

Theorem 27. A neutrosophic soft subspace (Y, τY , E) of a neutrosophic soft pre
T0-space
(X, τ,E) is neutrosophic soft pre T0.

Proof. Let xe(α,β,γ), y
e′

(α′,β′,γ′) be two distinct neutrosophic soft points in (Y, τY , E).
Then, these neutrosophic soft points are also in (X, τ,E). Hence, there exist neu-

trosophic pre-open soft sets
(
F̃ , E

)
,
(
G̃, E

)
in τ such that xe(α,β,γ) ∈

(
F̃ , E

)
,

ye
′

(α′,β′,γ′) ∈
(
F̃ , E

)c
or xe(α,β,γ) ∈

(
G̃, E

)c
, ye

′

(α′,β′,γ′) ∈
(
G̃, E

)
. Let

(
H̃, E

)
be a

neutrosophic soft set over Y as described in Definition 26. Thus,
(
H̃, E

)
∩
(
F̃ , E

)
and

(
H̃, E

)
∩
(
G̃, E

)
are neutrosophic pre-open soft sets in (Y, τY , E) such that

xe(α,β,γ) ∈
(
H̃, E

)
∩
(
F̃ , E

)
, ye

′

(α′,β′,γ′) ∈
[(
H̃, E

)
∩
(
F̃ , E

)]c
or
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xe(α,β,γ) ∈
[(
H̃, E

)
∩
(
G̃, E

)]c
, ye

′

(α′,β′,γ′) ∈
(
H̃, E

)
∩
(
G̃, E

)
. Therefore, (Y, τY , E)

is neutrosophic soft pre T0. �

Definition 28. A neutrosophic soft topological space (X, τ,E) is said to be a neu-
trosophic soft pre T1-space if for every pair of distinct neutrosophic soft points

xe(α,β,γ), y
e′

(α′,β′,γ′) there exists neutrosophic pre-open soft sets
(
F̃ , E

)
and

(
G̃, E

)
such that xe(α,β,γ) ∈

(
F̃ , E

)
,

ye
′

(α′,β′,γ′) ∈
(
F̃ , E

)c
and xe(α,β,γ) ∈

(
G̃, E

)c
, ye

′

(α′,β′,γ′) ∈
(
G̃, E

)
.

Theorem 29. A neutrosophic soft subspace (Y, τY , E) of a neutrosophic soft pre
T1-space
(X, τ,E) is neutrosophic soft pre T1.

Proof. It is similar to the proof of Theorem 27. �

Theorem 30. Every neutrosophic soft point with the truth-membership value 1,
the
indeterminacy-membership value 1 and falsity-membership value 0, is neutrosophic
pre-closed soft in a neutrosophic soft topological space (X, τ,E) if and only if
(X, τ,E) is neutrosophic soft pre T1.

Proof. (⇒) Suppose that xe(α,β,γ) and ye
′

(α′,β′,γ′) be two distinct neutrosophic soft

points of (X, τ,E). Then, xe(α,β,γ) ⊂ xe(1,1,0) and y
e′

(α′,β′,γ′) ⊂ ye
′

(1,1,0). By hypoth-

esis, ye
′

(1,1,0) and ye
′

(1,1,0) are neutrosophic pre-closed soft sets. Then,
[
xe(1,1,0)

]c
and

[
ye

′

(1,1,0)

]c
are neutrosophic pre-open soft sets such that xe(α,β,γ) ∈

[
ye

′

(1,1,0)

]c
,

ye
′

(α′,β′,γ′) ∈
[[
ye

′

(1,1,0)

]c]c
and xe(α,β,γ) ∈

[[
xe(1,1,0)

]c]c
, ye

′

(α′,β′,γ′) ∈
[
xe(1,1,0)

]c
.

Therefore, (X, τ,E) is neutrosophic soft pre T1.
(⇐) Suppose that (X, τ,E) is neutrosophic soft pre T1. Let xe(1,1,0) be a neutro-

sophic soft point with the truth-membership value 1, the indeterminacy-membership
value 1 and falsity- membership value 0. Take any neutrosophic soft point ye

′

(α′,β′,γ′) ∈[
xe(1,1,0)

]c
. It is easily seen that xe(1,1,0) and y

e′

(α′,β′,γ′) are distinct. From our as-

sumption, there exist neutrosophic pre-open soft sets
(
F̃ , E

)
and

(
G̃, E

)
such that

xe(1,1,0) ∈
(
F̃ , E

)
, ye

′

(α′,β′,γ′) ∈
(
F̃ , E

)c
and

xe(1,1,0) ∈
(
G̃, E

)c
, ye

′

(α′,β′,γ′) ∈
(
G̃, E

)
. Then, ye

′

(α′,β′,γ′) ∈
(
G̃, E

)
⊂
[
xe(1,1,0)

]c
.

This means that
[
xe(1,1,0)

]c
is neutrosophic pre-open soft. Therefore, xe(1,1,0) is

neutrosophic pre-closed soft. �
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Definition 31. A neutrosophic soft topological space (X, τ,E) is said to be a neu-
trosophic soft pre T2-space if for every pair of distinct neutrosophic soft points

xe(α,β,γ), y
e′

(α′,β′,γ′) there exists neutrosophic pre-open soft sets
(
F̃ , E

)
and

(
G̃, E

)
such that xe(α,β,γ) ∈

(
F̃ , E

)
,

ye
′

(α′,β′,γ′) ∈
(
F̃ , E

)c
, ye

′

(α′,β′,γ′) ∈
(
G̃, E

)
, xe(α,β,γ) ∈

(
G̃, E

)c
and

(
F̃ , E

)
⊂(

G̃, E
)c
.

For a neutrosophic soft topological space (X, τ,E) we have the following diagram:

neutrosophic soft pre T2−space
↓

neutrosophic soft pre T1−space
↓

neutrosophic soft pre T0−space

Converse statements may not be true as shown in the examples below;

Example 32. Let X = {x, y} be a universe, E = {a.b} be a parameteric set and(
F̃a, E

)
be a neutrosophic soft set defined as F̃a (a) = {〈x, a, a, 1− a〉 , 〈y, a, a, 1− a〉}

and
F̃a (b) = {〈x, 0, 0, 1〉 , 〈y, a, a, 1− a〉} for any α ∈ (0, 1]. Then, the family
τ =

{
0(X,E), 1(X,E)

}
∪
{(
F̃a, E

)
: a ∈ (0, 1]

}
is a neutrosophic soft topology over X. So, (X, τ,E) is a neutrosophic soft topo-

logical space. (X, τ,E) is a neutrosophic soft pre T0 -space but not a neutrosophic
soft pre T1 —space. Because, xb(0.9, 0.6, 0.2) and y

a
(0.8, 0.7, 0.4) are distinct neutro-

sophic soft points in (X, τ,E) and there doesn’t exist any neutrosophic pre-open
soft set that contains xb(0.9, 0.6, 0.2) but doesn’t contain y

a
(0.8, 0.7, 0.4).

Example 33. Let X = {x, y} be a universe, E = {a.b} be a parameteric set and(
F̃ , E

)
be a neutrosophic soft set defined as F̃ (a) = {〈x, 0, 0, 1〉 , 〈y, 0, 0, 1〉} and

F̃ (b) = {〈x, 0, 0, 1〉 , 〈y, 0, 0, 0.9〉}. Then, the family τ =
{
0(X,E), 1(X,E),

(
F̃ , E

)}
is a neutrosophic soft topology over X. So, (X, τ,E) is a neutrosophic soft topo-
logical space. (X, τ,E) is a neutrosophic soft pre T1 —space. But, it is not a neu-
trosophic soft pre T2 —space for the existence of distinct neutrosophic soft points
xa(0.5, 0.5, 0.1) and y

b
(0.4, 0.4, 0.6).

Theorem 34. Let (X, τ,E) be a neutrosophic soft topological space. (X, τ,E) is
neutrosophic soft pre T2-space if and only if for any pair of distinct neutrosophic
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soft points xe(α,β,γ), y
e′

(α′,β′,γ′), there exists a neutrosophic pre-open soft set
(
F̃ , E

)
such that
xe(α,β,γ) ∈

(
F̃ , E

)
, ye

′

(α′,β′,γ′) ∈
(
F̃ , E

)c
and ye

′

(α′,β′,γ′) ∈
[
NSPcl

(
F̃ , E

)]c
.

Proof. (⇒) Let xe(α,β,γ) and ye
′

(α′,β′,γ′) be two distinct neutrosophic soft points in
(X, τ,E) . Since (X, τ,E) is a neutrosophic soft pre T2-space, there exist two

neutrosophic pre-open soft sets
(
F̃ , E

)
and

(
G̃, E

)
such that xe(α,β,γ) ∈

(
F̃ , E

)
,

ye
′

(α′,β′,γ′) ∈
(
G̃, E

)
and

(
F̃ , E

)
⊂
(
G̃, E

)c
. So, it is implied that ye

′

(α′,β′,γ′) ∈(
F̃ , E

)c
. Since

(
G̃, E

)c
is a neutrosophic pre-closed soft set, NSPcl

(
F̃ , E

)
⊂(

G̃, E
)c
. This means that,

(
G̃, E

)
⊂
[
NSPcl

(
F̃ , E

)]c
. So,

ye
′

(α′,β′,γ′) ∈
[
NSPcl

(
F̃ , E

)]c
.

(⇐)Take any pair of distinct neutrosophic soft points xe(α,β,γ), ye
′

(α′,β′,γ′) in
(X, τ,E). From our assumption, there exists a neutrosophic pre-open soft set(
F̃ , E

)
such that xe(α,β,γ) ∈

(
F̃ , E

)
, ye

′

(α′,β′,γ′) ∈
(
F̃ , E

)c
and ye

′

(α′,β′,γ′) ∈[
NSPcl

(
F̃ , E

)]c
. Since

[
NSPcl

(
F̃ , E

)]c
is a neutrosophic pre-open soft set and(

F̃ , E
)
⊂
[[
NSPcl

(
F̃ , E

)]c]c
, (X, τ,E) is neutrosophic soft pre T2-space. �

Theorem 35. A neutrosophic soft subspace (Y, τY , E) of neutrosophic soft pre
T2−space
(X, τ,E) is neutrosophic soft pre T2.

Proof. Let (X, τ,E) be a neutrosophic soft pre T2-space, Y ⊆ X and (Y, τY , E) be
a neutrosophic soft subspace. Take any distinct neutrosophic soft points xe(α,β,γ)
and ye

′

(α′,β′,γ′) in (Y, τY , E).
So, these neutrosophic soft points are also contained in (X, τ,E). Hence, there

exist neutrosophic pre-open soft sets
(
F̃ , E

)
and

(
G̃, E

)
in τ such that xe(α,β,γ) ∈(

F̃ , E
)
,

ye
′

(α′,β′,γ′) ∈
(
G̃, E

)
and

(
F̃ , E

)
⊂
(
G̃, E

)c
. Let

(
H̃, E

)
be a neutrosophic soft set

over Y as described in Definition 26. Then,
(
H̃, E

)
∩
(
F̃ , E

)
and

(
H̃, E

)
∩
(
G̃, E

)
are neutrosophic pre-open soft sets in (Y, τY , E) such that xe(α,β,γ) ∈

(
H̃, E

)
∩(

F̃ , E
)
, ye

′

(α′,β′,γ′) ∈
(
H̃, E

)
∩
(
G̃, E

)
and

(
H̃, E

)
∩
(
F̃ , E

)
⊂
[(
H̃, E

)
∩
(
G̃, E

)]c
.

This means that (Y, τY , E) is neutrosophic soft pre T2. �
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Definition 36. Let (X, τ,E) be a neutrosophic soft topological space,
(
G̃, E

)
be

a neutrosophic pre-closed soft set and xe(α,β,γ) be a neutrosophic soft point such

that xe(α,β,γ) ∈
(
F̃ , E

)c
. If there exist neutrosophic pre-open soft sets

(
G̃, E

)
and(

K̃, E
)
such that xe(α,β,γ) ∈

(
G̃, E

)
,
(
F̃ , E

)
⊆
(
K̃, E

)
and

(
K̃, E

)
⊂
(
G̃, E

)c
,

then (X, τ,E) is said to be a neutrosophic soft pre regular space.

Definition 37. A neutrosophic soft topological space (X, τ,E) is said to be a strong
neutrosophic soft pre T1-space if every neutrosophic soft point is a neutrosophic pre-
closed soft set in (X, τ,E).

Definition 38. A neutrosophic soft pre regular space (X, τ,E) is said to be a
neutrosophic soft pre T3−space if it is also a strong neutrosophic soft pre T1−space.

Theorem 39. Every neutrosophic soft pre T3−space is a neutrosophic soft pre
T2−space.

Proof. Let xe(α,β,γ) and ye
′

(α′,β′,γ′) be two distinct neutrosophic soft points of a

neutrosophic soft pre T3-space (X, τ,E). Then, ye
′

(α′,β′,γ′) is neutrosophic pre-
closed soft set and
xe(α,β,γ) ∈

[
ye

′

(α′,β′,γ′)

]c
. From the neutrosophic soft pre-regularity, there exist

disjoint neutrosophic pre-open soft sets
(
G̃, E

)
and

(
K̃, E

)
such that xe(α,β,γ) ∈(

G̃, E
)
and

ye
′

(α′,β′,γ′) ⊂
(
K̃, E

)
. Thus, xe(α,β,γ) ∈

(
G̃, E

)
and ye

′

(α′,β′,γ′) ∈
(
K̃, E

)
. Therefore,

(X, τ,E) is neutrosophic soft pre T2-space �
Theorem 40. A neutrosophic soft subspace (Y, τY , E) of a neutrosophic soft pre
T3−space (X, τ,E) is neutrosophic soft pre T3.

Proof. Let (X, τ,E) be a neutrosophic soft pre T3-space, Y ⊆ X and (Y, τY , E)
be a neutrosophic soft subspace. Let xe(α,β,γ) be any neutrosophic soft point in
(Y, τY , E). It is obvious that xe(α,β,γ) is also a neutrosophic soft point in (X, τ,E).
Since (X, τ,E) is a strong neutrosophic soft pre T1-space, xe(α,β,γ) is a neutro-

sophic pre-closed soft set in (X, τ,E). Consider the neutrosphic soft set
(
H̃, E

)
over Y defined in Definition 26. It is easily seen that

(
H̃, E

)
∩ xe(α,β,γ) is neu-

trosophic pre-closed soft in (Y, τY , E). This means that (Y, τY , E) is a strong
neutrosophic soft pre-T1-space. Now, we must show that (Y, τY , E) is also a neu-

trosophic soft pre-regular space. Let
(
G̃, E

)
be a neutrosophic pre-closed soft

set in (Y, τY , E) and xe(α,β,γ) be a neutrosophic soft point in (Y, τY , E) such that

xe(α,β,γ) ∈
(
G̃, E

)c
. Then,

(
G̃, E

)
=
(
H̃, E

)
∩
(
F̃ , E

)
for some neutrosophic
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pre-closed soft set
(
F̃ , E

)
in (X, τ,E). Hence, xe(α,β,γ) ∈

[(
H̃, E

)
∩
(
F̃ , E

)]c
.

So, xe(α,β,γ) ∈
(
H̃, E

)c
∪
(
F̃ , E

)c
. Because of the description of the neutro-

sophic soft set
(
H̃, E

)
in Definition 5.2, it is clear that xe(α,β,γ) /∈

(
H̃, E

)c
. This

means that xe(α,β,γ) ∈
(
F̃ , E

)c
. From the neutrosophic soft pre-regularity of

(X, τ,E), there exists neutrosophic pre-open soft sets
(
K̃, E

)
and

(
L̃, E

)
such

that xe(α,β,γ) ∈
(
K̃, E

)
,
(
F̃ , E

)
⊆
(
L̃, E

)
and

(
K̃, E

)
⊆
(
L̃, E

)c
. This implies

that
(
H̃, E

)
∩
(
K̃, E

)
and

(
H̃, E

)
∩
(
L̃, E

)
are neutrosophic pre-open soft sets in

(Y, τY , E) such that xe(α,β,γ) ∈
(
H̃, E

)
∩
(
K̃, E

)
,
(
F̃ , E

)
⊆
(
H̃, E

)
∩
(
L̃, E

)
and(

H̃, E
)
∩
(
K̃, E

)
⊂
(
H̃, E

)
∩
(
L̃, E

)c
. Therefore, (Y, τY , E) is neutrosophic soft

pre T3. �

Definition 41. Let (X, τ,E) be a neutrosophic soft topological space,
(
F̃1, E

)
and(

F̃2, E
)
be neutrosophic pre-closed soft sets such that

(
F̃1, E

)
⊂
(
F̃2, E

)c
. If

there exist neutrosophic pre-open soft sets
(
G̃, E

)
and

(
K̃, E

)
such that

(
F̃1, E

)
⊆(

G̃, E
)
,
(
F̃2, E

)
⊆
(
K̃, E

)
and

(
G̃, E

)
⊂
(
K̃, E

)c
, then (X, τ,E) is said to be a

neutrosophic soft pre normal space.

Definition 42. A neutrosophic soft pre normal space (X, τ,E) is said to be a
neutrosophic soft pre T4-space, if it is also a strong neutrosophic soft pre T1−space.

Theorem 43. Let (X, τ,E) be a fuzzy soft topological space. Then, the following
statements are equivalent:
(1) (X, τ,E) is a neutrosophic soft pre normal space.

(2) For every neutrosophic pre closed soft set
(
K̃, E

)
and neutrosophic preopen

soft set
(
L̃, E

)
such that

(
K̃, E

)
⊆
(
L̃, E

)
, there exists a neutrosophic pre open

soft set
(
F̃ , E

)
such that

(
K̃, E

)
⊆
(
F̃ , E

)
, NSPcl

(
F̃ , E

)
⊆
(
L̃, E

)
.

Proof. (1) ⇒ (2) Let
(
K̃, E

)
be a pre closed soft set and

(
L̃, E

)
be a fuzzy pre

open soft set such that
(
K̃, E

)
⊆
(
L̃, E

)
. Then,

(
K̃, E

)
,
(
L̃, E

)c
are neutrosophic

pre closed soft sets such that
(
L̃, E

)c
⊆
(
K̃, E

)c
. It follows from (1), there exist

neutrosophic pre open soft sets
(
F̃ , E

)
and

(
G̃, E

)
such that

(
K̃, E

)
⊆
(
F̃ , E

)
,(

L̃, E
)c
⊆
(
G̃, E

)
and

(
F̃ , E

)
⊆
(
G̃, E

)c
. Since

(
G̃, E

)c
is neutrosophic pre
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closed soft, NSPcl
(
F̃ , E

)
⊆
(
G̃, E

)c
. So,

NSPcl
(
F̃ , E

)
⊆
(
L̃, E

)
. Therefore, the neutrosophic pre open soft set

(
F̃ , E

)
satisfies the conditions.
(2) ⇒ (1) Let

(
F̃1, E

)
and

(
F̃2, E

)
be neutrosophic pre-closed soft sets such

that(
F̃1, E

)
⊂
(
F̃2, E

)c
, where

(
F̃2, E

)c
is neutrosophic pre open soft. From our hy-

pothesis, there exists a neutrosophic pre open soft set
(
F̃ , E

)
such that

(
F̃1, E

)
⊂(

F̃ , E
)
and

NSPcl
(
F̃ , E

)
⊆
(
F̃2, E

)c
. So,

(
F̃2, E

)
⊆
[
NSPcl

(
F̃ , E

)]c
,
(
F̃1, E

)
⊂
(
F̃ , E

)
and[
NSPcl

(
F̃ , E

)]c
⊆
(
F̃ , E

)c
, where

[
NSPcl

(
F̃ , E

)]c
and

(
F̃ , E

)
are are neutro-

sophic pre open soft sets. Thus, (X, τ,E) is neutrosophic soft pre normal space. �

Theorem 44. A neutrosophic pre closed neutrosophic soft subspace (Y, τY , E) of
a neutrosophic soft pre normal space (X, τ,E) is neutrosophic soft pre normal.

Proof. Let
(
F̃ , E

)
and

(
G̃, E

)
be neutrosophic pre closed soft sets in (Y, τY , E)

such that
(
F̃ , E

)
⊂
(
G̃, E

)c
. Consider the neutrosphic soft set

(
H̃, E

)
over Y

defined in Definition 26. Then,
(
H̃, E

)
is neutrosophic pre closed soft in (X, τ,E),(

F̃ , E
)
=
(
H̃, E

)
∩
(
K̃, E

)
and

(
G̃, E

)
=
(
H̃, E

)
∩
(
L̃, E

)
for some neutrosophic

pre closed soft sets
(
K̃, E

)
and

(
L̃, E

)
in (X, τ,E). Hence,

(
H̃, E

)
∩
(
K̃, E

)
and(

H̃, E
)
∩
(
L̃, E

)
are neutrosophic pre closed soft sets in (X, τ,E) and

(
H̃, E

)
∩(

K̃, E
)
⊆
[(
H̃, E

)
∩
(
L̃, E

)]c
. Since (X, τ,E) is neutrosophic soft pre normal,

there exist neutrosophic pre open sets
(
M̃,E

)
and

(
Ñ , E

)
such that(

H̃, E
)
∩
(
K̃, E

)
⊆
(
M̃,E

)
,
(
H̃, E

)
∩
(
L̃, E

)
⊆
(
Ñ , E

)
and

(
M̃,E

)
⊆
(
Ñ , E

)c
.

So,(
H̃, E

)
∩
(
M̃,E

)
and

(
H̃, E

)
∩
(
Ñ , E

)
are neutrosophic pre open sets in (Y, τY , E)

such that
(
F̃ , E

)
⊂
(
H̃, E

)
∩
(
M̃,E

)
,
(
G̃, E

)
⊂
(
H̃, E

)
∩
(
Ñ , E

)
and(

H̃, E
)
∩
(
M̃,E

)
⊂
[(
H̃, E

)
∩
(
Ñ , E

)]c
. Therefore, (Y, τY , E) is neutrosophic

soft pre normal. �

Definition 45. Let (X, τ1, E), (Y, τ2,K) be neutrosophic soft topological spaces
and
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f : (X, τ1, E) → (Y, τ2,K) be a neutrosophic soft function. The function f is said

to be neutrosophic pre irresolute soft, if f−1
((
G̃, E

))
∈ τ1 for any

(
G̃, E

)
∈ τ2.

Definition 46. Let (X, τ1, E), (Y, τ2,K) be neutrosophic soft topological spaces
and
f : (X, τ1, E)→ (Y, τ2,K) be a neutrosophic soft function. The function f is said to

be neutrosophic pre irresolute open soft, if f
((
F̃ , E

))
∈ τ2 for any

(
F̃ , E

)
∈ τ1.

Theorem 47. Let (X, τ1, E) and (Y, τ2,K) be neutrosophic soft topological spaces
and
f : (X, τ1, E) → (Y, τ2,K) be a neutrosophic soft function which is bijective, neu-
trosophic pre irresolute soft and neutrosophic pre irresolute open soft. If (X, τ1, E)
is a neutrosophic soft pre normal space, then (Y, τ2,K) is also a neutrosophic soft
pre normal space.

Proof. Let
(
F̃ , E

)
and

(
G̃, E

)
be neutrosophic pre closed soft sets in (Y, τ2,K)

such that(
F̃ , E

)
⊂
(
G̃, E

)c
. Since f is neutrosophic pre irresolute soft, then f−1

((
F̃ , E

))
and
f−1

((
G̃, E

))
are neutrosophic pre closed soft sets in (X, τ1, E) such that

f−1
((
F̃ , E

))
⊂
[
f−1

((
G̃, E

))]c
. Since (X, τ1, E) is a neutrosophic soft pre nor-

mal space, there exist neutrosophic pre open soft sets
(
K̃, E

)
and

(
L̃, E

)
such

that
f−1

((
F̃ , E

))
⊂
(
K̃, E

)
, f−1

((
G̃, E

))
⊂
(
L̃, E

)
and

(
K̃, E

)
⊂
(
L̃, E

)c
. It

follows that(
F̃ , E

)
= f

[
f−1

((
F̃ , E

))]
⊂ f

((
K̃, E

))
,
(
G̃, E

)
= f

[
f−1

((
G̃, E

))]
⊂

f
((
L̃, E

))
and f

((
K̃, E

))
⊂ f

((
L̃, E

)c)
=
[
f
((
L̃, E

))]c
. From the fact that

f is neutrosophic pre irresolute open soft, f
((
K̃, E

))
and f

((
L̃, E

))
are neutro-

sophic pre open soft sets such that
(
F̃ , E

)
⊂ f

((
K̃, E

))
,
(
G̃, E

)
⊂ f

((
L̃, E

))
and f

((
K̃, E

))
⊂
[
f
((
L̃, E

))]c
. This means that (Y, τ2,K) is a neutrosophic

soft pre normal space. �

4. Conclusion

The notions of neutrosophic pre open soft sets, neutrosophic pre closed soft
sets, neutrosophic pre soft interior, neutrosophic pre soft closure, neutrosophic soft
pre-interior point, neutrosophic soft pre-cluster point and neutrosophic soft pre
separation axioms are introduced, and some properties of the notions are studied.
Also, several interesting properties have been established. Additionally, a new
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approach is made to the concept of neutrosophic soft topological subspace. Since
topological structures on neutrosophic soft sets have been introduced by many
scientists, we generalize the pre topological properties to the neutrosophic soft
sets which may be useful in some other disciplines. For the existence of compact
connections between soft sets and information systems [17,21] the results obtained
from the studies on neutrosophic soft topological space can be used to develop
these connections. We hope that many researchers will benefit from the findings in
this document to further their studies on neutrosophic soft topology to carry out a
general framework for their applications in practical life.
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2 Institut Supérieur d’Informatique et des Techniques de Communication, Université de Sousse,

H. Sousse, TUNISIA
3China Medical University Hospital, China Medical University, Taichung, TAIWAN

Abstract. In this study, we establish existence and uniqueness theorems of
best proximity points for new types of Z-proximal contractions defined on a
complete metric space. The presented results improve and generalize some
recent results in the literature. Several examples are constructed to demon-
strate the generality of our results. As applications of the obtained results, we
discuss suffi cient conditions to ensure the existence of a unique solution for a
variational inequality problem.

1. Introduction

Khojasteh et al. [14] presented the notion of Z-contraction involving a new class
of mappings namely simulation functions and proved new fixed point theorems by
using different methods than others in literature.

Definition 1.1 ( [14]). A simulation function is a mapping ζ : [0,∞)× [0,∞)→ R
satisfying the following conditions:

(ζ1) ζ(0, 0) = 0,
(ζ2) ζ(a, b) < b− a for all a, b > 0,
(ζ3) If (an), (bn) are sequences in (0,∞) such that limn→∞ an = limn→∞ bn > 0,

then

lim sup
n→∞

ζ(an, bn) < 0. (1.1)
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Theorem 1.2 ( [14]). Let (M,d) be a complete metric space and T : M → M be
a Z-contraction with respect to ζ satisfying the conditions (ζ1)-(ζ3) in Definition
1.1, that is,

ζ(d(T u, T v), d(u, v)) ≥ 0, for all u, v ∈M.

Then T has a unique fixed point and, for every initial point u0 ∈ M , the Picard
sequence {T nu0} converges to this fixed point.

Afterwards, Argoubi et al. [3] partly modified Definition 1.1, by removing the
condition (ζ1), because of the fact that the condition (ζ1) was not used in the proof
of Theorem 1.2. On the other hand, Roldan-Lopez-de-Hierro et al. [17] extended
the family of all simulation functions by replacing the condition (ζ3) in Definition
1.1 with the following proviso.

(ζ4) If (an), (bn) are sequences in (0,∞) such that lim
n→∞

an = lim
n→∞

bn > 0 and

an < bn for all n ∈ N, then the inequality (1.1) is satisfied.
In this study, we will consider simulation functions satisfying the conditions (ζ2)

and (ζ4). For the sake of openness, we identify the following families of function.

Z1 = {ζ : ζ satisfies conditions (ζ1), (ζ2) and (ζ3)} ,
Z2 = {ζ : ζ satisfies conditions (ζ2) and (ζ3)} ,
Z3 = {ζ : ζ satisfies conditions (ζ1), (ζ2) and (ζ4)} ,
Z4 = {ζ : ζ satisfies conditions (ζ2) and (ζ4)} .

Remark 1.3. It is obvious that Z1 ⊂ Z2 ⊂ Z4 and also Z3 ⊂ Z4.

Example 1.4. Let ζ : [0,∞)× [0,∞)→ R be a function defined by

ζ(t, s) =


1 if (s, t) = (0, 0),

2(s− t) if s < t,

λs− t otherwise,

where λ ∈ (0, 1). Then it is easy to see that ζ ∈ Z4, but ζ /∈ Z1,Z2,Z3.

The main concern of the paper is to establish existence and uniqueness theorems
of best proximity points for new types of Z-proximal contractions in complete metric
spaces. The obtained results extend and complement some known results from the
literature. Several examples are constructed to demonstrate the new concepts and
the generality of our results. Also, suffi cient conditions to guarantee the existence
of a unique solution to the problem of variational inequality are discussed.

2. Preliminaries

A best proximity point generates to a fixed point if the mapping under consid-
eration is a self-mapping. For more details on this research subject, we refer the
reader to [1, 2, 4—7,9—13,16,18—22].
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Let P and Q two nonempty subsets of a metric space (M,d). We will use the
following notations:

d(P,Q) := inf {d(p, q) : p ∈ P, q ∈ Q} ;
P0 := {p ∈ P : d(p, q) = d(P,Q) for some q ∈ Q} ;
Q0 := {q ∈ Q : d(p, q) = d(P,Q) for some p ∈ P} .

Throughout this study, the set of all best proximity points of a non-self-mapping
T : P → Q will be denoted by

Best(T ) = {u ∈ P : d(u, T u) = d(P,Q)} .
Jleli and Samet [12] introduced the concepts of α-ψ-proximal contractive and

α-proximal admissible mappings and established best proximity point theorems
for such mappings defined on complete metric spaces. Subsequently, Hussain et
al. [9] modified the aforesaid notions and substantiated certain best proximity point
theorems.

Definition 2.1 ( [12]). Let T : P → Q and α : P ×P → [0,∞) be given mappings.
Then T is said to be α-proximal admissible, if

α(u1, u2) ≥ 1
d(p1, T u1) = d(P,Q)
d(p2, T u2) = d(P,Q)

 =⇒ α(p1, p2) ≥ 1,

for all u1, u2, p1, p2 ∈ P.

Definition 2.2 ( [9]). Let T : P → Q and α, η : P×P → [0,∞) be given mappings.
Then T is said to be (α, η)-proximal admissible, if

α(u1, u2) ≥ η(u1, u2)
d(p1, T u1) = d(P,Q)
d(p2, T u2) = d(P,Q)

 =⇒ α(p1, p2) ≥ η(p1, p2),

for all u1, u2, p1, p2 ∈ P.

Note that if we take η(u, v) = 1 for all u, v ∈ P, then the previous definition
reduces to Definition 2.1.
Very recently, Tchier et al. [22] introduced the concept of Z-proximal contrac-

tions as follows.

Definition 2.3 ( [22]). Let P and Q be two nonempty subsets of a metric space
(M,d). A non-self-mapping T : P → Q is said to be a Z-proximal contraction, if
there exists a simulation function ζ ∈ Z2 such that

d(p, T u) = d(P,Q)
d(q, T v) = d(P,Q)

}
=⇒ ζ(d(p, q), d(u, v)) ≥ 0, (2.1)

for all p, q, u, v ∈ P.

Let us introduce the following notions which will be used in our main results.
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Definition 2.4. Let T : P → Q and α, η : P × P → [0,∞) be given mappings.
Then T is said to be triangular (α, η)-proximal admissible, if

(1) T is (α, η)-proximal admissible;
(2) α(u, v) ≥ η(u, v) and α(v, z) ≥ η(v, z) implies that α(u, z) ≥ η(u, z), for all

u, v, z ∈ P.

Definition 2.5. Let P and Q be two nonempty subsets of a metric space (M,d),
ζ ∈ Z4 and α, η : P × P → [0,∞) be mappings. A non-self mapping T : P → Q is
said to be (α, η)-Z-proximal contraction, if

α(u, v) ≥ η(u, v)
d(p, T u) = d(P,Q)
d(q, T v) = d(P,Q)

 =⇒ ζ(d(p, q), d(u, v)) ≥ 0, (2.2)

for all p, q, u, v ∈ P.

We provide the following examples illustrating Definition 2.5 where Definition
2.3 is not applicable.

Example 2.6. Let M = R be endowed with the usual metric d, P = [0, 12 ]∪{1, 10}
and Q = [0, 16 ] ∪ {1, 10}. Define a mapping T : P → Q by

T u =


10, if u = 1,

1, if u = 10,
u
6 , if u ∈

[
0, 12
]
.

It is obvious that d(P,Q) = 0 and P0 = Q0 = Q. Now, define α, η : P ×P → [0,∞)
by

α(u, v) =

{
4, if u, v ∈

[
0, 12
]
,

0, otherwise,
and η(u, v) = 2.

Then T is (α, η)-Z-proximal contraction, but not a Z-proximal contraction where
ζ(t, s) = 1

2s− t for all t, s ∈ [0,∞). Indeed, let us consider

α(u, v) ≥ η(u, v),
d(p, T u) = d(q, T v) = d(P,Q).

(2.3)

Taking into account (2.3), we get that u, v ∈
[
0, 12
]
, and so p = T u = u

6 and
q = T v = v

6 . Then

ζ (d(p, q), d(u, v)) =
1

2
d(u, v)− d(p, q)

=
1

2
|u− v| − 1

6
|u− v| ≥ 0.

It means that T is (α, η)-Z-proximal contraction. On the other hand, let
d(0, T 0) = d(P,Q) = 0,
d(10, T 1) = d(P,Q) = 0.
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Then

ζ (d(0, 10), d(0, 1)) =
1

2
d(0, 1)− d(0, 10)

=
1

2
− 10 6≥ 0,

and hence T is not a Z-proximal contraction.

Example 2.7. Let M = {(0, 1), (1, 0), (−1, 0), (0,−1)} be endowed with the Euclid-
ian metric d. Consider P = {(0, 1), (1, 0)} and Q = {(0,−1), (−1, 0)}. We
have d(P,Q) =

√
2. Let T : P → Q be given as T (u, v) = (−v,−u). Choose

ζ(t, s) = ks− t for s, t ≥ 0, with k ∈ (0, 1). Take α, η : P × P → [0,∞) as

α(u, v) =

{
1, if u = v,

0, otherwise,
and η(u, v) =

{
1
4 , if u = v,

3, otherwise.

Let u, v, p, q ∈ P such that

α(u, v) ≥ η(u, v) and d(p, T u) = d(q, T v) = d(P,Q) =
√
2.

We should have u = v = p = q = (0, 1) or u = v = p = q = (1, 0). Then,
ζ(d(p, q), d(u, v)) = ζ(0, 0) = 0, that is, T is (α, η)-Z-proximal contraction.
On the other hand, by taking u = p = (0, 1) and q = v = (1, 0), we have

d(p, T u) = d(q, T v) = d(P,Q),

but ζ(d(p, q), d(u, v)) = ζ(
√
2,
√
2) = (k− 1)

√
2 < 0, that is, T is not a Z-proximal

contraction.

3. Main Results

The first result of this study is the following.

Theorem 3.1. Let (P,Q) be a pair of nonempty subsets of a complete metric space
(M,d) such that P0 is nonempty, T : P → Q and α, η : P × P → [0,∞) be given
mappings. Suppose the following conditions are satisfied:

(i) P0 is closed and T (P0) ⊆ Q0;
(ii) T is triangular (α, η)-proximal admissible;
(iii) there exist u0, u1 ∈ P0 such that d(u1, T u0) = d(P,Q) and α (u0, u1) ≥

η (u0, u1);
(iv) T is a continuous (α, η)-Z-proximal contraction.
Then T has a best proximity point in P. If α(u, v) ≥ η(u, v) for all u, v ∈ Best(T ),

then T has a unique best proximity point u∗ ∈ P. Moreover, for each u ∈ M, we
have limn→∞ T nu = u∗.

Proof. By virtue of the assertion (iii), there exist u0, u1 ∈ P0 such that
d(u1, T u0) = d(P,Q) and α (u0, u1) ≥ η (u0, u1) .
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Since T (P0) ⊆ Q0, there exists u2 ∈ P0 such that
d(u2, T u1) = d(P,Q).

Thus, we get
α(u0, u1) ≥ η(u0, u1),
d(u1, T u0) = d(u2, T u1) = d(P,Q).

Since T is an (α, η)-proximal admissible, we conclude that α (u1, u2) ≥ η (u1, u2) .
Now, we have

d(u2, T u1) = d(P,Q) and α (u1, u2) ≥ η (u1, u2) .
Again, since T (P0) ⊆ Q0, there exists u3 ∈ P0 such that

d(u3, T u2) = d(P,Q),

and thus
α(u1, u2) ≥ η(u1, u2),
d(u2, T u1) = d(u3, T u2) = d(P,Q).

Since T is (α, η)-proximal admissible, this implies that α (u2, u3) ≥ η (u2, u3) .
Thereby, we have

d(u3, T u2) = d(P,Q) and α (u2, u3) ≥ η (u2, u3) .
By repeating this process, a sequence {un} in P0 can be constituted by the following
way:

d(un+1, T un) = d(P,Q) and α (un, un+1) ≥ η (un, un+1) , (3.1)
for all n ∈ N ∪ {0} . If there exists n0 such that un0 = un0+1, then

d(un0 , T un0) = d(un0+1, T un0) = d(P,Q).

This means that un0 is a best proximity point of T and the proof is finalized. Due
to this reason, we suppose that un 6= un+1 for all n. Using (3.1), for all n ∈ N, we
get

α (un−1, un) ≥ η (un−1, un) ,
d(un, T un−1) = d(un+1, T un) = d(P,Q).

Since T is an (α, η)-Z-proximal contraction, for all n ∈ N, we obtain
0 ≤ ζ(d(un, un+1), d(un−1, un)) < d(un−1, un)− d(un, un+1). (3.2)

It follows from the above inequality that

0 < d(un, un+1) < d(un−1, un), for all n ∈ N.
Therefore the sequence {d(un, un+1)} is decreasing and so there exists r ≥ 0 such
that limn→∞ d (un, un+1) = r. Now, our purpose is to show that r = 0. On the
contrary, assume that r > 0. Set the sequences {an} and {bn} as an = d(un, un+1)
and bn = d(un−1, un). Then since limn→∞ an = limn→∞ bn = r and an < bn for all
n, by the axiom (ζ4), we deduce

0 ≤ lim sup
n→∞

ζ (d(un, un+1), d(un−1, un)) < 0,
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which is a contradiction. That’s why r = 0, that is,

lim
n→∞

d (un, un+1) = 0. (3.3)

Let us prove now that {un} is a Cauchy sequence in P0. Suppose, to the contrary,
that {un} is not a Cauchy sequence. Then there exists an ε > 0 for which we can
find two subsequences {umk

} and {unk} of {un} such that nk is the smallest index
for which nk > mk > k and

d (umk
, unk) ≥ ε and d (umk

, unk−1) < ε. (3.4)

Using the triangular inequality and (3.4), we have

ε ≤ d (umk
, unk) ≤ d (umk

, unk−1) + d (unk−1, unk)

< ε+ d (unk−1, unk) .

Letting k →∞ in the above inequality and using (3.3 ), we obtain

lim
k→∞

d (umk
, unk) = ε. (3.5)

Again, using the triangular inequality,

|d (umk+1, unk+1)− d (umk
, unk)| ≤ d (umk+1, umk

) + d (unk , unk+1) ,

which yields that
lim
k→∞

d (umk+1, unk+1) = ε. (3.6)

Since T is triangular (α, η)-proximal admissible, by using (3.1), we infer that
α(um, un) ≥ η(um, un), for all n,m ∈ N ∪ {0} with m < n. (3.7)

By combining (3.1) and (3.7), for all k ∈ N ∪ {0}, we have
α(umk

, unk) ≥ η(umk
, unk),

d(umk+1, T umk
) = d(unk+1, T unk) = d(P,Q).

Since T is an (α, η)-Z-proximal contraction, the last equation gives us that, for all
k ∈ N ∪ {0}

0 ≤ ζ(d(umk+1, unk+1), d(umk
, unk)) < d(umk

, unk)− d(umk+1, unk+1). (3.8)

Choose the sequences {ak = d(umk+1, unk+1)} and {bk = d(umk
, unk)}. Then, from

(3.5), (3.6) and (3.8), we conclude that limk→∞ ak = limk→∞ bk = ε and ak < bk
for all k. Taking lim sup of (3.8) and considering (ζ4), we get

0 ≤ lim sup
n→∞

ζ ((d(umk+1, unk+1), d(umk
, unk)) < 0,

which is a contradiction. Accordingly, {un} is a Cauchy sequence in P0. Since P0 is
a closed subset of the complete metric space (M,d), there exists u ∈ P0 such that

lim
n→∞

d(un, u) = 0.

In view of the fact that T is continuous, we deduce that
lim
n→∞

d(T un, T u) = 0.
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Thus, using the last two equations and (3.1), we have

d(P,Q) = lim
n→∞

d(un+1, T un) = d(u, T u),

which means that u ∈ P0 ⊆ P is a best proximity point of T . As the final step,
we shall show that the set Best(T ) is a singleton. Assume that v is another best
proximity point of T . Then, by hypothesis, we have α(u, v) ≥ η(u, v), and thus

α(u, v) ≥ η(u, v),
d(u, T u) = d(v, T v) = d(P,Q).

Then, by the argument (iv), we infer that

0 ≤ ζ (d(u, v), d(u, v)) < d(u, v)− d(u, v) = 0,

which is a contradiction. Thus, the best proximity point of T is unique. �

The following example illustrates Theorem 3.1.

Example 3.2. LetM = [0,∞)×[0,∞) be endowed with the metric d((u1, u2), (v1, v2)) =
|u1 − v1| + |u2 − v2|. Take P = {1} × [0,∞) and Q = {0} × [0,∞). We mention
that d(P,Q) = 1, P0 = P and Q0 = Q. Consider the mapping T : P → Q as

T (1, u) =
{
(0, u

2+1
4 ) if 0 ≤ u ≤ 1

(0, u− 1
2 ) if u > 1.

Note that T is continuous at u0 = 1 and T (P0) ⊆ Q0. Consider ζ(a, b) = kb − a
with k ∈ ( 12 , 1), for all a, b ≥ 0. Define α, η : P × P → [0,∞) as follows{
α((1, u), (1, v)) = 1 if u, v ∈ [0, 1]
α((1, u), (1, v)) = 0 if not,

and

{
η((1, u), (1, v)) = 1

3 if u, v ∈ [0, 1]
η((1, u), (1, v)) = 2 if not.

Let (1, u), (1, v), (1, p) and (1, q) in P such that
α((1, u), (1, v)) ≥ η((1, u), (1, v))
d((1, p), T (1, u)) = d(P,Q) = 1,

d((1, q), T (1, v)) = d(P,Q) = 1.

Then, necessarily, (u, v) ∈ [0, 1] × [0, 1]. Also, p = 1+u2

4 and q = 1+v2

4 . Here, we
have that α((1, p), (1, q)) ≥ η((1, p), (1, q)), that is, T is (α, η)-proximal admissible.
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Moreover,

ζ(d((1, p), (1, q)), d((1, u), (1, v))) = ζ(d((1,
1 + u2

4
), (1,

1 + v2

4
)), d((1, u), (1, v)))

= ζ(|u
2

4
− v2

4
|, |u− v|)

= k|u− v| − |u
2

4
− v2

4
|

= k|u− v| − 1
4
(u+ v)|u− v|

≥ (k − 1
2
)|u− v| ≥ 0.

Then T is an (α, η)-Z-proximal contraction. Also, for u0 = (1, 1) and u1 = (1, 12 ),
we have

d(u1, T u0) = d((1,
1

2
), (0,

1

2
)) = 1 = d(P,Q) and α(u0, u1) ≥ η(u0, u1),

that is, condition (iii) holds. Moreover, it is obvious that T is triangular (α, η)-
proximal admissible. All hypotheses of Theorem 3.1 are verified, so T admits a best
proximity point, which is u = (1, 2−

√
3).

In the subsequent result, we replace the continuity assertion in the previous
theorem with the following condition in P :
(C) If a sequence {un} in P converges to u ∈ P such that α (un, un+1) ≥

η (un, un+1), then α (un, u) ≥ η (un, u) for all n ∈ N.
Theorem 3.3. Let (P,Q) be a pair of nonempty subsets of a complete metric space
(M,d) such that P0 is nonempty, T : P → Q and α, η : P × P → [0,∞) be given
mappings. Suppose the following conditions are satisfied:

(i) P0 is closed and T (P0) ⊆ Q0;
(ii) T is triangular (α, η)-proximal admissible;
(iii) there exist u0, u1 ∈ P0 such that d(u1, T u0) = d(P,Q) and α (u0, u1) ≥

η (u0, u1);
(iv) (C) holds and T is an (α, η)-Z-proximal contraction.
Then T has a best proximity point in P. If α(u, v) ≥ η(u, v) for all u, v ∈ Best(T ),

then T has a unique best proximity point u∗ ∈ P. Moreover, for each u ∈ M, we
have limn→∞ T nu = u∗.

Proof. By pursuing on the lines of the proof of Theorem 3.1, there exists a Cauchy
sequence {un} ⊂ P0 satisfying the expression (3.1) and un → p. In view of (i), P0
is closed and so p ∈ P0. Also, since T (P0) ⊆ Q0, there exists z ∈ P0 such that

d(z, T p) = d(P,Q). (3.9)

On the other hand, by (C), we get

α (un, p) ≥ η (un, p) , for all n ∈ N.
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Thus, from (3.1), we have

α(un, p) ≥ η(un, p),
d(un+1, T un) = d(z, T p) = d(P,Q).

Therefore, from the assertion (iv), we conclude

0 ≤ ζ(d(un+1, z), d(un, p)) < d(un, p)− d(un+1, z), (3.10)

and so

lim
n→∞

d(un+1, z) ≤ 0.

By the uniqueness of limit, we obtain z = p. Consequently, from (3.9), we have
d(p, T p) = d(P,Q). Uniqueness of the best proximity point follows from the proof
of Theorem 3.1. �

Example 3.4. Let X = R2 be endowed with the Euclidian metric,
P = {(0, u) : u ≥ 0} and Q = {(1, u) : u ≥ 0}. Note that d(P,Q) = 1, P0 = P
and Q0 = Q. Define T : P → Q and α : P × P → [0,∞) by

T (0, u) =
{
(1, u9 ), if 0 ≤ u ≤ 1,
(1, 12 ), if u > 1,

and

α((0, u), (0, v)) =

{
2η((0, u), (0, v)), if u, v ∈ [0, 1] or u = v,

0 = η((0, u), (0, v)), otherwise.

Choose ζ(a, b) = 2
3b− a for all a, b ∈ [0,∞). Let u, v, p, q ≥ 0 such that

α((0, u), (0, v)) ≥ η((0, u), (0, v))
d((0, p), T (0, u)) = d(P,Q) = 1

d((0, q), T (0, v)) = d(P,Q) = 1.

Then u, v ∈ [0, 1] or u = v. We distinguish the following cases.
Case 1: u, v ∈ [0, 1]. Here, T (0, u) = (1, u9 ) and T (0, v) = (1,

v
9 ). Also,√

1 + (p− u

9
)2 =

√
1 + (q − v

9
)2 = 1,

that is, p = u
9 and q =

v
9 . So, α((0, p), (0, q)) ≥ η((0, p), (0, q)). Moreover,

ζ(d((0, p), (0, q)), d((0, u), (0, v))) =
2

3
d((0, u), (0, v))− d((0, u

9
), (0,

v

9
))

=
2

3
|u− v| − |u− v|

9
≥ 0.

Case 2: u = v > 1. Here, T (0, u) = (1, 12 ) and T (0, v) = (1,
1
2 ). Similarly, we get

that p = q = 1
2 . So, α((0, p), (0, q)) ≥ η((0, p), (0, q)). Also, ζ(d((0, p), (0, q)), d((0, u), (0, v))) ≥

0.
Case 3: u, v > 1 with u 6= v. Then, the proof is similar to that in Case 2.
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In each case, we get that T is (α, η)-proximal admissible. It is also easy to
see that T is triangular (α, η)-proximal admissible. Also, T is (α, η)-Z-proximal
contraction. Moreover, if {un = (0, pn)} is a sequence in P such that α (un, un+1) ≥
η (un, un+1) for all n and un = (0, pn) → u = (0, p) as n → ∞, then pn → p. We
have pn, pn+1 ∈ [0, 1] or pn = pn+1. We get that p ∈ [0, 1] or pn = p. This implies
that α (un, u) ≥ η (un, u) for all n.
Also, there exists (u0, u1) = ((0, 1), (0, 19 )) ∈ P0 × P0 such that

d(u1, T u0) = 1 = d(P,Q) and α (u0, u1) ≥ η (u0, u1) .
Consequently, all conditions of Theorem 3.3 are satisfied. Therefore, T has a unique
best proximity point in P which is (0, 0).

Corollary 3.5. Let (P,Q) be a pair of nonempty subsets of a complete metric space
(M,d). Suppose that T : P → Q is a Z-proximal contraction and P0 is nonempty
closed subset of M with T (P0) ⊆ Q0. Then T has a unique best proximity point
u∗ ∈ P. Moreover, for each u ∈M, we have limn→∞ T nu = u∗.

Proof. The proof follows from Theorem 3.1 (Theorem 3.3), if we take α(u, v) =
η(u, v) = 1. �

Remark 3.6. Theorem 3.1 (Theorem 3.3) extend and improve various best prox-
imity point and fixed point results in complete metric spaces. Furthermore, some
best proximity point and fixed point results in metric spaces endowed with a graph or
a binary relation can be derived from our results under some suitable α-admissible
mappings.

4. A Variational Inequality Problem

Let C be a nonempty, closed and convex subset of a real Hilbert space H, with
inner product 〈·, ·〉 and corresponding norm ‖ · ‖. A variational inequality problem
can be stated as follows:

Find u ∈ C such that 〈Su, v − u〉 ≥ 0 for all v ∈ C, (4.1)

where S : H → H is a given operator. This problem has been a classical sub-
ject in economics, operations research and mathematical physics, particularly in
the calculus of variations associated with the minimization of infinite-dimensional
functionals; see, for instance, [15] and the references therein. It is closely related to
many problems of nonlinear analysis, such as optimization, complementarity and
equilibrium problems and finding fixed points; see, for instance, [8,15,23]. To solve
problem (4.1), we define the metric projection operator PC : H → C. Here, we
recall that for each u ∈ H, there exists a unique nearest point PCu ∈ C satisfying
the inequality

‖u− PCu‖ ≤ ‖u− v‖, for all v ∈ C.
The following lemmas correlate the solvability of a variational inequality problem

to the solvability of a special fixed point problem.
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Lemma 4.1. Let z ∈ H. Then u ∈ C satisfies the inequality 〈u − z, y − u〉 ≥ 0,
for all y ∈ C if and only if u = PCz.

Lemma 4.2. Let S : H → H. Then u ∈ C is a solution of 〈Su, v − u〉 ≥ 0, for all
v ∈ C, if and only if u = PC(u− λSu), with λ > 0.

Theorem 4.3. Let C be a nonempty closed and convex subset of a real Hilbert space
H. Suppose that S : H → H is such that PC(I − λS) : C → C is a Z-proximal
contraction. Then there exists a unique element u∗ ∈ C such that 〈Su∗, v−u∗〉 ≥ 0
for all v ∈ C. Moreover, for any arbitrary element u0 ∈ C, the sequence {un}
defined by un+1 = PC(un − λSun) where λ > 0 and n ∈ N ∪ {0}, converges to u∗.

Proof. We consider the operator F : C → C defined by Fx = PC(x − λSx) for
all x ∈ C. By Lemma 4.2, u ∈ C is a solution of 〈Su, v − u〉 ≥ 0 for all v ∈ C,
if and only if u = Fu. Now, F satisfies all the hypotheses of Corollary 3.5 with
P = Q = C. It now follows from Corollary 3.5 that the fixed point problem u = Fu
admits a unique solution u∗ ∈ C. �
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ON PROXIMITY SPACES AND TOPOLOGICAL HYPER
NEARRINGS
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Abstract. In 1934 the concept of algebraic hyperstructures was first intro-
duced by a French mathematician, Marty. In a classical algebraic structure,
the composition of two elements is an element, while in an algebraic hyper-
structure, the result of this composition is a set. In this paper, we prove some
results in topological hyper nearring. Then we present a proximity relation on
an arbitrary hyper nearring and show that every hyper nearring with a topol-
ogy that is induced by this proximity is a topological hyper nearring. In the
following, we prove that every topological hyper nearring can be a proximity
space.

1. Introduction

In 1934, the concept of hypergroups was first introduced by a French mathemati-
cian, Marty [22]. In the following, it was studied and extended by many researchers,
namely, Corsini [3], Corsini and Leoreanu [4], Davvaz [6—8], Frenni [12], Koskas [20],
Mittas [23], Vougiouklis, and others. The topological hyper nearring notion is de-
fined and studied by Borhani and Davvaz in [2].
In the 1950’s, Efremovic̆ [10, 11], a Russian mathematician, gave the definition of
proximity space, which he called infinitesimal space in a series of his papers. He
axiomatically characterized the proximity relation A is near B for subsets A and
B of any set X. The set X, together with this relation, was called an infinitesimal
(proximity) space. Defining the closure of a subset A of X to be the collection of
all points of X near A, Efremovic̆ [10,11] showed that a topology can be introduced
in a proximity space.
In this paper, we study some remarks on topological hyper nearring, then we

2020 Mathematics Subject Classification. Primary 16Y99; Secondary 20N20.
Keywords and phrases. Hyper nearring, topological hyper nearring, complete part, proximity

relation.
borhani.math@yahoo.com; davvaz@yazd.ac.ir-Corresponding author;
0000-0001-2345-6789; X0000-0003-1941-5372.

c©2020 Ankara University
Communications Facu lty of Sciences University of Ankara-Series A1 Mathematics and Statistics

1418



ON PROXIMITY SPACES AND TOPOLOGICAL HYPER NEARRINGS 1419

define a proximity relation on hyper nearring and, we will prove that every hyper
nearring with a topology that is induced by this proximity is a topological hyper
nearring. In the following, we show that every topological hyper nearring is a
proximity space.

2. Preliminaries

In this section, we recall some basic classical definitions of topology from [21]
and definitions related to hyperstructures that are used in what follows.

Definition 1. [6] A hyper nearring is an algebraic structure (R,+, ·) which satisfies
the following axioms:
(1) (R,+) is a quasi canonical hypergroup, i.e., in (R,+) the following conditions

hold:

(i) x+ (y + z) = (x+ y) + z for all x, y, z ∈ R;
(ii) There is 0 ∈ R such that x+ 0 = 0 + x = x, for all x ∈ R;
(iii) For any x ∈ R there exists one and only one x′ ∈ R such that 0 ∈ x + x′

(we shall write −x for x′ and we call it the opposite of x);
(iv) z ∈ x+ y implies y ∈ −x+ z and x ∈ z − y.
If A and B are two non-empty subsets of R and x ∈ R, then we define:

A+B =
⋃
a∈A
b∈B

a+ b, x+A = {x}+AandA+ x = A+ {x}.

(2) (R, ·) is a semigroup respect to the multiplication, having 0 as a left absorbing
element, i.e., x · 0 = 0 for all x ∈ R. But, in general, 0 · x 6= 0 for some x ∈ R.
(3) The multiplication is left distributive with respect to the hyperoperation +,

i.e., x · (y + z) = x · y + x · z for all x, y, z ∈ R.

Note that for all x, y ∈ R, we have −(−x) = x, 0 = −0, −(x + y) = −y − x
and x(−y) = −xy. Let R and S be two hyper nearrings. The map f : R → S is
called a homomorphism if for all x, y ∈ R, the following conditions hold: f(x+y) =
f(x) + f(y), f(x · y) = f(x) · f(y) and f(0) = 0. It is easy to see that if f is a
homomorphism, then f(−x) = −f(x), for all x ∈ R. A nonempty subset H of
a hyper nearring R is called a subhyper nearring if (H,+) is a subhypergroup of
(R,+), i.e., (1) a, b ∈ H implies a + b ⊆ H; (2) a ∈ H implies −a ∈ H; and (3)
(H, ·) is a subsemigroup of (R, ·). A subhypergroup A of the hypergroup (R,+) is
called normal if for all x ∈ R, we have x + A − x ⊆ A. Let H be a normal hyper
R-subgroup of hyper nearrring R. In [14], Heidari et al. defined the relation

x ∼ y(modH) if and only if (x− y) ∩H 6= ∅, for all x, y ∈ H.

This relation is a regular equivalence relation on R. Let ρ(x) be the equivalence
class of the element x ∈ H and denote the quotient set by R/H. Define the
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hyperoperation ⊕ and multiplication � on R/H by

ρ(a)⊕ ρ(b) = {ρ(c) : c ∈ ρ(a) + ρ(b)},
ρ(a)� ρ(b) = ρ(a · b),

for all a, b ∈ R. Let (R,+, ·) be a hyper nearring and τ a topology on R. Then,
we consider a topology τ∗ on P∗(R) which is generated by B = {SV : V ∈ τ},
where SV = {U ∈ P∗(R) : U ⊆ V,U ∈ τ}, V ∈ τ . In the following we consider
the product topology on R×R and the topology τ∗ on P∗(R) [2].

Definition 2. [2] Let (R,+, ·) be a hyper nearring and (R, τ) be a topological
space. Then, the system (R,+, ·, τ) is called a topological hyper nearring if

(1) the mapping (x, y) 7→ x+ y, from R×R to P∗(R),
(2) the mapping x 7→ −x, from R to R,
(3) the mapping (x, y) 7→ x.y, from R×R to R,
are continuous.

Example 1. [2] The hyper nearring R = ({0, a, b, c},+, ·) defined as follows:

+ 0 a b c

0 {0} {a} {b} {c}
a {a} {0, a} {b} {c}
b {b} {b} {0, a, c} {b, c}
c {c} {c} {b, c} {0, a, b}

· 0 a b c

0 0 a b c
a 0 a b c
b 0 a b c
c 0 a b c

Let τ = {∅, R, {0, a}}. Then(R,+, ·, τ) is a topological hyper nearrring.

Lemma 1. [2] Let (R,+, ·, τ) be a topological hyper nearring. If U is an open set
and a complete part of R, then for every c ∈ R, c+ U and U + c are open sets.

Definition 3. [24] A binary relation δ on P (X) is called a proximity on X if and
only if δ satisfies the following conditions:

(P1) AδB implies BδA,
(P2) AδB implies A 6= ∅,
(P3) A ∩B 6= ∅ implies AδB,
(P4) Aδ(B ∪ C) if and only if AδB or AδC,
(P5) A 6 δB implies there exists E ⊆ X such that A 6 δE and B 6 δEc.
The pair (X, δ) is called a proximity space. If the sets A,B ⊆ X are δ-related,

then we write AδB, otherwise we write A 6 δB.

Example 2. Let A,B ⊆ X and AδB if and only if A 6= ∅ and B 6= ∅. Then δ is a
proximity on X.

The following theorem shows a proximity relation δ on X induces a topology on
X.
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Theorem 1. [24] If a subset A of a proximity space (X, δ) is defined to be closed
if and only if xδA implies x ∈ A, then the collection of complements of all closed
sets so defined yields a topology τ = τ(δ) on X.

3. Some results on topological hyper nearrings

In this section, we present some results and properties in topological hyper near-
ring.

Lemma 2. Let (R,+, ·, τ) be a topological hyper nearring. Then, 0 ∈
⋃

R 6=U∈τ
U .

Proof. If 0 6∈
⋃

R 6=U∈τ
U , then for every R 6= U ∈ τ , 0 /∈ U . Let U ∈ τ , U 6= ∅

and 0 6= x ∈ U . By the continuity of the mapping +, there exist neighborhoods
V1, V2 ∈ τ of x and 0, respectively, such that V1+V2 ⊆ U . Hence, we conclude that
V2 = R and V1 + R ⊆ U . Hence, we have 0 ∈ x + (−x) ⊆ V1 + R ⊆ U and it is a
contradiction. Therefore, we have 0 ∈

⋃
R 6=U∈τ

U . �

Lemma 3. Let (R,+, ·, τ) be a topological hyper nearring such that every open
subset of it is a complete part of R. Let U be the system of all neighborhoods of 0,
then for any subset A of R,

A =
⋂
U∈U

(A+ U).

Proof. Suppose that x ∈ A and U ∈ U . x − U is an open neighborhood of x,
hence we have x − U ∩ A 6= ∅. Thus there exists a ∈ A such that a ∈ x − U . So,
x ∈ a+U ⊆ A+U , for all U ∈ U . Therefore, A ⊆

⋂
U∈U

(A+U). Now, let x ∈ A+U ,

for every U ∈ U and let V be a neighborhood of x. x− V is a neighborhood of 0,
hence x ∈ A + (x − V ). So, there exist a ∈ A and t ∈ x − V such that x ∈ a + t.
Thus a ∈ x− t ⊆ x+ V − x = V . Then A ∩ V 6= ∅ and this proves that x ∈ A and⋂
U∈U

(A+ U) ⊆ A. Therefore, A =
⋂
U∈U

(A+ U). �

Corollary 1. Let (R,+, ·, τ) be a topological hyper nearring such that every open
subset of it is a complete part of R and let U be the system of all neighborhoods of
0. Then,

(i) {0} =
⋂
U∈U

U ;

(ii) For every open set V and every closed set F such that V ∩ {0} 6= ∅ and
F ∩ {0} 6= ∅, we have {0} ⊆ V and {0} ⊆ F ;

(iii) {0} is dense in R if and only if R has trivial topology {∅, R}.

Proof. (i) It follows immediately from of Lemma 3.
(ii) Let V be open, V ∩ {0} 6= ∅ and t ∈ V ∩ {0} . V is a neighborhood of t and

t ∈ {0} , thus V is a neighborhood of 0 and by (i), {0} ⊆ V . Now, suppose that
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F is a closed subset and F ∩ {0} 6= ∅. Then, {0} 6⊆ F c. F c is open thus we have
{0} ∩ F c = ∅. Consequently, we get {0} ⊆ F .
(iii) Let {0} is dense in R and U be nonempty and open in R. Then, R = {0}

and by (ii) {0} ⊆ U . Therefore, R = U . �

Lemma 4. Let (R,+, ·, τ) be a topological hyper nearring such that every open
subset of it is a complete part of R. Then {0} is open if and only if τ is discrete.

Proof. It is straightforward. �

Theorem 2. Let (R,+, ·, τ) be a topological hyper nearring such that every open
subset of it is a complete part and H be a normal subhyper group of it. Then R/H
is discrete if and only if H is open.

Proof. Suppose that R/H is discrete and π is the natural mapping x 7→ π(x) =
H + x of R onto R/H. Then, the identity, π(0) of R/H is an isolated point. So,
π−1(π(0)) = H is open of R. Now, if H is open, since π is open, it follows that
π(H) is open. Hence the identity π(H) of R/H is an isolated point. Therefore, we
conclude that R/H is discrete. �

Theorem 3. Let (R,+, ·, τ) be a topological hyper nearring such that every open
subset of it is a complete part. Then, the following conditions are equivalent:

(1) R is a T0- space;
(2) {0} is closed.

Proof. (1⇒2) Let R be a T0- space and let x ∈ {0}. We prove that x = 0. If x 6= 0,
then by (1) there exists an open neighborhood U containing only 0 or x, but since
x ∈ {0}, hence U is a neighborhood of 0, such that x 6∈ U . So, x ∈ −U + x. By
Lemma 1, −U + x is an open neighborhood of x, such that 0 6∈ −U + x (Because if
0 ∈ −U + x, then there exists u ∈ U such that 0 ∈ −u + x. So, x = u + 0 ∈ U),
this is a contradiction. Thus, x = 0 and it follows that 0 is closed.
(2⇒1) Let {0} be closed and x, y ∈ R, x 6= y. We show that there exist an open

neighborhood U containing only x or y. If y = 0, since {0} is closed and x 6= 0,
then x is an interior point of R \ {0}. Hence, there exists a neighborhood U of x
such that 0 6∈ U . Now, if x 6= 0, y 6= 0 and x 6= y, then 0 6∈ x − y. Consequently,
by the previous part, for every t ∈ x− y there exists a neighborhood Ut of t, such
that 0 6∈ Ut. We consider U =

⋃
t∈x−y

Ut. Then x − y ⊆ U and 0 6∈ U .Thus U + y

is a neighborhood of x such that y 6∈ U + y (since 0 6∈ U). Therefore, R is a T0-
space. �

Let (X, τ) be a topological space. If f is a arbitrary mapping from X onto Y ,
then consider the family τf = {U : U ⊆ Y, f−1(U) ∈ τ}. Obviously τf is a
topology on Y .

Theorem 4. [25] Let f : (X, τ)→ (Y, τ ′) be a continuous function. Then τ ′ ≤ τf .
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Lemma 5. Let f : R→ R′ be a homomorphism of hyper nearrings. Then for every
subset A ⊆ R, f−1(f(A)) = kerf +A.

Proof. Let A ⊆ R and t ∈ f−1(f(A)). Then f(t) ∈ f(A) and it follows that there
exists a ∈ A such that f(t) = f(a). Thus 0 ∈ f(t)− f(a) = f(t− a). Hence there
exists x ∈ t−a such that f(x) = 0. Then x ∈ kerf . Thus t ∈ x+a ⊆ kerf +A and
this shows that f−1(f(A)) ⊆ kerf + A. It is obvious that kerf + A ⊆ f−1(f(A)).
Therefore, f−1(f(A)) = kerf +A. �
Theorem 5. Let (R,+, ·, τ) and (R′,+′, ·′, τ ′) be two topological hyper nearring
such that every open subset of them is a complete part and f from R onto R′ be a
homomorphism. Then (R′, τf ) is a topological hyper nearring.

Proof. We should show that +′, ·′ and inverse operation are continuous on (R′, τ ′).
Suppose that x′, y′ ∈ R′ and x′ +′ y′ ⊆ U ′ ∈ τf . Since f is onto, then there exist
x, y ∈ R′ such that f(x) = x′ and f(y) = y′. Hence f(x + y) = f(x) +′ f(y) =
x′ +′ y′ ⊆ U ′. So, x+ y ⊆ f−1(U ′) ∈ τ(since U ′ ∈ τf ). Since + is continuous, then
there exist neighborhoods Ux ∈ τ and Uy ∈ τ of elements x and y, respectively,
such that Ux + Uy ⊆ f−1(U ′). By Lemmas 1 and 5, f−1(f(Ux)) = kerf +′ Ux ∈ τ
and f−1(f(Uy)) ∈ τ . Hence f(Ux) ∈ τf and f(Uy) ∈ τf . Therefore, we obtain

f(Ux) +
′ f(Uy) = f(Ux + Uy) ⊆ f(f−1(U ′)) = U ′.

This completes the proof. �
Theorem 6. Let f from (R, τ) onto (R′, τ ′) be a homomorphism of topological
hyper nearrings. Then f : (R, τ)→ (R′, τf ) is continuous and open.

Proof. If U ∈ τf , by the definition of τf , f−1(U) ∈ τ . Thus, f is continuous.
Now, let U be an open subset in R. Then by Theorem 5 f−1(f(U)) = kerf + U is
open in (R, τ). Thus by the definition of τf , f(U) ∈ τf . This means f(U) is open
in R′. Therefore, f is open. �
Let R be a topological hyper nearring, H be normal hyper R-subgroup of R and

π be natural mapping of R onto R/H by x 7→ π(x) = H + x. Then, by Theorem
3.30 [2] (R/H, τπ) is a topological hyper nearring. It is called the quotient space of
topological hyper nearring R that we showed τπ by τ in [2].

Theorem 7. Let R be a T0-topological hyper nearring such that every open subset
of it is a complete part of R and H be a discrete subhypergroup of R. Then H is
closed.

Proof. Let x ∈ H. Since H is a discrete subhypergroup of R, then 0 ∈ H and
there exists an open neighborhood V of 0 such that V ∩H = {0}. By Lemma 1,
x − V is an open neighborhood of x. Therefore, x − V ∩H 6= ∅ (because x ∈ H).
Hence there exists h ∈ H such that h ∈ x − V and h ∈ x − v, for some v ∈ V .
Thus v ∈ −h + x ⊆ V ∩ H ⊆ V ∩H (let t ∈ V ∩ H and Ut is a neighborhood of
t. Ut ∩ V is an open neighborhood of t and since t ∈ H, then (Ut ∩ V ) ∩ H 6= ∅
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and Ut ∩ (V ∩ H) 6= ∅. It follows that t ∈ V ∩H and V ∩ H ⊆ V ∩H). Thus
v ∈ V ∩H = {0} = {0}(by Theorem 3) and it follows that x = h ∈ H and H is
closed. �

Theorem 8. Let R be a topological hyper nearring and H a dense subhypergroup
of R. If V is a neighborhood of 0 in H, then V is a neighborhood of 0 of R.

Proof. Since V is a neighborhood of 0 in H, it follows that there exists an open
neighborhood U of 0 in R such that U ∩H ⊆ V . Hence, we obtain U = U ∩ G =
U ∩H ⊆ U ∩H ⊆ V . Therefore, 0 is an interior point V and V is open in R. �

4. Topological hyper nearring derived from a proximity space

In this section, we define a proximity relation on an arbitrary hyper nearring and
prove that every hyper nearring with topology whose is induced by this proximity
relation is a topological hyper nearring. Also, we show that every topological hyper
nearring is a proximity space.

Theorem 9. Let (R,+, ·) be a hyper nearring, N be a normal subhypergroup of R
and A,B ⊆ R. We define AδB if and only if there exist a ∈ A and b ∈ B such that
−b+ a ⊆ N , then (R, δ) is a proximity space.

Proof. (P1) Suppose that AδB. Then, there exist a ∈ A and b ∈ B such that
−b+ a ⊆ N . So, we get −a+ b ⊆ −N = N . Therefore, BδA.
(P2) It is obvious.
(P3) Let there exists x ∈ A ∩ B 6= ∅. Then −x+ x ⊆ −x+N + x ⊆ N . So, we

conclude that AδB.
(P4) It is straightforward.
(P5) Let A 6 δB and E := B + N . If AδE = B + N , then there exist a ∈ A

and b ∈ B such that −(b + N) + a ⊆ N . Therefore, −N − b + a ⊆ N and this
implies that −b + a ⊆ N + N ⊆ N . Thus, AδB and it is a contradiction. Hence
A 6 δE. Also, B 6 δEc. If BδEc, then there exist b ∈ B and x ∈ (B +N)c such that
−x+ b ⊆ N . Therefore, x ∈ b+N ⊆ B +N and it is a contradiction. �

Theorem 10. In the proximity space (R, δ) that (R,+, ·) is a hyper nearring and
δ is defined relation in Theorem 9, the set β = {x+N : x ∈ R} is a base for the
topology τ = τ(δ).

Proof. Let U be an open subset of R and let y ∈ U . We should show that y+N ⊆ U .
Let t 6∈ U , then t ∈ U c and tδU c (since U c is closed). −y + t ⊆ −y + y + N ⊆
−y + N + y ⊆ N . Hence tδy and by (P4), yδU c. Thus y ∈ U c and it is a
contradiction. This implies that β is a base for the topology τ(δ). �

Lemma 6. The normal subhypergroup N of R is a clopen set in the topology τ(δ)
is defined in Theorem 10.
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Proof. By Theorem 10, N is open. Now, let xδN , for x ∈ R. Then there exists
n ∈ N such that −n+ x ⊆ N . Therefore x ∈ n− n+ x ⊆ n+N = N . Thus N is
a closed subset in R. �

Theorem 11. Let (R,+, ·) be a hyper nearring, the normal subhypergroup N be a
complete part of R and the relation δ is defined in Theorem 9. Then the system
(R,+, ·, τ(δ)) is a topological hyper nearring.

Proof. We should show that +, · and inverse operation are continuous. Suppose
that U is an open subset of R such that x+ y ⊆ U , for x, y ∈ R. Then by Theorem
10, there exists t ∈ R such that x + y ⊆ t + N ⊆ U . Therefore, x + N and
y +N are neighborhoods of x and y such that (x +N) + (y +N) = x + y +N ⊆
t+N+N = t+N ⊆ U . Thus + is continuous on R. Now, Suppose that U is an open
neighborhood of −x. By Theorem 10, there exists t ∈ R such that −x ∈ t+N ⊆ U .
Therefore, x ∈ −N − t = −t + N . Hence −t + N is a neighborhoods of x and
−(−t + N) = −N + t = N + t = t + N ⊆ U . This proves that inverse operation
is continuous. Now, we show that · is continuous. Suppose that U is an open
subset of R such that x · y ∈ U , for x, y ∈ R. Then there exist t ∈ R such that
x · y ∈ t + N ⊆ U( by Theorem10). x + N and y + N are neighborhoods of x
and y such that (x + N) · (y + N) ⊆ x · y + N (N is a complete part of R, then
x · y + N is a complete part of R. Hence (x + N) · (y + N) ⊆ x · y + N). So,
(x+N) · (y +N) ⊆ x · y +N ⊆ t+N +N = t+N ⊆ U . Thus · is continuous on
R. �

Example 3. Let R = {0, a, b} be a set with a hyperoperation + and a binary
operation · as follows:

+ 0 a b

0 {0} {a} {b}
a {a} {0} {b}
b {b} {b} {0, a}

· 0 a b

0 0 a b
a 0 a b
b 0 a b

Then, (R,+, ·) is a hyper nearring. We consider a normal subhyperring N =
{0, a} of R and define:

AδB if and only if there exist a ∈ A and b ∈ B such that −b+ a ⊆ N .
Therefore, τ(δ) = {∅, {0, a, b}, {0, a}, {b}}. Simply, we can show that (R,+, ·, τ(δ))

is a topological hyper nearring.

The following theorem, show that every topological hyper nearring is a proximity
space.
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Theorem 12. Let (R,+, ·, τ) be a topological hyper nearring such that every open
subset of it is a complete part of R. Then there exists a proximity relation δ such
that (R, δ) is a proximity space.

Proof. Let U be the system of symmetric neighborhoods at 0, for every A,B ⊆ R
and V ∈ U . We define
AδB if and only if A ∩B + V 6= ∅.
Now, we show that δ is a proximity relation.
(P1) Suppose that AδB. Then, there exist a ∈ A and b ∈ B such that a ∈ b+V .

Hence b ∈ a− V = a+ V ⊆ A+ V . Therefore, BδA.
(P2) It is obvious.
(P3) Let A∩B 6= ∅. Then, there exists x ∈ A∩B. Therefore, x ∈ A∩B+V 6= ∅.

Thus AδB.
(P4) It is straightforward..
(P5) Let A 6 δB and E := B + V . If AδB + V , then A ∩ (B + V ) + V 6= ∅.

Therefore A ∩ B + V 6= ∅ (since V is a complete part of R, then V + V ⊆ V ) and
this proves that AδB, that it is a contradiction. Hence A 6 δE. Also, if BδEc, it
follows that B ∩ (B + V )c + V 6= ∅. Hence there exist b ∈ B, x ∈ (B + V )c and
v ∈ V such that b ∈ x + v. Thus x ∈ b − v ⊆ B + V and it is a contradiction.
Therefore, B 6 δEc. �

5. Conclusion

In this paper we expressed the relationship between two important subjects:
algebraic hyperstructures and topology. We studied several characteristics of topo-
logical hyper nearrings and in the following, we related them to proximity spaces.
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Abstract. In this work, we define multiplicative integrals for interval-valued
functions. We establish some new Hermite-Hadamard type inequalities in the
setting of interval-valued multiplicative calculus and give some examples to
illustrate our main results. We also discuss special cases of our main results
which are the extension of already established results.

1. Introduction

The Hermite—Hadamard inequality discovered by C. Hermite and J. Hadamard,
(see [14], [32, pp. 137]) is one of the most well established inequalities in the theory
of convex functions with a geometrical interpretation and many applications. These
inequalities state that, if F : I → R is a convex function on the interval I of real
numbers and a, b ∈ I with a < b, then

F

(
a+ b

2

)
≤ 1

b− a

b∫
a

F (x)dx ≤ F (a) + F (b)

2
. (1.1)

Both inequalities in (1.1) hold in the reversed direction if F is concave. We note
that Hermite—Hadamard inequality may be regarded as a refinement of the concept
of convexity and it follows easily from Jensen’s inequality. Hermite—Hadamard
inequality for convex functions has received renewed attention in recent years and
a remarkable variety of refinements and generalizations have been studied, see [1,
2, 7, 8, 11,15—18,26,31,36—40] and reference therein.
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On the other hand, interval analysis is a particular case of set—valued analysis which
is the study of sets in the spirit of mathematical analysis and general topology. It
was introduced as an attempt to handle interval uncertainty that appears in many
mathematical or computer models of some deterministic real—world phenomena.
An old example of interval enclosure is Archimede’s method which is related to
compute of the circumference of a circle. In 1966, the first book related to in-
terval analysis was given by Moore who is known as the first user of intervals in
computational mathematics, see [27]. After his book, several scientists started to
investigate theory and application of interval arithmetic. Nowadays, because of
its applications, interval analysis is a useful tool in various area which are inter-
ested intensely in uncertain data. You can see applications in computer graphics,
experimental and computational physics, error analysis, robotics and many others.
What’s more, several important inequalities (Hermite—Hadamard, Ostrowski, etc.)
have been studied for the interval—valued functions in recent years. In [9, 10],
Chalco—Cano et al. obtained Ostrowski type inequalities for interval—valued func-
tions by using Hukuhara derivative for interval—valued functions. In [33], Román-
Flores et al. established Minkowski and Beckenbach’s inequalities for interval—
valued functions. For the others, please see [12,13,19,33,34]. However, inequalities
were studied for more general set—valued maps. For example, in [35], Sadowska
gave the Hermite—Hadamard inequality. In [21, 41], authors established Hermite-
Hadamard type inequalities for co-ordinated convex interval-valued functions. For
the other studies, you can see [3, 25,29].

The main purpose of this paper is to define *integral/multiplicative integral for
interval—valued functions and to obtain Hermite—Hadamard inequality via these
integrals.
The overall structure of the study takes the form of six sections including introduc-
tion. The remainder of this work is organized as follows: we first recall the interval
calculus by giving the several definitions and properties in Section 2. In section 3,
we define multiplicative integral for interval-valued functions and give some basic
properties of this newly define integral. In Section 4, we define logarithmically
interval-valued h-convex functions and discuss special cases and properties of this
class of functions. In section 5, we obtain Hermite-Hadamard inequalities and re-
lated inequalities for our new class of convex functions by utilizing our newly define
integral. At the end, in section 6, we give concluding remarks about our work.

2. Interval Calculus

A real valued interval X is bounded, closed subset of R defined by

X =
[
X,X

]
=
{
t ∈ R : X ≤ t ≤ X

}
where X, X ∈ R and X ≤ X. The numbers X and X are called the left and the
right endpoints of interval X, respectively. When X = X = a, the interval X is
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said to be degenerate and we use the form X = a = [a, a]. Also, we call X positive
if X > 0 or negative if X < 0. The set of all closed intervals of R, the sets of all
closed positive intervals of R and closed negative intervals of R is denoted by RI ,
R+I and R

−
I respectively. The Hausdorff-Pompeiu distance between the intervals

X and Y is defined by

d (X,Y ) = d
([
X,X

]
,
[
Y , Y

])
= max

{
|X − Y | ,

∣∣X − Y ∣∣} .
It is known that (RI , d) is a complete metric space [4].
Now, we give the definitions of basic interval arithmetic operations for the intervals
X and Y as follows:

X + Y =
[
X + Y ,X + Y

]
,

X − Y =
[
X − Y ,X − Y

]
,

X.Y = [minS,maxS] where S =
{
X Y ,X Y, XY ,X Y

}
,

X/Y = [minT,maxT ] where T =
{
X/Y ,X/Y ,X/Y ,X/Y

}
and 0 /∈ Y.

Scalar multiplication of the interval X is defined by

λX = λ
[
X,X

]
=



[
λX, λX

]
, λ > 0

{0} , λ = 0[
λX, λX

]
, λ < 0.

where λ ∈ R.
The opposite of the interval X is

−X := (−1)X = [−X,−X]

for λ = −1.
The subtraction is given by

X − Y = X + (−Y ) = [X − Y ,X − Y ].

Use of monotonic functions

F (X) = [F (X) , F
(
X
)
].

For example, F (x) = ex, x ∈ R and F (x) = lnx, x > 0 then we have

exp (X) =
[
exp (X) , exp

(
X
)]

ln (X) =
[
ln (X) , ln

(
X
)]
.

In general, −X is not additive inverse for X i.e X −X 6= 0.
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The definitions of operations lead to a number of algebraic properties which allows
RI to be quasilinear space (see, [24]). They can be listed as follows (see, [4, 22—24,
27]):
(1) (Associativity of addition) (X + Y ) + Z = X + (Y + Z) for all X,Y, Z ∈ RI ,
(2) (Additive element) X + 0 = 0 +X = X for all X ∈ RI ,
(3) (Commutativity of addition) X + Y = Y +X for all X,Y ∈ RI ,
(4) (Cancelation law) X + Z = Y + Z =⇒ X = Y for all X,Y, Z ∈ RI ,
(5) (Associativity of multiplication) (X.Y ).Z = X.(Y.Z) for all X,Y, Z ∈ RI ,
(6) (Commutativity of multiplication) X.Y = Y.X for all X,Y ∈ RI ,
(7) (Unit element) X.1 = 1.X for all X ∈ RI ,
(8) (Associate law) λ(µX) = (λµ)X for all X ∈ RI and all λ, µ ∈ R,
(9) (First distributive law) λ(X + Y ) = λX + λY for all X,Y ∈ RI and all λ ∈ R,
(10) (Second distributive law) (λ+µ)X = λX+µX for all X ∈ RI and all λ, µ ∈ R.
Besides these properties, the distributive law is not always valid for intervals. For
example, X = [1, 2], Y = [2, 3], Z = [−2,−1]

X.(Y + Z) = [0, 4]

whereas
X.Y +X.Z = [−2, 5].

But, this law hold in certain cases. If Y Z > 0, then

X.(Y + Z) = X.Y +X.Z.

What’s more, one of the set property is the inclusion "⊆" that is given by
X ⊆ Y ⇐⇒ Y ≤ X and X ≤ Y .

Considering together with arithmetic operations and inclusion, one has the following
property which is called inclusion isotony of interval operations:
Let � be the addition, multiplication, subtraction or division. If X,Y, Z and T are
intervals such that

X ⊆ Y and Z ⊆ T,
then the following relation is valid

X � Z ⊆ Y � T.

3. *Integral of Interval-Valued Functions

In this section, we define *integral or multiplicative integral for the interval-valued
functions and give properties of this new integral. Throughout in this section, we
shall use F (t) =

[
F (t), F (t)

]
is positive interval-valued function, IR is the notation

for the interval-valued integrals and I∗ means the multiplicative integral.
First, we recall that the concept of *integral is denoted by

∫ b
a

(F (x))
dx which in-

troduced by Bashirov et al. in [5]. In multiplicative integrals we replace the sum
by product and the product by raising to power of a function F on [a, b] .
We give the following relation between Riemann integral and *integral:
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Proposition 1. If a positive function F is Riemann integrable on [a, b], then F is
*integrable on [a, b] and ∫ b

a

(F (x))
dx

= e
∫ b
a
ln(F (x))dx.

For further details of *integral reader can read [5].

Now we recall the concept of Interval-valued integral given by R. E. Moore in [28].
Let F : [a, b] → RI be an interval-valued function such that F (t) =

[
F (t), F (t)

]
.

The interval-valued Riemann integral of function F is defined by∫ b

a

F (x) dx =

∫ b

a

[
F (x) , F (x)

]
dx.

Let’s define interval-valued *integral or multiplicative integral (I∗R):
A function F is said to be an interval-valued function of t on [a, b] if it assigns a
nonempty interval to each t ∈ [a, b]

F (t) =
[
F (t), F (t)

]
.

A partition of [a, b] is any finite ordered subset P having the form
P : a = t0 < t1 < ... < tn = b.

The mesh of a partition P is defined by
mesh(P) = max {ti − ti−1 : i = 1, 2, ..., n} .

We denote by P ([a, b]) the set of all partition of [a, b] . Let P (δ, [a, b]) be the set of
all P1 ∈ P ([a, b]) such that mesh(P) < δ. Choose an arbitrary point ξi in interval
[ti−1, ti] , i = 1, 2, ..., n and we define the product

P (F,P1, δ) =

n∏
i=1

F (ξi)
[ti−ti−1]

where F : [a, b]→ RI is a positive function.We call P (F,P1, δ) a Riemann product
of F corresponding to P1 ∈ P (δ, [a, b]) .

Definition 1. A positive function F : [a, b] → RI is said to be integrable in
multiplicative sense or *integrable (I∗Rintegrable) on [a, b] if there exists A ∈ RI
such that, for each ε > 0, there exists δ > 0 such that

d (P (F,P1, δ), A) < ε

for every Riemann product P of F corresponding to each P1 ∈ P (δ, [a, b]) and
independent of choice of ξi ∈ [ti−1, ti] for 1 ≤ i ≤ n. In this case, A is called the
I∗R-integral of F on [a, b] and is denoted by

A = (I∗R)

b∫
a

(F (t))
dt
.
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The collection of all functions that are I∗R integrable on [a, b] will be denote by
I∗R([a,b]).

The following theorem gives relation between I∗R-integral and multiplicative inte-
gral (I∗-integral):

Theorem 1. Let F : [a, b] → RI be a positive interval-valued function such that
F (t) =

[
F (t), F (t)

]
∈ I∗R([a,b]) if and only if F (t), F (t) ∈ I∗([a,b]) and

(I∗R)

b∫
a

(F (t))
dt

=

(I∗)

b∫
a

(F (t))
dt
, (I∗)

b∫
a

(
F (t)

)dt
where I∗([a,b]) denotes the all *integrable functions.

It is seen easily that if F (t) ⊆ G(t) for all t ∈ [a, b], then (I∗R)
b∫
a

(F (t))
dt ⊆

(I∗R)
b∫
a

(G(t))
dt
.

It is very easy to notice that if positive function F is interval-valued integrable
(IR−integrable), then F is I∗R integrable and

(I∗R)

∫ b

a

(F (t))
dt

= e
∫ b
a
(ln ◦F )(t)dt.

As we know that ln ◦F is (IR) integrable on [a, b] and continuity of the exponential
we have

P (F,P1, δ) = e

n∑
i=1

(ti−ti−1)(ln ◦F )(ξi)

imply the above statement and conversely, we have∫ b

a

F (t) dt = ln

∫ b

a

(
eF (t)

)dt
.

Example 1. A positive interval-valued function F : [1, 2]→ RI be defined by

F (t) =
[
t2, et

2
]
,

then F is interval-valued *integrable on [1, 2] and
∫ 2
1

([
t2, et

2
])dt

= e
∫ 2
1 [2 ln t,t2]dt =

[2.1651, 10.3119].

Now we give some properties of *integral for interval valued functions. We consider
F and G are positive interval-valued functions then the following equalities hold:
(1)

∫ b
a

(F (t)
p
)
dt

=
(∫ b

a
(F (t))

dt
)p

(2)
∫ b
a

(F (t)G (t))
dt

=
∫ b
a

(F (t))
dt
.
∫ b
a

(G (t))
dt

(3)
∫ b
a

(
F (t)
G(t)

)dt
=
∫ b
a
(F (t))dt∫ b

a
(G(t))dt
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(4)
∫ b
a

(F (t))
dt

=
∫ c
a

(F (t))
dt
.
∫ b
c

(F (t))
dt
, where a ≤ c ≤ b.

Proof. Now we give the proofs of above properties.

(1) =⇒ ∫ b

a

(F (t)
p
)
dt

= e
∫ b
a
ln(F (t)p)dt

=
(
e
∫ b
a
ln(F (t))dt

)p
=

(∫ b

a

(F (t))
dt

)p
(2) =⇒ ∫ b

a

(F (t)G (t))
dt

= e
∫ b
a
ln(F (t)G(t))dt

= e
∫ b
a
ln(F (t))dt+

∫ b
a
ln(G(t))dt

=

∫ b

a

(F (t))
dt
.

∫ b

a

(G (t))
dt

(3) =⇒ ∫ (
F (t)

G (t)

)dt
= e

∫ b
a
ln(F (t)G(t) )dt

= e
∫ b
a
ln(F (t))dt−

∫ b
a
ln(G(t))dt∫ b

a
(F (t))

dt∫ b
a

(G (t))
dt

(4) =⇒ ∫ b

a

(F (t))
dt

= e
∫ b
a
ln(F (t))dt

= e
∫ c
a
ln(F (t))dt+

∫ d
c
ln(F (t))dt

=

∫ c

a

(F (t))
dt
.

∫ b

c

(F (t))
dt
.

�

4. Logarithmically Interval-valued Convex Functions

In [42], Zhao et al. introduced a kind of interval-valued convex function as follows:
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Definition 2. Let h : [c, d] → R be a non-negative function, (0, 1) ⊆ [c, d] and
h 6= 0. We say that F : [a, b]→ R+I is an interval-valued h-convex function if for all
x, y ∈ [a, b] and t ∈ (0, 1), we have

h(t)F (x) + h(1− t)F (y) ⊆ F (tx+ (1− t)y). (4.1)

SX(h, [a, b],R+I ) will show the set of all interval-valued h-convex functions.

The usual notion of convex interval-valued function corresponds to relation (4.1)
with h(t) = t [35]. Also, if h(t) = ts in (4.1), then Definition 2 gives the other
interval-valued convex function defined by Breckner [6].

Definition 3. [30]Let h : [c, d]→ R be a non-negative function, (0, 1) ⊆ [c, d] and
h 6= 0. A function F : [a, b]→ (0,∞) is called log-h−convex function, if

F (tx+ (1− t) y) ≤ [F (x)]
h(t)

[F (y)]
h(1−t)

,

for all x, y ∈ [a, b] and t ∈ [0, 1]. For brevity, we can say that F ∈ SXL[h, [a, b] ,R+I ]
instead of logarithmically interval-valued-h-convex function.

In [20], Guo et al. gave the concept of interval-valued log-h-convex functions as
follows:

Definition 4. Let h : [c, d] → R be a non-negative function, (0, 1) ⊆ [c, d] and
h 6= 0. A function F : [a, b] → R+I is said to be logarithmically interval-valued-h-
convex function if for all x, y ∈ [a, b] and t ∈ [0, 1], we have

[F (x)]
h(t)

[F (y)]
h(1−t) ⊆ F (tx+ (1− t)y).

Remark 1. If we set h(t) = t in Definition 4, then we have new definition of interval-
valued convex function which is called log-interval-valued convex function.

Definition 5. A function F : [a, b] → R+I is said to be log-interval-valued convex
function if for all x, y ∈ [a, b] and t ∈ [0, 1], we have

[F (x)]
t
[F (y)]

1−t ⊆ F (tx+ (1− t)y).

Remark 2. If we use h (t) = ts in Definition 4, then we have a new definition
of interval-valued convex function which is called s-logarithmically interval-valued
convex function.

Definition 6. A function F : [a, b]→ R+I is said to be s-log-interval-valued convex
function if for all x, y ∈ [a, b] , s ∈ [0, 1] and t ∈ [0, 1], we have

[F (x)]
ts

[F (y)]
(1−t)s ⊆ F (tx+ (1− t)y).

Remark 3. If we use h (t) = 1 in Definition 4, then we have a new definition of
interval-valued convex function which is called logarithmically interval—valued P-
convex function.
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Definition 7. A function F : [a, b]→ R+I is said to be log-interval-valued P-convex
function if for all x, y ∈ [a, b] , and t ∈ [0, 1], we have

[F (x)] [F (y)] ⊆ F (tx+ (1− t)y).

Remark 4. If we put h (t) = 1
t in Definition 4, then we have a new definition

of interval-valued convex function which is called logarithmically interval-valued
Q-convex function.

Definition 8. A function F : [a, b]→ R+I is said to be log-interval-valued Q-convex
function if for all x, y ∈ [a, b] , and t ∈ [0, 1], we have

[F (x)]
1
t [F (y)]

1
1−t ⊆ F (tx+ (1− t)y).

Remark 5. If we put h (t) = 1
ts in Definition 4, then we have a new definition

of interval-valued convex function which is called s-logarithmically interval-valued
Q-convex function.

Definition 9. A function F : [a, b] → R+I is said to be s-log-interval-valued Q-
convex function if for all x, y ∈ [a, b] , s ∈ [0, 1] and t ∈ [0, 1], we have

[F (x)]
1
ts [F (y)]

1
(1−t)s ⊆ F (tx+ (1− t)y).

Remark 6. If we put h (t) = h
(
1
2

)
in Definition 4, then we have a new definition

of interval-valued convex function which is called logarithmically interval-valued
jensen type convex function.

Definition 10. A function F : [a, b]→ R+I is said to be log-interval-valued jensen
type convex function if for all x, y ∈ [a, b] and t ∈ [0, 1], we have

[F (x)]
h( 12 ) [F (y)]

h( 12 ) ⊆ F (tx+ (1− t)y).

Proposition 2. If F,G ∈ SXL[h, [a, b] ,R+I ], then FG ∈ SXL[h, [a, b] ,R+I ].

5. Hermite-Hadamard inequalities

Theorem 2. Let F : [a, b] → R+I , h : [0, 1] → R+ and h
(
1
2

)
6= 0. If F ∈

SXL
(
h, [a, b], R+I

)
and F ∈ I∗R([a,b]), then following double inequality holds:[

F

(
a+ b

2

)] 1

2h( 12 ) ⊇
(∫ b

a

F (x)
dx

) 1
b−a

⊇ [F (a)F (b)]
∫ 1
0
h(t)dt

. (5.1)

Proof. Since F ∈ SXL
(
h, [a, b], R+I

)
, then we have

F

(
x+ y

2

)
⊇ [F (x)]

h( 12 ) [F (y)]
h( 12 ) .

By setting x = ta+ (1− t) b and y = tb+ (1− t) a, we get

lnF

(
a+ b

2

)
⊇ h

(
1

2

)
[lnF (ta+ (1− t) b) + lnF (tb+ (1− t) a)] . (5.2)
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Integrating inequality (5.2) with respect to t over [0, 1], we have

lnF

(
a+ b

2

)
⊇ h

(
1

2

)[∫ 1

0

lnF (ta+ (1− t) b) dt

+

∫ 1

0

lnF (tb+ (1− t) a) dt

]
and by changing the variable of integration, we have

lnF

(
a+ b

2

)
⊇

2h
(
1
2

)
b− a

∫ b

a

lnF (x) dx

which implies that

ln

[
F

(
a+ b

2

)] 1

2h( 12 ) ⊇ 1

b− a

∫ b

a

lnF (x) dx.

Hence [
F

(
a+ b

2

)] 1

2h( 12 ) ⊇
(
e
∫ b
a
lnF (x)dx

) 1
b−a

=

(∫ b

a

(F (x))
dx

) 1
b−a

which is the first inequality in (5.1).
Now we have to prove second inequality in (5.1), for this first we note that F ∈
SXL

(
h, [a, b], R+I

)
, so we have

lnF (ta+ (1− t) b) ⊇ h (t) lnF (a) + h (1− t) lnF (b) . (5.3)

Integrating inequality (5.3) with respect to t over [0, 1] and change the variable of
integration we have

1

b− a

∫ b

a

lnF (x) dx ⊇ [lnF (a) + lnF (b)]

∫ 1

0

h (t) dt

= ln (F (a)F (b))
∫ 1
0
h(t)dt

which implies that (
e
∫ b
a
lnF (x)dx

) 1
b−a ⊇ (F (a)F (b))

∫ 1
0
h(t)dt

.

Thus (∫ b

a

(F (x))
dx

) 1
b−a

⊇ (F (a)F (b))
∫ 1
0
h(t)dt

which is the second inequality in (5.1).
The proof of the theorem is completed. �
Remark 7. If F = F , then our Theorem 2 reduces to [30, Theorem 3.1].
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Corollary 1. Under the assumptions of Theorem 2, if we put h (t) = t, then
we have following new Hermite-Hadamard inequality for log-interval-valued convex
functions

F

(
a+ b

2

)
⊇
(∫ b

a

(F (x))
dx

) 1
b−a

⊇ G (F (a) , F (b)) (5.4)

where G (F (a) , F (b)) referes to the geometric mean of F (a) and F (b) .

Example 2. A function F : [x, y]→ R+I with 0 < x < y is defined as

F (x) =
[
F (x), F (x)

]
=

[
1

x
, ex − 1

]
,

then F ∈ SXL
(
[a, b], R+I

)
and we have(∫ b

a

(F (x))
dx

) 1
b−a

= e
1

b−a

[
ln
(
bb

aa

)−1
+1, b

2−a2
2

]
.

On the other hand

F

(
a+ b

2

)
=

[
2

a+ b
, e

a+b
2 − 1

]
,

and

G (F (a) , F (b)) =
√
F (a)F (b)

=

[√
1

ab
,
√

(ea − 1) (eb − 1)

]
.

Thus for all a, b ∈ [x, y] inequalities (5.4) satisfies and we have[
2

a+ b
, e

a+b
2 − 1

]
⊇ e

1
b−a

[
ln
(
bb

aa

)−1
+1, b

2−a2
2

]
⊇
[√

1

ab
,
√

(ea − 1) (eb − 1)

]
for verification we suppose a = 1 and b = 2, then we have

[0.6666, 3.4816] ⊇ [0.6796, 3.4260] ⊇ [0.7071, 3.3131] .

Remark 8. If F = F in Corollary 1, then we have inequality for log-convex function
which can be found in [14, p. 197, (5.3)].

Corollary 2. Under the assumptions of Theorem 2, if we let h (t) = ts, then we
have a new inequality of s-logarithmically interval-valued convex functions[

F

(
a+ b

2

)]2s−1
⊇
(∫ b

a

(F (x))
dx

) 1
b−a

⊇ [F (a)F (b)]
1

s+1 .

Remark 9. If F = F in Corollary 2, then Corollary 2 reduces to [30, Corollary 3.3].
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Corollary 3. Under the conditions of Theorem 2, if we use h (t) = 1, then we have
a new inequality for the logarithmically interval-valued P -convex functions√

F

(
a+ b

2

)
⊇
(∫ b

a

(F (x))
dx

) 1
b−a

⊇ F (a)F (b) .

Remark 10. If F = F in Corollary 3, then Corollary 3 reduces to [30, Corollary
3.4].

Corollary 4. Under the assumptions of Theorem 2, if we set h (t) = t−1 in first
inequality, then we have following inequality for the logarithmically interval-valued
Q-convex functions [

F

(
a+ b

2

)] 1
4

⊇
(∫ b

a

(F (x))
dx

) 1
b−a

.

Remark 11. If F = F in Corollary 4, Then Corollary 4 reduces to [30, Corollary
3.5].

Corollary 5. Under the conditions of Theorem 2, if suppose h (t) = t−s in first in-
equality, then we have new inequality for s-logarithmically interval-valued Q-convex
functions [

F

(
a+ b

2

)] 1

2s+1

⊇
(∫ b

a

(F (x))
dx

) 1
b−a

.

Remark 12. If F = F in Corollary 5, then we have following new inequality for the
s-logarithmically Q-convex functions[

F

(
a+ b

2

)] 1

2s+1

≤
(∫ b

a

(F (x))
dx

) 1
b−a

.

Theorem 3. Let F,G : [a, b] → R+I , h : [0, 1] → R+ and h
(
1
2

)
6= 0. If F,G ∈

SXL
(
h, [a, b], R+I

)
and F,G ∈ I∗R([a,b]), then following double inequality holds:[

F

(
a+ b

2

)
G
(
a+ b

2

)] 1

2h( 12 ) ⊇
(∫ b

a

F (x)
dx
.

∫ b

a

G (x)
dx

) 1
b−a

⊇ [F (a)F (b)G (a)G(b)]
∫ 1
0
h(t)dt

. (5.5)

Proof. Since F,G ∈ SXL
(
h, [a, b], R+I

)
, so F and G can be written as

F

(
x+ y

2

)
⊇ [F (x)]

h( 12 ) [F (y)]
h( 12 ) (5.6)

and

G
(
x+ y

2

)
⊇ [G (x)]

h( 12 ) [G (y)]
h( 12 ) . (5.7)
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By setting x = ta+ (1− t) b and y = tb+ (1− t) a in (5.6) and (5.7), we have

F

(
a+ b

2

)
⊇ [F (ta+ (1− t) b)]h(

1
2 ) [F (tb+ (1− t) a)]

h( 12 ) (5.8)

and

G
(
a+ b

2

)
⊇ [G (ta+ (1− t) b)]h(

1
2 ) [G (tb+ (1− t) a)]

h( 12 ) . (5.9)

From (5.8) and (5.9), we have

lnF

(
a+ b

2

)
G
(
a+ b

2

)
⊇ h

(
1

2

)
[lnF (ta+ (1− t) b) + lnF (tb+ (1− t) a)

+ lnG (ta+ (1− t) b) + lnG (tb+ (1− t) a)] (5.10)

and integrating (5.10) with respect to t over [0, 1], we have

lnF

(
a+ b

2

)
G
(
a+ b

2

)
⊇ h

(
1

2

)[∫ 1

0

lnF (ta+ (1− t) b) dt+

∫ 1

0

lnF (tb+ (1− t) a) dt

+

∫ 1

0

lnG (ta+ (1− t) b) dt+

∫ 1

0

lnG (tb+ (1− t) a) dt

]
. (5.11)

By changing the variable in last inequality, we have

1

2h
(
1
2

) lnF

(
a+ b

2

)
G
(
a+ b

2

)
⊇ 1

b− a

[∫ b

a

lnF (x) dx+

∫ b

a

lnG (x) dx

]
which implies that[

F

(
a+ b

2

)
G
(
a+ b

2

)] 1

2h( 12 ) ⊇
(
e
∫ b
a
lnF (x)dx+

∫ b
a
lnG(x)dx

) 1
b−a

.

Hence [
F

(
a+ b

2

)
G
(
a+ b

2

)] 1

2h( 12 ) ⊇
(∫ b

a

F (x)
dx
.

∫ b

a

G (x)
dx

) 1
b−a

which is the first inequality in (5.5).
To prove the second inequality in (5.5), first we note that F,G ∈ SXL

(
h, [a, b], R+I

)
,

so we have
F (ta+ (1− t) b) ⊇ [F (a)]

h(t)
[F (b)]

h(1−t) (5.12)

and
G (ta+ (1− t) b) ⊇ [G (a)]

h(t)
[G (b)]

h(1−t)
. (5.13)
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From (5.12) and (5.13), we have

lnF (ta+ (1− t) b)G (ta+ (1− t) b)
⊇ h (t) [lnF (a) + lnG (a)] + h (1− t) [lnF (b) + lnG (b)] (5.14)

and integrating inequality (5.14) with respect to t over [0, 1], we get∫ 1

0

lnF (ta+ (1− t) b)G (ta+ (1− t) b)

⊇ [lnF (a) + lnG (a)]

∫ 1

0

h (t) dt

+ [lnF (b) + lnG (b)]

∫ 1

0

h (1− t) dt.

By changing the variable of integration, we have

1

b− a

∫ 1

0

lnF (x)G (x) dx ⊇ ln [F (a)F (b)G (a)G (b)]
∫ 1
0
h(t)dt

which implies that(
e
∫ b
a
lnF (x)dx+

∫ b
a
lnG(x)dx

) 1
b−a ⊇ [F (a)F (b)G (a)G (b)]

∫ 1
0
h(t)dt

.

Thus (∫ b

a

F (x)
dx
.

∫ b

a

G (x)
dx

) 1
b−a

⊇ [F (a)F (b)G (a)G (b)]
∫ 1
0
h(t)dt

which is the second inequality in (5.5).
The proof of theorem is completed. �

Corollary 6. If we use h (t) = t in Theorem 3, then following new inequalities for
logarithmically interval-valued convex functions hold:

F

(
a+ b

2

)
G
(
a+ b

2

)
⊇

(∫ b

a

F (x)
dx
.

∫ b

a

G (x)
dx

) 1
b−a

⊇ G (F (a) , F (b)) .G (G (a) ,G (b))

where G (., .) referes to the geometric mean.

Remark 13. If F = F in Corollary 6, then Corollary 6 reduces to [3, Theorem 7].

Corollary 7. Under the assumptions of Theorem 3, if we let h (t) = ts, then
following inequalities for the s-logarithmically interval-valued convex functions hold:[

F

(
a+ b

2

)
G
(
a+ b

2

)]2s−1
⊇

(∫ b

a

F (x)
dx
.

∫ b

a

G (x)
dx

) 1
b−a
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⊇ [F (a)F (b)G (a)G (b)]
1

s+1 .

Corollary 8. Under the conditions of Theorem 3, if we choose h (t) = 1, then we
have following inequalities for the logarithmically P -convex functions

F

(
a+ b

2

)
G
(
a+ b

2

)
⊇

(∫ b

a

F (x)
dx
.

∫ b

a

G (x)
dx

) 2
b−a

⊇ [F (a)F (b)G (a)G (b)]
2
.

Corollary 9. If we put h (t) = t−1 in first inequality of Theorem 3, then we have
following inequalities for the logarithmically interval-valued Q-convex functions[

F

(
a+ b

2

)
G
(
a+ b

2

)] 1
4

⊇
(∫ b

a

F (x)
dx
.

∫ b

a

G (x)
dx

) 1
b−a

.

Corollary 10. Under the assumptions of Theorem 3, if we set h (t) = t−s in first
inequality, then following inequalities for s-logarithmically interval-valued Q-convex
functions hold[

F

(
a+ b

2

)
G
(
a+ b

2

)] 1

2s+1

⊇
(∫ b

a

F (x)
dx
.

∫ b

a

G (x)
dx

) 1
b−a

.

Theorem 4. Let F : [a, b] → R+I , h : [0, 1] → R+ and h
(
1
2

)
6= 0. If F ∈

SXL
(
h, [a, b], R+I

)
and F ∈ I∗R([a,b]), then following inequalities hold:(

F

(
a+ b

2

)) 1

2h2( 12 ) ⊇ ∆

1

4h( 12 )
1

⊇
(∫ b

a

F (x)
dx

) 1
b−a

⊇ ∆
1
2

∫ 1
0
h(t)dt

2

⊇ (F (a)F (b))[
1
2+h(

1
2 )]
∫ 1
0
h(t)dt

,

where

∆1 = F

(
3a+ b

4

)
F

(
a+ 3b

4

)
∆2 = F (a)F (b)F 2

(
a+ b

2

)
.

Proof. Since F ∈ SXL
(
h, [a, b], R+I

)
then for t ∈ [a, a+b2 ], we have

lnF

(
3a+ b

4

)
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= lnF

(
ta+ (1− t) a+b2

2
+

(1− t) a+ ta+b2
2

)

⊇ lnF

(
ta+ (1− t) a+b2

2

)h( 12 )

F

(
(1− t) a+ ta+b2

2

)h( 12 )

= h

(
1

2

)[
lnF

(
ta+ (1− t) a+b2

2

)
+ lnF

(
(1− t) a+ ta+b2

2

)]
. (5.15)

Integrating inequality (5.15) with respect to t over [0, 1] , we have

lnF

(
3a+ b

2

)
⊇ h

(
1

2

)[∫ 1

0

lnF

(
ta+ (1− t) a+b2

2

)
dt

+

∫ 1

0

lnF

(
(1− t) a+ ta+b2

2

)
dt

]
and by changing the variable of integration, we have

ln

(
F

(
3a+ b

4

)) 1

4h( 12 ) ⊇ 1

b− a

∫ a+b
2

a

lnF (x) dx

which implies that(
F

(
3a+ b

4

)) 1

4h( 12 ) ⊇
(∫ a+b

2

a

F (x)
dx

) 1
b−a

. (5.16)

Similarly, we have (
F

(
a+ 3b

4

)) 1

4h( 12 ) ⊇
(∫ b

a+b
2

F (x)
dx

) 1
b−a

. (5.17)

Multiplying (5.16) and (5.17), we have

∆

1

4h( 12 )
1 =

(
F

(
3a+ b

4

)
F

(
a+ 3b

4

)) 1

4h( 12 ) ⊇
(∫ b

a

F (x)
dx

) 1
b−a

.

Now from Theorem 2, one has(
F

(
a+ b

2

)) 1

4h2( 12 )
=

[
F

(
1

2

3a+ b

4
+

1

2

a+ 3b

4

)] 1

4h2( 12 )

⊇
[
F

(
3a+ b

4

)h( 12 )
F

(
a+ 3b

4

)h( 12 )
] 1

4h2( 12 )

⊇ ∆

1

4h( 12 )
1
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⊇
(∫ b

a

F (x)
dx

) 1
b−a

⊇
(
F (a)F (b)F 2

(
a+ b

2

)) 1
2

∫ 1
0
h(t)dt

= ∆
1
2

∫ 1
0
h(t)dt

2

⊇
(

[F (a)F (b)]
1
2 [F (a)F (b)]

h( 12 )
)∫ 1

0
h(t)dt

= (F (a)F (b))[
1
2+h(

1
2 )]
∫ 1
0
h(t)dt

which completes the proof. �

Corollary 11. Under the assumptions of Theorem (4), if we set h (t) = t in
Theorem 4, then following inequalities for the logarithmically interval-valued convex
functions hold (

F

(
a+ b

2

))2
⊇

√
∆1 ⊇

(∫ b

a

F (x)
dx

) 1
b−a

⊇ ∆
1
4
2 ⊇ G (F (a) , F (b)) (5.18)

where G (., .) referes to the geometric mean.

Example 3. A function F : [x, y]→ R+I with 0 < x < y is defined as

F (x) =
[
F (x), F (x)

]
=

[
1

x
, ex − 1

]
,

then F ∈ SXL
(
[a, b], R+I

)
and we have(∫ b

a

(F (x))
dx

) 1
b−a

= e
1

b−a

[
ln
(
bb

aa

)−1
+1, b

2−a2
2

]
.

On the other hand

F

(
a+ b

2

)
=

[
2

a+ b
, e

a+b
2 − 1

]
∆1 =

[
16

(3a+ b) (a+ 3b)
,
(
e
3a+b
4 − 1

)(
e
a+3b
4 − 1

)]
∆2 =

[
1

ab
, (ea − 1)

(
eb − 1

)] [ 2

a+ b
, e

a+b
2 − 1

]2
and

G (F (a) , F (b)) =
√
F (a)F (b)
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=

[√
1

ab
,
√

(ea − 1) (eb − 1)

]
.

Thus for all a, b ∈ [x, y] inequalities (5.18) satisfies and we have[
2

a+ b
, e

a+b
2 − 1

]2
⊇

√[
16

(3a+ b) (a+ 3b)
,
(
e
3a+b
4 − 1

)(
e
a+3b
4 − 1

)]

⊇ e
1

b−a

[
ln
(
bb

aa

)−1
+1, b

2−a2
2

]

⊇
([

1

ab
, (ea − 1)

(
eb − 1

)] [ 2

a+ b
, e

a+b
2 − 1

]2) 1
4

⊇
[√

1

ab
,
√

(ea − 1) (eb − 1)

]
for verification we suppose a = 1 and b = 2, then we have

[0.4444, 12.1215] ⊇ [0.6761, 3.4409]

⊇ [0.6796, 3.4260]

⊇ [0.6865, 3.3963]

⊇ [0.7071, 3.3131] .

Corollary 12. Under the assumptions of Theorem 4, if we let h (t) = ts, then
following inequalities for the s-logarithmically interval-valued convex functions hold:(

F

(
a+ b

2

))22s−1
⊇ ∆2s−2

1 ⊇
(∫ b

a

F (x)
dx

) 1
b−a

⊇ ∆
1

2(s+1)

2 ⊇ (F (a)F (b))
1

s+1 [ 12+
1
2s ] .

Corollary 13. Under the conditions of Theorem 4, if we choose h (t) = 1, then we
have following inequalities for the logarithmically P -convex functions√

F

(
a+ b

2

)
⊇ ∆

1
4
1 ⊇

(∫ b

a

F (x)
dx

) 1
b−a

⊇
√

∆2 ⊇ (F (a)F (b))
3
2 .

Corollary 14. If we put h (t) = t−1 in first two inequalities of Theorem 4, then we
have following inequalities for the logarithmically interval-valued Q-convex functions(

F

(
a+ b

2

)) 1
8

⊇ ∆
1
8
1 ⊇

(∫ b

a

F (x)
dx

) 1
b−a

.
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Corollary 15. Under the assumptions of Theorem 4, if we set h (t) = t−s in first
inequality, then following inequalities for s-logarithmically interval-valued Q-convex
functions hold (

F

(
a+ b

2

)) 1

22s+1

⊇ ∆
1

22s+1

1 ⊇
(∫ b

a

F (x)
dx

) 1
b−a

.

6. Conclusion

In this paper, authors define multiplicative integral for the interval-valued functions
and derived some new Hermite-Hadamard and related inequalities for logarithmi-
cally interval-valued h-convex functions by utilizing our newly define integral. Au-
thors also gave some more new results in the special cases of our main results. Inter-
ested readers can obtain more results by using the notions used in this paper. The
results in this paper can be a new contribution in the field of Hermite-Hadamard
integral inequalities.
Acknowledgment. This work is partially supported by National Natural Science
Foundation of China (No. 11971241).
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A SOLUTION OF A VISCOSITY CESÀRO MEAN ALGORITHM

Hamid Reza SAHEBI

Department of Mathematics, Ashtian Branch, Islamic Azad University, Ashtian, IRAN

Abstract. Based on the viscosity approximation method, we introduce a new
cesàro mean approximation method for finding a common solution of split
generalized equilibrium problem in real Hilbert spaces. Under certain condi-
tions control on parameters, we prove a strong convergence theorem for the
sequences generated by the proposed iterative scheme. Some numerical ex-
amples are presented to illustrate the convergence results. Our results can be
viewed as a generalization and improvement of various existing results in the
current literature.

1. Introduction

Let R denote the set of all real number, H1 and H2 be real Hilbert spaces and C
and Q be nonempty closed convex subset of H1 and H2, respectively. A mapping
T : C → C said to be a k-strictly pseudocontractive if there exists a constant
0 ≤ k < 1 such that

‖T (x)− T (y)‖2 ≤ ‖x− y‖2 + k‖(I − T )x− (I − T )y‖2, ∀x, y ∈ C.

When k = 1, T is said to be pseudocontractive if

‖T (x)− T (y)‖2 ≤ ‖x− y‖2 + ‖(I − T )x− (I − T )y‖2, ∀x, y ∈ C.

If k = 0, T is called nonexpansive on C.
The fixed point problem (FPP ) for a nonexpansive mapping T is: Find x ∈ C

such that x ∈ Fix(T ), where Fix(T ) is the fixed point set of the nonexpansive
mapping T .
The class of k-strictly pseudocontractive falls into the one between classes of

nonexpansive mapping and pseudocontractive mapping.
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Keywords and phrases. Split generalized equilibrium problem, variational inclusion problem,

strictly pseudocontractive mapping, fixed point, Hilbert space.
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A set-valued M : H → 2H is called monotone if for all x, y ∈ H,u ∈ M(x)
and v ∈ M(y) such that 〈x − y, u − v〉 ≥ 0. A monotone mapping M : H → 2H

is maximal if the Graph(M) is not properly contained in the graph of any other
monotone mapping. It is known that a monotone mapping M is maximal if and
only if for (x, u) ∈ H ×H, 〈x− y, u− v〉 ≥ 0, for every (y, v) ∈ Graph(M) implies
that u ∈M(x).
Let E : H → H be a single-valued nonlinear mapping, and let M : H → 2H

be a set-valued mapping. We consider the following variational inclusion problem
(V IP ), which is: Find x ∈ H such that

θ ∈ E(x) +M(x),

where θ is the zero vector in H. The solution set of (V IP ) is denoted by I(E,M).
Let the set-valued mapping M : H → 2H be a maximal monotone. We define

the resolvent operator JM,λ associate with M and λ as follows:

JM,λ(x) = (I + λM)−1(x), x ∈ H
where λ is a positive number. It is worth mentioning that the resolvent operator
JM,λ(x) is single-valued, nonexpansive and 1-inverse strongly monotone [2, 22].
In 1994 Blum and Oettli [1] introduced and studied the following equilibrium

problem (EP ): Find x ∈ C such that F (x, y) ≥ 0, ∀y ∈ C, where F : C × C → R
is a bifunction.
Kumam et al. [11] considered an iterative algorithm in a Hilbert space:

tn = T
(F1,ϕ1)
rn (xn − rnAxn),

un = T
(F2,ϕ2)
qn (tn − qnBtn),

vn = JM1,λ1(un − λ1E1un),
wn = JM2,λ2(vn − λ2E2vn),

yn,i = αn,ix0 + (1− αn,i) 1
tn

∫ tn
0
S(s)Wnwnds,

Cn+1,i = {z ∈ Cn,i : ‖yn,i − z‖2 ≤ ‖xn − z‖2 + αn,i(‖x0‖2 + 2〈xn − x0, z〉)},

Cn+1 =
⋂∞
i=1 Cn+1,i,

xn+1 = PCn+1x0.

Moudafi [15] introduced the following split equilibrium problem (SEP ):
Let F1 : C × C → R and F2 : Q × Q → R be nonlinear bimappings and let
A : H1 → H2 be a bounded linear operator, then the SEP is to find x∗ ∈ C such
that

F1(x∗, x) ≥ 0, ∀x ∈ C
and such that

y∗ = Ax∗ ∈ Q solves F2(y∗, y) ≥ 0, ∀y ∈ Q
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The solution set of (SEP ) is denoted by Ω = {p ∈ EP (F1) : Ap ∈ EP (F2)}.
(SEP ) includes the split variational inequality problem, split zero problem, and
split feasibility problem ( see, for instance, [3—6,14,15]).
Recently, Kazmi and Rizvi [10] introduced a split generalized equilibrium prob-

lem (SGEP ): Find x∗ ∈ C such that

F1(x∗, x) + ψ1(x∗, x) ≥ 0, ∀x ∈ C
and such that

y∗ = Ax∗ ∈ Q solves F2(y∗, y) + ψ2(y∗, y) ≥ 0, ∀y ∈ Q

where F1, ψ1 : C × C → R and F2, ψ2 : C × C → R be nonlinear bi functions and
A : H1 → H2 is bounded linear operator. The solution set of (SGEP ) is denoted
by Γ = {p ∈ GEP (F1, ψ1) : Ap ∈ GEP (F2, ψ2)}. They considered the following
iterative method:

un = T
(F1,ψ1)
rn (xn + δA∗(T

(F2,ψ2)
rn − I)Axn);

xn+1 = αnγf(xn) + βnxn + ((1− βn)I − αnB) 1
sn

∫ sn
0
T (s)unds.

In 2015 Wang [19] introduced and studied the following iterative method to prove
a strong convergence theorem for F (T ) and V IP in real Hilbert space:

yn = αnu+ (1− αn)xn,
xn+1 = βnxn + (1− βn)TJrn(yn − rnAyn), ∀n ≥ 1,

where u is fixed element and Jrn = (1 + rnB)−1.
In 2017 Zhang and Gui [21] introduced an iterative algorithm in a Hilbert space

as follows:
un = TF1rn (xn + δA∗(TF2sn − I)Axn)

xn+1 = αnf(xn) + (1−αn)
l

∑l
i=0 T

n
i un,

where Ti : C → C is an asymptotically nonexpansive mapping for i = 0, 1, . . . , n.
Motivated by the works of Kumam et al. [11], Kazmi and Rizvi [10], Zhang and

Gui [21], Wang [19] and by the ongoing research in direction, we introduce and
study an iterative method for approximating a common solution of SGEP, V IP
and FPP for a nonexpansive semigroup in real Hilbert spaces.

2. Preliminaries

Let H be a Hilbert space and C be a nonempty closed and convex subset of H.
For each point x ∈ H, there exists a unique nearest point of C, denoted by PCx,
such that ‖x− PCx‖ ≤ ‖x− y‖ for all y ∈ C. PC is called the metric projection of
H onto C. It is well known that PC is nonexpansive mapping and is characterized
by the following property:

〈x− PCx, y − PCy〉 ≤ 0. (2.1)
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Further, it is well known that every nonexpansive operator T : H → H satisfies,
for all (x, y) ∈ H ×H, inequality

〈(x− T (x))− (y − T (y)), T (y)− T (x)〉 ≤ (
1

2
)‖(T (x)− x)− (T (y)− y)‖2, (2.2)

and therefore, we get, for all (x, y) ∈ H × Fix(T ),

〈(x− T (x)), (y − T (y))〉 ≤ (
1

2
)‖(T (x)− x)‖2, (2.3)

see, e.g. [9].It is also known that H satisfies Opial’s condition [16], i.e., for any
sequence {xn} with xn ⇀ x the inequality

lim inf
n→∞

‖xn − x‖ < lim inf
n→∞

‖xn − y‖ (2.4)

holds for every y ∈ H with y 6= x.

Definition 2.1. A mapping T : H → H is said to be firmly nonexpansive, if

〈Tx− Ty, x− y〉 ≥ ‖Tx− Ty‖2, ∀x, y ∈ H.

Lemma 2.2. [7] The following inequality holds in real space H:

‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉, ∀x, y ∈ H.

Definition 2.3. A mapping T : C → H is said to be monotone, if

〈Tx− Ty, x− y〉 ≥ 0, ∀x, y ∈ C.
T is called α-inverse-strongly-monotone if there exists a positive real number α such
that

〈Tx− Ty, x− y〉 ≥ α‖Tx− Ty‖2, ∀x, y ∈ C.

Lemma 2.4. [2] Let M : H → 2H be a maximal monotone mapping, and let
E : H → H be a monotone mapping, then the mapping M + E : H → 2H is a
maximal monotone mapping.

Lemma 2.5. [22] Let x ∈ H be a solution of variational inclusion if and only if
x = JM,λ(x− λEx),∀λ > 0, that is

I(E,M) = Fix(JM,λ(I − λE)), ∀λ > 0.

Lemma 2.6. [13] Assume that B is a strong positive linear bounded self adjoint
operator on a Hilbert space H with coeffi cient γ̄ > 0 and 0 < ρ ≤ ‖B‖−1. Then
‖I − ρB‖ ≤ 1− ργ̄.

Lemma 2.7. [17] Let {xn} and {yn} be bounded sequences in a Banach space X
and {βn} be a sequence in [0, 1] with 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.
Suppose xn+1 = (1−βn)yn+βnxn, for all integers n ≥ 0 and lim supn→∞(‖yn+1−
yn‖ − ‖xn+1 − xn‖) ≤ 0. Then limn→∞ ‖yn − xn‖ = 0.
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Lemma 2.8. [20] Let {an} be a sequence of nonnegative real numbers such that
an+1 ≤ (1−αn)an+δn, n ≥ 0 where αn is a sequence in (0, 1) and δn is a sequence
in R such that (i) Σ∞n=1αn = ∞; (ii) lim supn→∞

δn
αn
≤ 0 or (iii) Σ∞n=1δn < ∞.

Then limn→∞ an = 0.

Assumption 2.9. [12] Let F : C ×C → R be a bifunction satisfying the following
assumption:

(1) F (x, x) ≥ 0, ∀x ∈ C,
(2) F is monotone, i.e., F (x, y) + F (y, x) ≤ 0, ∀x ∈ C,
(3) F is upper hemicontinuous, i.e., for each x, y, z ∈ C,

lim supt→0 F (tz + (1− t)x, y) ≤ F (x, y),
(4) For each x ∈ C fixed, the function x → F (x, y) is convex and lower semi-

continuous;
let ψ : C × C → R such that
(1) ψ(x, x) ≥ 0, ∀x ∈ C,
(2) For each y ∈ C fixed, the function x→ ψ(x, y) is upper semicontinuous,
(3) For each x ∈ C fixed, the function y → ψ(x, y) is convex and lower semi-

continuous;

Lemma 2.10. [10] Assume that F1, ψ1 : C × C → R satisfy Assumption 2.9. Let
r > 0 and x ∈ H1. Then, there exists z ∈ C such that

F1(z, y) + ψ1(z, y) +
1

r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C.

Lemma 2.11. [4] Assume that the bifunctions F1, ψ1 : C × C → R satisfy As-
sumption 2.9 and ψ1 is monotone. For r > 0 and for all x ∈ H1, define a mapping
T

(F1,ψ1)
r : H1 → C as follows:

T (F1,ψ1)
r x = {z ∈ C : F1(z, y) + ψ1(z, y) +

1

r
〈y − z, z − x〉 ≥ 0}, ∀y ∈ C.

Then the followings hold:
(i)T

(F1,ψ1)
r is single− valued.

(ii)T
(F1,ψ1)
r is firmly nonexpansive, i.e.,

‖T (F1,ψ1)
r (x)− T (F1,ψ1)

r (y)‖2 ≤ 〈T (F1,ψ1)
r (x)− T (F1,ψ1)

r (y), x− y〉, x, y ∈ H1.

(iii)Fix(T
(F1,ψ1)
r ) = GEP (F1, ψ1).

(iv)GEP (F1, ψ1) is compact and convex.
Further, assume that F2, ψ2 : Q × Q → R satisfy Assumption 2.9. For s > 0 and
for all w ∈ H2, define a mapping T

(F2,ψ2)
s : H2 → Q as follows:

T (F2,ψ2)
s w = {d ∈ Q : F2(d, e) + ψ2(d, e) +

1

s
〈e− d, d− w〉 ≥ 0}, ∀e ∈ Q.
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Then, we easily observe that T (F2,ψ2)
a satisfies in Lemma 2.11 and GEP (F1, ψ1) is

compact and convex.

Lemma 2.12. [8] Let F1 : C × C → R be a bifunction satisfying Assumption 2.9
and let TF1r be defined as in Lemma 2.11, for r > 0. Let x, y ∈ H1 and r1, r2 > 0.
Then,

‖TF1r2 y − T
F1
r1 x‖ ≤ ‖x− y‖+ |r2 − r1

r2
|‖TF1r2 y − y‖.

Lemma 2.13. [18] Let F1 : C ×C → R be a bifunction satisfying Assumption 2.9
and let TF1r be defined as in Lemma 2.11, for r > 0. Let x ∈ H1 and r1, r2 > 0.
Then,

‖TF1r2 x− T
F1
r1 x‖

2 ≤ r2 − r1

r2
〈TF1r2 (x)− TF1r1 (x), TF1r2 (x)− x〉.

Notation. Let {xn} be a sequence in H, then xn → x (respectively, xn ⇀ x)
denotes strong (respectively, weak) convergence of the sequence {xn} to a point
x ∈ H.

3. Viscosity Iterative Algorithm

In this section, we prove a strong convergence theorem based on the explicit
iterative for fixed point of nonexpansive semigroup. We firstly present the following
unified algorithm.
Let H1 and H2 be two real Hilbert spaces; Let C ⊆ H1, Q ⊆ H2 be nonempty,

closed and convex subsets; Let F1, ψ1 : C × C → R and F2, ψ2 : Q × Q → R are
nonlinear mappings satisfying Assumption 2.9 and F2 is upper semicontinuous in
first argument. Let {Vi : C → C} be a uniformly k-strict pseudocontractions and
T i : C → C be a nonexpansive mapping on C for i = 0, 1, 2, . . . , n defined by
T ix = tx + (1 − t)Vi for each x ∈ C, t ∈ [k, 1). Let f : H1 → H1 be a contraction
mapping with constant α ∈ (0, 1), A : H1 → H2 be a bounded linear operator, B
be a strongly positive bounded linear self adjoint operators on H1 with constant
γ̄1 > 0, such that 0 < γ < γ̄1

α < γ + 1
α , E be a γ̄2- inverse strongly monotone

mapping on H1 such that γ̄2 > 0, λ ∈ (0, 2γ̄2) and M : H1 → 2H1 be a maximal
monotone mapping. Suppose that Θ =

⋂n
i=0 Fix(T i) ∩ Γ ∩ I(E,M) 6= ∅.

Algorithm 3.1. For given x0 ∈ C arbitrary, let the sequence {xn} be generated by
the manner:

un = T
(F1,ψ1)
rn (xn + δA∗(T

(F2,ψ2)
sn − I)Axn)

wn = JM,λ(un − λEun)

xn+1 = αnγf(xn) + βnxn + ((1− βn)I − αnB) 1
n+1

∑n
i=0 T

iwn + γnen,

(3.1)
where {en} is a bounded error sequence in H1, δ ∈ (0, 1

L2 ), L is the spectral radius
of the operator A∗A and A∗ is the adjoint of A, {αn}, {βn} are the sequence in
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(0, 1) and {rn} ⊂ [r,∞) with r > 0, {sn} ⊂ [s,∞) with s > 0 satisfying conditions:
(C1) limn→∞ αn = limn→∞ βn = 0, Σ∞n=1αn =∞;

(C2) limn→∞
γn
αn

= 0

(C3) limn→∞ |rn+1 − rn| = 0, lim infn→∞ rn > 0, limn→∞ |sn+1 − sn| = 0.

Lemma 3.2. Let p ∈ Θ. Then the sequence {xn} generated by Algorithm 3.1 is
bounded.

Proof. By Lemma 2.11 (ii), using the similar argument in Remark 3.1 [21], for δ ∈
(0, 1

2L2 ), I + δA∗(T
(F2,ψ2)
sn − I)A is a nonexpansive mapping and A∗(T (F2,ψ2)

sn − I)A

is a 1
2L2 -inverse strongly monotone mapping. Take p ∈ Θ.

And similar to Theorem 3.1 [21], we have

‖un − p‖2 ≤ ‖xn − p‖2 + δ(δ − 1
L2 )‖A∗(T (F2,ψ2)

sn − I)Axn‖2. (3.2)

Since δ ∈ (0, 1
2L2 ), we obtain

‖un − p‖2 ≤ ‖xn − p‖2. (3.3)

Now, we show that I − λE is a nonexpansive mapping. Indeed for x, y ∈ C and
λ ∈ (0, 2γ̄), we have

‖(I − λE)x− (I − λE)y‖2 = ‖x− y − λ(Ex− Ey)‖2

= ‖x− y‖2 − 2λ〈x− y,Ex− Ey〉+ λ2‖Ex− Ey‖2

≤ ‖x− y‖2 − 2λγ̄2‖Ex− Ey‖2 + λ2‖Ex− Ey‖2

≤ ‖x− y‖2 + λ(λ− 2γ̄2)‖Ex− Ey‖2

≤ ‖x− y‖2,
(3.4)

then I − λE is a nonexpansive mapping.
Since JM,λ(un − λEun) is a nonexpansive mapping, we have

‖wn − p‖2 = ‖JM,λ(un − λEun)− JM,λ(p− λEp)‖2

≤ ‖(un − λEun)− (p− λEp)‖2

≤ ‖un − p‖2,

(3.5)

then
‖wn − p‖ ≤ ‖un − p‖. (3.6)
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Then

‖wn − p‖ ≤ ‖xn − p‖. (3.7)

From Theorem 1 [10], we obtain (1−βn)I−αnB is positive and ‖(1−βn)I−αnB‖ ≤
1− βn − αnγ̄1, for any x, y ∈ C.
Now, on setting tn := 1

n+1

∑n
i=0 T

i, we can easily observe that the mapping tn is
nonexpansive. Since p ∈ Θ, we have

tnp =
1

n+ 1

n∑
i=0

T ip =
1

n+ 1

n∑
i=0

p = p.

Since {en} is bounded, using condition (C2), we obtain that {γn‖en‖αn
} is bounded.

Then, there exists a nonnegative real number K such that

‖γf(p)−Bp‖+
γn‖en‖
αn

≤ K, ∀n ≥ 0, (3.8)

therefore

‖xn+1 − p‖ = ‖αnγf(xn) + βnxn + ((1− βn)I − αnB)tnwn + γnen − p‖

≤ αn‖γf(xn)−Bp‖+ βn‖xn − p‖

+‖((1− βn)I − αnB)‖‖tnwn − tnp‖+ γn‖en‖

≤ αn(‖γf(xn)− γf(p)‖+ ‖γf(p)−Bp‖) + βn‖xn − p‖

+(1− βn − αnγ̄)‖wn − p‖+ γn‖en‖

≤ αnγα‖xn − p‖+ αn‖γf(p)−Bp‖+ βn‖xn − p‖

+(1− βn − αnγ̄1)‖xn − p‖+ γn‖en‖

≤ (1− (γ̄1 − γα)αn)‖xn − p‖+ αnK

≤ max{‖xn − p‖, K
γ̄1−γα

}
...
≤ max{‖x0 − p‖, K

γ̄1−γα
}.

(3.9)

Hence {xn} is bounded. �

We deduce that {un}, {wn}, {tn} and {f(xn)} are bounded.
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Lemma 3.3. The following properties are satisfied for the Algorithm 3.1
P1. limn→∞ ‖xn+1 − xn‖ = 0.

P2. limn→∞ ‖xn − tnwn‖ = 0.

P3. limn→∞ ‖(T (F2,ψ2)
sn − I)Axn‖2 = 0, limn→∞ ‖Eun − Ep‖ = 0.

P4. limn→∞ ‖un − xn‖ = 0, limn→∞ ‖wn − un‖ = 0, limn→∞ ‖tnwn − wn‖ = 0.

Proof. P1: Similar to Theorem 3.1 [21], we obtain

‖un+1 − un‖ ≤ ‖xn+1 − xn‖+ δ‖A‖( |sn+1 − sn|
sn+1

ηn)
1
2 +
|rn+1 − rn|

rn+1
σn+1 (3.10)

where

σn+1 = supn∈N ‖T
(F1,ψ1)
rn+1 (xn+1 +δA∗(T

(F2,ψ2)
sn+1 −I)Axn+1)−(xn+1 +δA∗(T

(F2,ψ2)
sn+1 −

I)Axn+1)‖,

ηn = supn∈N〈T
(F2,ψ2)
sn+1 Axn − T (F2,ψ2)

sn Axn, T
(F2,ψ2)
sn+1 Axn −Axn〉.

Since JM,λ(un − λEun) is a nonexpansive mapping, we have

‖wn+1 − wn‖ = ‖JM,λ(un+1 − λEun+1)− JM,λ(un − λEun)‖

≤ ‖(un+1 − λEun+1)− (un − λEun)‖

≤ ‖un+1 − un‖.
(3.11)

Next we easily estimate that

‖tn+1wn+1 − tnwn‖ ≤ ‖wn+1 − wn‖+
2

n+ 2
‖wn − p‖+

2

n+ 2
‖p‖

By (3.10) and (3.11) we can write

‖tn+1wn+1 − tnwn‖ ≤ ‖xn+1 − xn‖+ δ‖A‖( |sn+1−sn|sn+1
ηn)

1
2

+ |rn+1−rn|rn+1
σn+1 + 2

n+2 (‖xn − p‖+ ‖p‖),
(3.12)
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Setting xn+1 = βnxn + (1− βn)yn, then we have

yn+1 − yn = αn+1
1−βn+1

(γf(xn+1)−Btn+1wn+1 +
γn+1en+1
αn+1

)

+tn+1wn+1 − tnwn + αn
1−βn

(Btn − γf(xn)− γnen
αn

).

Using (3.12), we have

‖yn+1 − yn‖ ≤ αn+1
1−βn+1

(‖γf(xn+1)−Btn+1wn+1‖+
γn+1‖en+1‖

αn+1
‖)

+‖tn+1wn+1 − tnwn‖+ αn
1−βn

(‖γf(xn)−Btnwn‖+ γn‖en‖
αn
‖)

≤ αn+1
1−βn+1

(‖γf(xn+1)−Btn+1wn+1‖+
γn+1‖en+1‖

αn+1
) + ‖xn+1 − xn‖

+δ‖A‖( |sn+1−sn|sn+1
ηn)

1
2 + |rn+1−rn|

rn+1
σn+1 + 2

n+2 (‖xn − p‖+ ‖p‖)

+ αn
1−βn

(‖γf(xn)−Btnwn‖+ γn‖en‖
αn
‖)

which implies that

‖yn+1 − yn‖ − ‖xn+1 − xn‖

≤ αn+1
1−βn+1

(‖γf(xn+1)−Btn+1wn+1‖+
γn+1‖en+1‖

αn+1
) + δ‖A‖( |sn+1−sn|sn+1

ηn)
1
2

+ |rn+1−rn|rn+1
σn+1 + 2

n+2 (‖xn − p‖+ ‖p‖) + αn
1−βn

(‖γf(xn)−Btnwn‖+ γn‖en‖
αn
‖).

Hence, it follows by conditions (C1)− (C3) that

lim sup
n→∞

(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0. (3.13)

From Lemma 2.7 and (3.13), we get limn→∞ ‖yn+1 − xn‖ = 0, and

lim
n→∞

‖xn+1 − xn‖ = lim
n→∞

(1− βn)‖yn+1 − xn‖ = 0. (3.14)

Then limn→∞ ‖tn+1wn+1 − tnwn‖ = 0.

P2: We can write

‖xn − tnwn‖ ≤ ‖xn+1 − xn‖

+‖αnγf(xn) + βnxn + ((1− βn)I − αnB)tnwn + γnen − tnwn‖

≤ ‖xn+1 − xn‖+ αn‖γf(xn)−Btnwn‖+ βn‖xn − tnwn‖+ γn‖en‖.
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Then

(1− βn)‖xn − tnwn‖ ≤ ‖xn+1 − xn‖+ αn‖γf(xn)−Btnwn‖+ γn‖en‖.

Therefore we have

‖xn − tnwn‖ ≤ 1
1−βn

‖xn+1 − xn‖+ αn
1−βn

(‖(γf(xn)−Btnwn‖+ γn‖en‖
αn

).

Since αn → 0 and ‖xn+1 − xn‖ → 0 as n→∞ we obtain

lim
n→∞

‖xn − tnwn‖ = 0. (3.15)

P3: Since {xn} is bounded, we may assume a nonnegative real number N such that
‖xn − p‖ ≤ N . From (3.5) and (3.2), we have

‖xn+1 − p‖2

= ‖αnγf(xn) + βnxn + ((1− βn)I − αnB)tnwn + γnen − p‖2

= ‖αn(γf(xn)−Bp) + βn(xn − tnwn) + (1− αnB)(tnwn − p) + γnen‖2

≤ ‖(1− αnB)(tnwn − p) + βn(xn − tnwn)‖2 + 2〈αn(γf(xn)−Bp) + γnen, xn+1 − p〉

≤ (‖(1− αnB)(tnwn − p)‖+ βn‖xn − tnwn‖)2 + 2αn〈γf(xn)−Bp, xn+1 − p〉

+2〈γnen, xn+1 − p〉

≤ ((1− αnγ̄1)‖wn − p‖+ βn‖xn − tnwn‖)2 + 2αn〈γf(xn)−Bp, xn+1 − p〉

+2γn‖en‖N

= (1− αnγ̄1)2‖wn − p‖2 + β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N
(3.16)
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≤ (1− αnγ̄1)2‖un − p‖2 + β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

= (1− αnγ̄1)2(‖xn − p‖2 + δ(δ − 1
L2 )‖A∗(T (F2,ψ2)

sn − I)Axn‖2) + (βn)2‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ ‖xn − p‖2 + (αnγ̄1)2‖xn − p‖2 + (1− αnγ̄1)2δ(δ − 1
L2 )‖A∗(T (F2,ψ2)

sn − I)Axn‖2

+β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn(〈γf(xn)−Bp, xn+1 − p〉+ γn‖en‖
αn

N).

Therefore

(1− αnγ̄1)2δ( 1
L2 − δ)‖A

∗(T
(F2,ψ2)
sn − I)Axn‖2

≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + (αnγ̄1)2‖xn − p‖2 + β2
n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn(〈γf(xn)−Bp, xn+1 − p〉+ γn‖en‖
αn

N)

≤ (‖xn − p‖+ ‖xn+1 − p‖)‖xn − xn+1‖+ (αnγ̄1)2‖xn − p‖2 + β2
n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn(γ‖f(xn)‖+ ‖Bp‖+ γn‖en‖
αn

N).

Because of δ( 1
L2 − δ) > 0, ‖xn − xn+1‖ → 0 and ‖xn − tnwn‖ → 0 as n → ∞

and (C1) we obtain limn→∞ ‖A∗(T (F2,ψ2)
sn − I)Axn‖2 = 0

which implies that

lim
n→∞

‖(T (F2,ψ2)
sn − I)Axn‖2 = 0. (3.17)

It follows from (3.16)
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‖xn+1 − p‖2 = (1− αnγ̄1)2‖wn − p‖2 + β2
n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ (1− αnγ̄1)2(‖un − p‖2 + λ(λ− 2γ̄2)‖Eun − Ep‖2)

+β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N.
Therefore

(1− αnγ̄1)2λ(2γ̄2 − λ)‖Eun − Ep‖2

≤ (1− αnγ̄1)2‖un − p‖2 − ‖xn+1 − p‖2 + β2
n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + (αnγ̄1)2‖xn − p‖2 + β2
n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ (‖xn − p‖+ ‖xn+1 − p‖)‖xn − xn+1‖+ (αnγ̄1)2‖xn − p‖2 + β2
n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn(γ‖f(xn)‖+ ‖Bp‖+ γn‖en‖
αn

)N.

Because of λ(2γ̄2 − λ) > 0, ‖xn − xn+1‖ → 0 and ‖xn − tnwn‖ → 0 as n → ∞
and (C1) we obtain

lim
n→∞

‖Eun − Ep‖ = 0. (3.18)

P4: Since p ∈ Θ, we can obtain

‖un − p‖2 ≤ ‖xn − p‖2 − ‖un − xn‖2 + 2δ‖un − xn‖‖A∗(T (F2,ψ2)
an − I)Axn‖,

see [21]. It follows from (3.16) that



1462 H.R. SAHEBI

‖xn+1 − p‖2

≤ (1− αnγ̄1)2‖wn − p‖2 + β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ (1− αnγ̄1)2‖un − p‖2 + β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ (1− αnγ̄1)2(‖xn − p‖2 − ‖un − xn‖2 + 2δ‖A(un − xn)‖‖(T (F2,ψ2)
sn − I)Axn‖)

+β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ ‖xn − p‖2 + (αnγ̄1)2‖xn − p‖2 − (1− αnγ̄1)2‖un − xn‖2

+2(1− αnγ̄1)2δ‖A(un − xn)‖‖(T (F2,ψ2)
sn − I)Axn‖+ β2

n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2(αn〈γf(xn)−Bp, xn+1 − p〉+ γn‖en‖
αn

N).

Therefore we have

(1− αnγ̄1)2‖un − xn‖2

≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + (αnγ̄1)2‖xn − p‖2

+2(1− αnγ̄1)2δ‖A(un − xn)‖‖(T (F2,ψ2)
sn − I)Axn‖+ β2

n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn(〈γf(xn)−Bp, xn+1 − p〉+ γn‖en‖
αn

N)

≤ (‖xn − p‖+ ‖xn+1 − p‖)‖xn − xn+1‖+ (αnγ̄1)2‖xn − p‖2

+2(1− αnγ̄1)2δ‖A(un − xn)‖‖(T (F2,ψ2)
sn − I)Axn‖+ β2

n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn(γ‖f(xn)‖+ ‖Bp‖+ γn‖en‖
αn

)N.

Since αn → 0, βn → 0, ‖(T (F2,ψ2)
sn − I)Axn‖ → 0 and ‖xn − tnwn‖ → 0 as n→∞

and from (C1), we obtain

lim
n→∞

‖xn − un‖ = 0. (3.19)
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Since p ∈ Θ and JM,λ is 1-inverse strongly monotone [2, 22], we can obtain

‖wn − p‖2 = ‖JM,λ(un − λEun)− JM,λ(p− λEp)‖2

≤ 〈(un − λEun)− (p− λEp), wn − p〉

= 1
2 (‖(un − λEun)− (p− λEp)‖2 + ‖wn − p‖2

−‖(un − λEun)− (p− λEp)− (wn − p)‖2)

≤ 1
2 (‖un − p‖2 + ‖wn − p‖2 − ‖(un − λEun)− (p− λEp)− (wn − p)‖2)

≤ 1
2 (‖xn − p‖2 + ‖wn − p‖2 − ‖wn − un‖2 + 2λ〈un − wn, Eun − Ep〉

−λ2‖Eun − Ep‖2),
and hence,

‖wn − p‖2 ≤ ‖xn − p‖2 − ‖wn − un‖2 + 2λ‖un − wn‖‖Eun − Ep‖. (3.20)

It follows from (3.16) and (3.20) that

‖xn+1 − p‖2

≤ (1− αnγ̄1)2‖wn − p‖2 + β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ (1− αnγ̄1)2(‖un − p‖2 − ‖wn − un‖2 + 2λ‖un − wn‖‖Eun − Ep‖)

+β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N,
therefore we have
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(1− αnγ̄1)2‖wn − un‖2

≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + (αnγ̄1)2‖xn − p‖2 + (1− αnγ̄1)22λ‖un − wn‖‖Eun − Ep‖

+β2
n‖xn − tnwn‖2 + 2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖

+2αn〈γf(xn)−Bp, xn+1 − p〉+ 2γn‖en‖N

≤ (‖xn − p‖+ ‖xn+1 − p‖)‖xn − xn+1‖+ (αnγ̄1)2‖xn − p‖2

+(1− αnγ̄1)22λ‖un − wn‖‖Eun − Ep‖+ β2
n‖xn − tnwn‖2

+2(1− αnγ̄1)βn‖wn − p‖‖xn − tnwn‖+ 2αn(γ‖f(xn)‖+ ‖Bp‖+ γn‖en‖
αn

)N.

Since ‖xn − xn+1‖ → 0, ‖xn − tnwn‖ → 0 and ‖Eun −Ep‖ → 0 and from (C1), we
obtain

lim
n→∞

‖wn − un‖ = 0. (3.21)

Using (3.15), (3.19) and (3.21), we obtain

‖tnwn − wn‖ ≤ ‖tnwn − xn‖+ ‖xn − un‖+ ‖un − wn‖ → 0, as n→∞

which implies
lim
n→∞

‖tnwn − wn‖ = 0.

�

4. Main Result

Theorem 4.1. The Algorithm defined by (3.1) convergence strongly to z ∈
⋂n
i=1 Fix(T i)∩

Γ∩I(E,M), which is a unique solution of the variational inequality 〈(γf−B)z, y−
z〉 ≤ 0, ∀y ∈ Θ.

Proof. Let s = PΘ. We get

‖s(I −B + γf)(x)− s(I −B + γf)(y)‖ ≤ ‖(I −B + γf)(x)− (I −B + γf)(y)‖

≤ ‖I −B‖‖x− y‖+ γ‖f(x)− f(y)‖

≤ (1− γ̄1)‖x− y‖+ γα‖x− y‖

= (1− (γ̄1 − γα))‖x− y‖.
Then s(I − B + γf) is a contraction mapping from H1 into itself. Therefore by
Banach contraction principle, there exists z ∈ H1 such that z = s(I −B + γf)z =
PΘ(I −B + γf)z.
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We show that lim supn→∞〈(γf −B)z, xn − z〉 ≤ 0 where z = PΘ(I −B + γf). To
show this inequality, we choose a subsequence {wni} of {wn} such that

lim sup
n→∞

〈(γf −B)z, wn − z〉 = lim
n→∞

〈(γf −B)z, wni − z〉. (4.1)

Since {wni} is bounded, there exists a subsequence {wnij } of {wni} which converges
weakly to some w ∈ C. Without loss of generality, we can assume that wni ⇀ w.
From ‖tnwn − wn‖ → 0, we obtain tnwni ⇀ w.
Now, we prove that w ∈

⋂n
i=0 Fix(T i) ∩ Γ ∩ I(E,M). Let us first show that

w ∈ Fix(tn) = 1
n+1

∑n
i=0 Fix(T i). Assume that w /∈ 1

n+1

∑n
i=0 Fix(T i). Since

wni ⇀ w and tnw 6= w, from Opial’s conditions (2.4) and Lemma 3.3 (P4), we have

lim infn→∞ ‖wni − w‖ < lim infn→∞ ‖wni − tnw‖

≤ lim infn→∞(‖wni − tnwni‖+ ‖tnwni − tnw‖)

≤ lim infn→∞ ‖wni − w‖,

which is a contradiction. Thus, we obtain w ∈ Fix(tn). We show that w ∈ Γ. Since
un = T

(F1,ψ1)
rn (xn+ δA∗(T

(F2,ψ2)
sn − I)Axn), where dn = xn+ δA∗(T

(F2,ψ2)
sn − I)Axn,

we have

F1(un, y) + ψ1(un, y) +
1

rn
〈y − un, un − dn〉 ≥ 0, ∀y ∈ C.

It follows from the monotonicity of F1 that

ψ1(un, y) +
1

rn
〈y − un, un − dn〉 ≥ F1(un, y), ∀y ∈ C

which implies that

ψ1(un, y)+〈y−uni ,
uni − xni

rn
+δA∗(

(T
(F2,ψ2)
sni

− I)Axni
rn

)〉 ≥ F1(y, uni), ∀y ∈ C.

Because of ‖un − xn‖ → 0, we get uni ⇀ w and uni−xni
rn

→ 0.

Since limn→∞ ‖A∗(T (F2,ψ2)
sn − I)Axn‖ = 0 then A∗(

(T (F2,ψ2)sni
−I)Axni

rn
)→ 0.

Therefore

ψ1(uni , y) ≥ F1(y, uni), h1(w, y) ≥ F1(y, w).
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Let yt = ty + (1− t)w for all t ∈ (0, 1]. Since y ∈ C and w ∈ C, we get yt ∈ C. It
follows from Assumption 2.9 that

0 = F1(yt, yt) + ψ1(yt, yt) ≤ tF1(yt, y) + (1− t)F1(yt, w)

+tψ1(yt, y) + (1− t)ψ1(yt, w)

= t(F1(yt, y) + ψ1(yt, y))

+(1− t)(F1(yt, w) + ψ1(yt, w))

≤ F1(yt, y) + ψ1(yt, y),

so 0 ≤ F1(yt, y) + ψ1(yt, y).

Letting t→ 0, we obtain 0 ≤ F1(w, y)+ψ1(w, y). This implies that w ∈ GEP (F1, ψ1).
Now we show that Aw ∈ GEP (F2, ψ2). Since ‖un − xn‖ → 0, un ⇀ w as n → ∞
and {xn} is bounded, there exists a subsequence {xnj} of {xn} such that xnj ⇀ w
and since A is bounded linear operator so that Axnj ⇀ Aw.

Because of ‖(T (F2,ψ2)
sn − I)Axn‖ → 0, we have T (F2,ψ2)

sn Axnj ⇀ Aw. Therefore from
Lemma 2.11, we have

F2(T
(F2,ψ2)
snj

Axnj , v) + ψ2(T
(F2,ψ2)
snj

Axnj , v)

+
1

snj
〈v − T (F2,ψ2)snj

Axnj , T
(F2,ψ2)
snj

Axnj −Aw〉 ≥ 0, ∀v ∈ Q.

Since F2 is upper semicontinuous in first argument, taking lim sup to above inequal-
ity as j →∞, we obtain

F2(Aw, v) + ψ2(Aw, v) ≥ 0, ∀v ∈ Q,
which means that Aw ∈ GEP (F2, ψ2) and hence w ∈ Γ.
Now we show that w ∈ I(E,M). It follows from Lemma 2.4 that M + E is a
maximal monotone. Let (y, g) ∈ G(M + E), that is g − Ey ∈M(y).
Since wni = JM,λ(uni − λEuni), we have uni − λEuni ∈ (I + λM)(wni), then
1
λ (uni − wni − λEuni) ∈M(wni).
Since M + E is a maximal monotone, we have

〈y − wni , g − Ey −
1

λ
(uni − wni − λEuni)〉 ≥ 0,

and so

〈y − wni , g〉 ≥ 〈y − wni , Ey + 1
λ (uni − wni − λEuni)〉

= 〈y − wni , Ey − Ewni + Ewni − Euni + 1
λ (uni − wni)〉

≥ 0 + 〈y − wni , Ewni − Euni〉+ 〈y − wni , 1
λ (uni − wni)〉.

Since E is a γ̄2-inverse strongly monotone, we can easily observe that ‖Ewn −
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Eun‖ → 0.
It follows from (3.21), ‖Ewn − Eun‖ → 0 and wni ⇀ w that

lim
n→∞

〈y − wni , g〉 = 〈y − w, g〉 ≥ 0.

It follows from the maximal monotonicity of M + E that 0 ∈ (M + E)(w), that is
w ∈ I(E,M).
We claim that lim supn→∞〈(γf − B)z, xn − z〉 ≤ 0, where z = PΘ(I − B + γf).
Now from (2.1), we have

lim supn→∞〈(γf −B)z, xn − z〉 = lim supn→∞〈(γf −B)z, tnwn − z〉

≤ lim supi→∞〈(γf −B)z, tnwni − z〉

= 〈(γf −B)z, w − z〉 ≤ 0.
(4.2)

Next, we show that xn → z. It follows from (3.3) that

‖xn+1 − z‖2

= αn〈γf(xn)−Bz, xn+1 − z〉+ βn〈xn − z, xn+1 − z〉

+〈((1− βn)I − αnB)(tnwn − z) + γnen, xn+1 − z〉

≤ αn(γ〈f(xn)− f(z), xn+1 − z〉+ 〈γf(z)−Bz, xn+1 − z〉) + βn‖xn − z‖‖xn+1 − z‖

+‖(1− βn)I − αnB‖‖tnwn − z‖‖xn+1 − z‖+ γn‖en‖N

≤ αnαγ‖xn − z‖‖xn+1 − z‖+ αn〈γf(z)−Bz, xn+1 − z〉+ βn‖xn − z‖‖xn+1 − z‖

+(1− βn − αnγ̄1)‖xn − z‖‖xn+1 − z‖+ γn‖en‖N

≤ 1−αn(γ̄1−αγ)
2 (‖xn − z‖2 + ‖xn+1 − z‖2) + αn〈γf(z)−Bz, xn+1 − z〉+ γn‖en‖N

≤ 1−αn(γ̄1−αγ)
2 ‖xn − z‖2 + 1

2‖xn+1 − z‖2 + αn〈γf(z)−Bz, xn+1 − z〉+ γn‖en‖N.
This implies that

2‖xn+1 − z‖2 ≤ (1− αn(γ̄1 − αγ))‖xn − z‖2 + ‖xn+1 − z‖2

+2αn(〈γf(z)−Bz, xn+1 − z〉+ γn‖en‖
αn

N).

Then we have

‖xn+1 − z‖2 ≤ (1− αn(γ̄1 − αγ))‖xn − z‖2 + 2αnMn, (4.3)
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where kn = αn(γ̄1 − αγ) and Mn = 〈γf(z)−Bz, xn+1 − z〉+ γn‖en‖
αn

N .
Since limn→∞ αn = 0 and Σ∞n=0αn = ∞, it is easy to see that limn→∞ kn = 0,
Σ∞n=0kn = ∞ and lim supn→∞Mn ≤ 0. Hence, from (4.2) and (4.3) and Lemma
2.8, we deduce that xn → z, where z = PΘ(I −B + γf)z. �

5. Numerical Examples

In this section, we give some examples and numerical results for supporting our
main theorem.

Example 5.1. Let H1 = H2 = R, C = [0, 2] and Q = [−4,−2]; let F1, ψ1 :
C × C → R and F2, ψ2 : Q×Q→ R be defined by F1(x, y) = x(y − x), ψ1(x, y) =
2x(y−x), ∀x, y ∈ C and F2(u, v) = −2u(u−v), ψ2(u, v) = 3u(v−u), ∀u, v ∈ Q, and
let for each x ∈ R, we define f(x) = 1

6x, A(x) = −2x, B(x) = 1
2x, E(x) = 2x− 6,

and

Mx =

{
{x}, x > 2
{2}, x ≤ 2

and let, for each x ∈ C, Vix = −2αix, where αi = i + 1, i = 0, 1, · · · , 5 and
en = sinn. Then there exist unique sequences {wn}, {xn} ⊂ R, {un} ⊂ C, and
{zn} ⊂ Q generated by the iterative schemes

zn = T
(F2,ψ2)
sn (Axn); un = T

(F1,ψ1)
rn (xn + 1

32A
∗(zn −Axn));

wn = (I +M)−1(un − Eun);

(5.1)

xn+1 = (
1

3n
+

1

2(n+ 1)2
)xn+((1− 1

2(n+ 1)2
)I− 1

n
B)

1

n+ 1

n∑
i=0

T iwn+γnen (5.2)

where αn = 1
n , βn = 1

2(n+1)2 , γn = 1
n3 , rn = 1 + 2

n and sn = n
2n+1 .

It is easy to prove that the bifunctions F1, ψ1 and F2, ψ2 satisfy the Assumption 2.9
and F2 is upper semicontinuous, A is a bounded linear operator on R with adjoint
operator A∗ and ‖A‖ = ‖A∗‖ = 1. Hence δ ∈ (0, 1), so we can choose δ = 1

32 .
Further, f is contraction mapping with constant α = 1

5 and B is a strongly positive
bounded linear operator with constant γ̄1 = 1

4 on R. Therefore, we can choose
γ = 2 which satisfies 0 < γ < γ̄1

α < γ + 1
α . And E is a inverse strongly monotone

mapping on R with γ̄2 ∈ (0, 1], then λ ∈ (0, 2). We can choose λ = 1. Furthermore,
it is easy to observe that 2 ∈ I(E,M), 2 ∈ EP (F1, ψ1), −4 ∈ EP (F2, ψ2). Hence
Θ = {2} 6= ∅. After simplification, schemes (5.5) and (5.6) reduce to

zn = − 16n+(4n+2)xn
6n+1 ;

un = 592n2+1248n+192+(88n2+16n)xn
32(2n+3)(6n+1) ;

wn = −un + 6

(5.3)
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xn+1 = (
1

3n
+

1

2(n+ 1)2
)xn+

1

6
(1− 1

2(n+ 1)2
− 1

2n
)(24t−20)wn+

1

n3
sinn, (5.4)

where t ∈ [ 7
9 , 1). Following the proof of Theorem 4.1, we obtain that {zn} converges

strongly to {−4} ∈ GEP (F2, ψ2) and {xn}, {un}, {wn} converges strongly to w =

{2} ∈
⋂3
i=0 Fix(T i) ∩ Ω ∩ I(E,M) 6= ∅ as n→∞. Figure 1 indicates the behavior

of xn for algorithm (5.4).

Figure 1. The graph of {xn} with initial value x1 = 0.5.

Example 5.2. Let H1 = H2 = R, C = [0, 4] and Q = [0, 2]; let F1 : C × C → R
and F2 : Q × Q → R be defined by F1(x, y) = x(y − x), ∀x, y ∈ C and F2(u, v) =
−2u(u − v), ∀u, v ∈ Q, and let for each x ∈ R, we define f(x) = 1

8x, A(x) =
−x, B(x) = x, E(x) = 2x, and

Mx =

{
{2x}, x > 0
{0}, x ≤ 0

and let, for each x ∈ C, Vix = −αix, where αi = 2
i+1 , i = 0, 1, · · · , 5 and en =

cosn. Then there exist unique sequences {wn}, {xn} ⊂ R, {un} ⊂ C, and {zn} ⊂
Q generated by the iterative schemes

zn = TF2sn (Axn); un = TF1rn (xn + 1
4A
∗(zn −Axn));

wn = (I + 3
2M)−1(un − 3

2Eun);
(5.5)
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xn+1 = (
1

4
√
n

+
1

n+ 1
)xn + ((1− 1

n+ 1
)I − 1√

n
B)

1

n+ 1

n∑
i=0

T iwn + γnen (5.6)

where αn = 1√
n
, βn = 1

n+1 , γn = 1
n2 , rn = 1 + 1

n and sn = 2n
3n−1 .

It is easy to prove that the bifunctions F1 and F2 satisfy the Assumption 2.9 and F2

is upper semicontinuous, A is a bounded linear operator on R with adjoint operator
A∗ and ‖A‖ = ‖A∗‖ = 1. Hence δ ∈ (0, 1), so we can choose δ = 1

4 . Further, f
is contraction mapping with constant α = 1

7 and B is a strongly positive bounded
linear operator with constant γ̄1 = 1 on R. Therefore, we can choose γ = 2 which
satisfies 0 < γ < γ̄1

α < γ + 1
α . And E is a inverse strongly monotone mapping on

R with γ̄2 ∈ (0, 1], then λ ∈ (0, 2). We can choose λ = 3
2 . Furthermore, it is easy

to observe that 0 ∈ I(E,M), 0 ∈ EP (F1), 0 ∈ EP (F2). Hence Θ = {0} 6= ∅. After
simplification, schemes (5.5) and (5.6) reduce to

zn =
(3n− 1)xn

7n− 1
; un =

(18n− 2)xn
4(7n− 1)

; wn = −1

8
un (5.7)

xn+1 = (
1

4
√
n

+
1

n+ 1
)xn+

1

1080
(1− 1

n+ 1
− 1√

n
)(227t−67)wn+

1

n2
cosn, (5.8)

where t ∈ [ 1
3 , 1). Following the proof of Theorem 4.1, we obtain that {zn} converges

strongly to {0} ∈ EP (F2) and {xn}, {un}, {wn} converges strongly to w = {0} ∈⋂5
i=0 Fix(T i) ∩ Ω ∩ I(E,M) 6= ∅ as n→∞. Figure 2 indicates the behavior of xn

for algorithm (5.8).

Figure 2. The graph of {xn} with initial value x1 = 0.45.
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Abstract. The main objective of this paper is to present a common fixed
point theorem for two pairs of single and set valued mappings via subsequential
continuity and δ- compatibility. To illustrate the validity of our results, an
example is provided and we give also an application for a system of integral
inclusions of Volterra type.

1. Introduction

Fixed point theory is one of the important tools in the study of several problems
in non linear analysis, physics, economics,.... Starting from Banach principle, some
results and generalizations were given in this way. A common fixed point theorem
generally involves conditions on commutativity, continuity and contractive condi-
tion of the given mappings, with completeness, or closedness of the underlying space
or subspaces, along with conditions on suitable containment amongst the ranges of
involved mappings. Sessa [20] has weakened the notion of commuting mappings to
weakly commuting, later Jungck [14] introduced the concept of compatibility for a
pair of self maps, which was extended to hybrid pair of mappings by Kaneko and
Sessa [16]. Afterwards Jungck et al. [15] have furnished an extension to compati-
ble mappings notion, called weak compatibility in the setting of single-valued and
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multi-valued mappings. Recently, Bouhadjera and Godet Tobie [7] introduced sub-
sequential continuity which is weaker than the reciprocal continuity introduced by
Pant [19]. In fact every non-vacuously pair of reciprocally continuous maps is nat-
urally subsequentially continuous. However subsequentially continuous mappings
are neither sequentially continuous nor reciprocally continuous. Quite recently, Be-
loul et al. [5] extended the notion of subsequential continuity to the context of set
value maps in order to establish a common fixed point by using Hausdorff distance,
while there is a function called δ-distance which defined by Fisher [10], although
δ-distance is not a metric like the Hausdorff distance, but shares most of the prop-
erties of a metric, some results on δ-distance can be found in [1,4,6]. Common fixed
point theorem commonly require commutativity, continuity, completeness together
with a suitable condition on containment of ranges of involved maps beside an ap-
propriate contraction condition. Thus, research in this field is aimed at weakening
one or more of these conditions.
In this paper we will utilize a θ-contraction introduced by Jleli and Samet [12] and
δ-distance to establish a strict coincidence and a strict common fixed point of a
δ-compatible and subsequentially hybrid pair of mappings, without continuity or
reciprocal continuity, weak reciprocal continuity, completeness and containment of
ranges.

2. Preliminaries

Let (X, d) be a metric space, B(X) is the set of all non-empty bounded subsets
of X. For all A,B ∈ B(X) we define the two functions:D, δ : B(X)×B(X)→ R+
such that

D(A,B) = inf{d(a, b); a ∈ A, b ∈ B},
δ(A,B) = sup{d(a, b); a ∈ A, b ∈ B}.

If A consists of a single point a, we write δ(A,B) = δ(a,B) and D(A,B) = D(a,B),
also if B = {b} is a singleton we write

δ(A,B) = D(A,B) = d(a, b).

Clearly that δ satisfies the following properties:

δ(A,B) = δ(B,A) ≥ 0,

δ(A,B) ≤ δ(A,C) + δ(C,B),

δ(A,A) = diamA,

δ(A,B) = 0 implies A = B = {a},
for all A,B,C ∈ B(X).
Notice that for all a ∈ A and b ∈ B we have

D(A,B) ≤ d(a, b) ≤ δ(A,B),

where A,B ∈ B(X).
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Definition 1. [20] Two mappings S : X → B(X) and f : X → X are to be weakly
commuting on X if fSx ∈ B(X) and for all x ∈ X:

δ(Sfx, fSx) ≤ max{δ(fx, Sx), diam(fSx)}.

Definition 2. [17] A hybrid pair of mappings (f, S) of a metric space (X, d) is
δ-compatible if

lim
n→∞

δ(Sfxn, fSxn) = 0,

whenever {xn} is a sequence in X such that fSxn ∈ B(X), limn→∞ Sxn = {z},
and limn→∞ fxn = z, for some z ∈ X.

Definition 3. [19] The pair of self mappings (f, g) on a metric space(X, d) is said
to be reciprocally continuous if

lim
n→∞

fgxn = ft

and
lim
n→∞

gfxn = gt,

where limn→∞ fxn = limn→∞ gxn = t, for some t in X.

Later, Singh and Mishra [21] generalized the concept of reciprocal continuity to
the setting of single and set-valued maps as follows.

Definition 4. [21] Two maps f : X → X and S : X → B(X) are reciprocally
continuous on X (resp. at t ∈ X) if and only if fSx ∈ B(X) for each x ∈ X (resp.
fSt ∈ B(X)) and

lim
n→∞

fSxn = fM, lim
n→

Sfxn = St,

whenever {xn} is a sequence in X such that limn→∞ Sxn = M ∈ B(X), limn→∞ fxn =
t ∈M

Definition 5. [7] Two self-mappings f and g on a metric space (X, d) are said to
be subcompatible if there exists a sequence {xn} such that:

lim
n→∞

fxn = lim
n→∞

gxn = t and lim
n→∞

d(fgxn, gfxn) = 0,

for some t ∈ X.

Definition 6. [7] The pair (f, g) of self mappings is said to be subsequentially con-
tinuous if there exists a sequence {xn} in X such that limn→∞ fxn = limn→∞ gxn =
z, for some z ∈ X and limn→∞ fgxn = fz, limn→∞ gfxn = gz.

Definition 7. [5] Let f : X → X and S : X → CB(X) two single and set-valued
mappings respectively, the hybrid pair (f, S) is to be subsequentially continuous if
there exists a sequence {xn} such that

lim
n→∞

Sxn = M ∈ CB(X) and lim
n→∞

fxn = z ∈M,

for some z ∈ X and limn→∞ fSxn = fM, limn→∞ Sfxn = Sz.
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Notice that continuity or reciprocal continuity implies subsequential continuity,
but the converse may be not.

Example 8. Let X = [0, 1] and d the euclidian metric, we define f, S by

fx =

{
1− x, 0 ≤ x ≤ 1

2
1
4 ,

1
2 < x ≤ 1

Sx =

{
[0, x], 0 ≤ x ≤ 1

2
[x− 1

2 , x], 1
2 < x ≤ 1

We consider a sequence {xn} such that for each n ≥ 1 we have: xn = 1
2 −

1
n+1 ,

clearly that limn→∞ fxn = 1
2 ∈ [0, 12 ] and limn→∞ Sxn = [0, 12 ] ∈ B(X), also we

have:

lim
n→∞

fSxn = lim
n→∞

[
1

2
+

1

n
, 1] = [

1

2
, 1] = f([0,

1

2
]),

and

lim
n→∞

Sfxn = lim
n→∞

[
1

n
,

1

2
+

1

n
] = [0,

1

2
] = S(

1

2
),

then (f, S) is subsequentially continuous.
On the other hand, consider a sequence {yn} which defined for all n ≥ 1 by: yn =
1
2 + 1

n+1 , we have

lim
n→∞

fxn =
1

2
∈ [0, 1], and lim

n→∞
Sxn = [0, 1] ∈ B(X),

however

lim
n→∞

fSxn = lim
n→∞

f([
1

n
, 1 +

1

n
]) 6= f([0, 1]),

then f and S are never reciprocally continuous.

Let Θ be the set of all functions θ : (0,+∞)→ (1,+∞) be a function satisfying:

(θ1) : θ is non decreasing,
(θ2) : for each sequence {tn} in (0,+∞), limn→∞ tn = 1 if and only if limn→∞ tn =

0,
(θ3) : there exists r ∈ (0, 1) and l ∈ (0,∞] such that limt→0+

θ(t)−1
tr = l.

Example 9. For all i ∈ {1, 2, 3}, the following functions are elements of Θ.
1) θ1(t) = et. 2) θ2(t) = ete

t

. 3) θ3(t) = e
√
t. 4) θ4(t) = e

√
tet .

Definition 10. [12] Let (X, d) be a metric space and T : X → X be a mapping.
For θ ∈ Θ, we say T is θ-contraction, if there exists k ∈ [0, 1] such that for x, y ∈ X,
d(Tx, Ty) > 0 implies θ(d(Tx, Ty)) ≤ [θ(d(x, y))]k.

Theorem 11. [12] Let (X, d) be a complete metric space and let T : X → X be an
θ-contraction. Then T has a unique fixed point in X.
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3. Main results

In this section, we introduce a multivalued θδ-contraction and prove a common
fixed point theorem for hybrid pair mappings with δ-distance.

Definition 12. Let (X, d) be a metric space and T : X → B(X) be a mapping. For
θ ∈ Θ, we say T is θδ-contraction, if there exists k ∈ [0, 1] such that for x, y ∈ X,
δ(Tx, Ty) > 0 implies θ(δ(Tx, Ty)) ≤ [θ(d(x, y))]k.

Definition 13. Let f be a self mapping on a metric space (X, d) and let T : X →
B(X) be a multivalued mapping. Then T is called generalized multivalued (f, θδ-
contraction if for all x, y ∈ X there exists k ∈ [0, 1] such that,

δ(Tx, Ty) > 0 implies θ(δ(Tx, Ty)) ≤ [θ(R(x, y))]k,

where θ ∈ Θ

R(x, y) = max{d(fx, fy), D(fx, Tx), D(fy, Ty),
1

2
[D(fx, Ty) +D(fy, Tx)]}.

Now we extend the last definition for two pairs of hybrid pair, in order to establish
a common fixed point for set valued and single valued mapping in metric space,
without continuity and completeness of space, we use only subsequential continuity
with δ-compatibility.

Theorem 14. Let f, g : X → X be single valued mappings and S, T : X → B(X)
be multi-valued mappings of metric space (X, d). If the two pairs (f, S) and (g, T )
are subsequentially continuous and δ-compatible. Then the pair (f, S) as well as
(g, T ) has a strict coincidence point. Moreover, f, g, S and T have a common strict
fixed point provided that there exists k ∈ (0, 1) such that for all x, y in X we have:

δ(Sx, Ty) > 0 implies θ(δ(Tx, Ty)) ≤ [θ(R(x, y))]k, (1)

where θ ∈ Θ. and

R(x, y) = max{d(fx, fy), D(fx, Tx), D(gy, Ty),
1

2
[D(fx, Ty) +D(fy, Tx)]}.

Proof. Since (f, S) is subsequentially continuous, there exists a sequence {xn} in
X such that

lim
n→∞

Sxn = M ∈ B(X), lim
n→∞

fxn = z ∈M.

lim
n→∞

fSxn = fM, lim
n→∞

Sfxn = Sz,

Also, the pair (f, S) is δ-compatible implies that

lim
n→∞

δ(fSxn, Sfxn) = δ(fM,Sz) = 0,

which gives that fM = Sz = {fz}, and so z is a coincidence point of f and S.
Similarly, for the pair (g, T ) there exists a sequence {yn} in X such that

lim
n→∞

Tyn = N ∈ B(X) and lim
n→∞

gyn = t ∈ N
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and
lim
n→∞

gTyn = gN, lim
n→∞

Tgyn = Tt.

The pair (g, T ) is δ-compatible, implies that

lim
n→∞

δ(gTyn, T gyn) = δ(gN, T t) = 0.

Then gN = Tt and Tt is a singleton, i.e, Tt = {gt} and t is a strict coincidence
point of g and T .
Now, we claim fz = gt, if not so δ(Sz, T t) > 0, otherwise

d(fz, gt) ≤ δ(Sz, T t) = 0,

which is a contradiction. Then by using (1), we get:

θ(δ(Sz, T t)) ≤ [θ(R(z, t))]k.

Since Sz = {fz} and Tt = {gt}, we get
D(fz, Sz) = D(gt, T t) = 0,

D(fz, T t) = d(fz, gt)

and D(gt, Sz) = d(fz, gt). Hence

R(z, t) = max{d(fz, gt), D(fz, Sz), D(gt, T t),
1

2
(D(fz, T t) +D(gt, Sz))}.

Subsisting in (1) we get

θ(d(fz, gt)) = θ(δ(Sz, T t)) ≤ [θ(d(fz, gt))]k < θ(d(fz, gt)),

which is a contradicts that θ(t) > 1 for all t ≥ 0. Then fz = gt.
Now we claim z = fz, if not by taking x = xn and y = t in (1), δ(Sxn, T t) > 0,
otherwise letting n→∞, we get

d(z, fz) = d(z, gt) ≤ δ(M,Tt) = 0,

which contradicts that z 6= fz, and so we have

θ(δ(Sxn, T t)) ≤ [θ(R(xn, t))]
k.

Letting n→∞, we get M(xn, t)→ d(z, fz) and so we have:

θ(d(z, fz)) ≤ θ(δ(M,Tt) ≤ [θ(d(z, fz))]k < θ(d(z, fz)),

which is a contradiction. Hence z is a fixed point for f and S.
We will show z = t, if not by taking x = xn and y = yn in (1), δ(Sxn, T yn) > 0, if
not letting n→∞, we get:

d(z, t) ≤ δ(M,N) = 0,

which is a contradiction, so we have:

θ[δ(Sxn, Tyn)] ≤ θ[R(xn, yn)]k
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Taking n→∞, we get:
θ(d(z, t)) < θ(δ(M,N) ≤ [θ(d(z, t))]k < θ(d(z, t)),

which is a contradiction. Hence z = t and consequently z is a common fixed point
for f, g, S and T . For the uniqueness, let w be another fixed point, by and using
(1), δ(Sz, Tw) > 0, if not d(z, t) ≤ δ(Sz, T t) = 0, which is a contradiction. Then
we have:

θ(d(z, w)) < θ(δ(Sz, Tw)) ≤ [θ(d(z, w))]k < θ(d(z, w)),

which is a contradiction. Then z is unique. �

If f = g and S = T we obtain the following corollary:

Corollary 15. Let f : X → X be a single valued mapping and S : X → B(X)
be a multi-valued mapping of metric space (X, d). Suppose that the pair (f, S)
is subsequentially continuous, as well is δ-compatible and there exist θ ∈ Θ and
k ∈ [0, 1) such that for all x, y in X we have:

δ(Sx, Sy) > 0 implies θ(δ(Sx, Sy)) ≤ [θ(M(x, y))]k,

where

R(x, y) = max{d(fx, fy), D(fx, Sx), D(fy, Sy),
1

2
[D(fx, Sy) +D(fy, Sx)]}.

Then f and S have a strict common fixed point.

If S and T are single valued maps, we get the following corollary:

Corollary 16. Let (X, d) a metric space and let f, g, S, T : X → X be self map-
pings, if the pair (f, S) is subsequentially continuous and compatible as well as
(g, T ). Then f and S have a coincidence point as well as g and T . Moreover,
f, g, S and T have a common fixed point provided that there exists k ∈ [0, 1) and
θ ∈ Θ such that for all x, y in X we have:

d(Sx, Ty) > 0 : implies : θ(d(Tx, Ty)) ≤ [θ(R(x, y))]k,

where

R(x, y) = max{d(fx, gy), d(fx, Sx), d(gy, Ty),
1

2
[d(fx, Ty) + d(gy, Sx)]}.

Example 17. Let X = [0, 2], d(x, y) = |x− y| and f, g, S and T defined by

fx = gx =

{
x+1
2 , 0 ≤ x ≤ 1

0, 1 < x ≤ 2
Fx = Tx =

{
{1}, 0 ≤ x ≤ 1
[ 54 , 2], 1 < x ≤ 2

Consider a sequence {xn} for all n ≥ 1 such that xn = 1− 1
n , it is clear that

lim
n→∞

fxn = 1 ∈ {1}

and
lim
n→∞

Txn = {1},
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which implies that the pair (f, T ) is subsequentially continuous. On other hand, we
have

lim
n→∞

δ(fTxn, T fxn) = δ({1}, {1}) = 0.

so (f, S) is δ-compatible.
For the inequality (1), by taking θ(t) = et and k = 9

10 , we discuss the following
cases:

(1) For x, y ∈ [0, 1], we have δ(Tx, Ty) = 0.
(2) For x ∈ [0, 1] and y ∈ (1, 2], we have:

δ(Tx, Ty) = 1 ≤ 3

2
≤ 9

10
D(fy, Ty),

which implies

eδ(Tx,Ty) ≤ (eD(fy,Ty))
9
10 ≤ (eR(x,y))

9
10 .

(3) For x ∈ (1, 2] and y ∈ [0, 1], we have

δ(Tx, Ty) = 1 ≤ 3

2
≤ 9

10
D(fy, Ty),

this yields

eδ(Tx,Ty) ≤ (eD(fx,Tx))
9
10 ≤ (eR(x,y))

9
10 .

(4) For x, y ∈ (1, 2] we have

δ(Tx, Ty) = 1 ≤ 3

2
≤ 9

10
D(fx, Tx),

then
eδ(Tx,Ty) ≤ (eD(fx,Tx))

9
10 ≤ (eR(x,y))

9
10 .

hence f and T satisfy (1), therefore 1 is the unique common strict fixed point of
f and S.

4. Application to integral inclusions

In this section, we apply the obtained results to assert the existence of solution
for a system of integral inclusions.
Consider the following integral inclusions system’s.

xi(t) ∈ g(t) +

∫ t

0

Ki(t, s, xi(s))ds, i = 1, 2 (2)

where g is a continuous function on [0, 1], i,e., f ∈ C([0, 1],R) and Ki : [0, 1] ×
[0, 1]× R→ CB(R) are a set valued functions.
Clearly X = C([0, 1]) with convergence uniform metric’s d∞(x, y) = supx∈X |x(t)−
y(t)| is a complete metric space. Define two set valued mappings:

Sx1(t) = {z ∈ X, z(t) ∈ f(t) +

∫ t

0

K1(t, s, x1(s))ds},
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Tx2(t) = {z ∈ X, z(t) ∈ f(t) +

∫ t

0

K2(t, s, x2(s))ds}.

Assume that;
A1 : The function Ki : (t, s) 7→ Ki(t, s, xi(s)) are continuous on [0, 1]× (0, 1] for

all x ∈ C((0, 1]);
A2 : For all xi ∈ X and ki ∈ Ki (i = 1, 2), there exists a function ϕ : [0, 1] ×

[0, 1]→ [0,+∞) such that

|k1(t, s, x1(s))− k2(t, s, x2(s))| ≤ ϕ(t, s)|x1 − x2|;
A3 : There exists τ > 0 such that

sup
t∈[0,1]

∫ t

0

ϕ(t, s)ds ≤ e−τ ;

A4 : There exist two sequences {xn}, {yn} and two elements x, y in X such that

lim
n→∞

Sxn = M ∈ B(X),

lim
n→∞

xn = x ∈M
and

lim
n→∞

Tyn = N ∈ B(X),

lim
n→∞

yn = y ∈ N.

Theorem 18. Under assumptions (A1)−(A4) the system of integral inclusions (2)
has a solution in C((0, 1])× C([0, 1]).

Proof. The system (2) has a solution if and only if S and T have a common fixed
point.
Denote IX the identity operator on X.
From condition (4), the two pairs (IX , S) and (IX , T ) are subsequentially continu-
ous as well as δ-compatible.

For the contractive condition (1), let x1, x2 ∈ C([0, 1]) and z1 ∈ Sx1, then there
exists k1 ∈ K1 such that

z1(t) = f(t) +

∫ t

0

k1(t, s, x1(s))ds.

Let z2 ∈ f(t) +
∫ t
0
K2(t, s, x2(t))ds, i.e.,

z2(t) = f(t) +

∫ 1

0

k2(t, s, x2(s))ds,

for some k2 ∈ K2, so we have

|z1 − z2| ≤
∫ t

0

|k1(t, s, x1(s))− k2(t, s, x2(s))|ds
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≤
∫ t

0

|x1 − x2|ϕ(t, s)ds.

Since Ki, i = 1, 2 are bounded, so we have

sup
zi∈X

|z1 − z2| ≤ ‖x1 − x2‖∞
∫ t

0

ϕ(t, s)ds,

which implies that
δ(Sx1, Tx2) ≤ e−τd(x1, x2)

≤ e−τ max{d(x1, x2), d(x1, Sx1), d(x2, Tx2),
1

2
(d(x1, Tx2) + d(x2, Sx1))}.

Since θ is non decreasing we get

e
√
δ(Sx1,Tx2) ≤

(
e

√
L(x1,x2)

2

)e−τ
,

where L(x1, x2) = max{d(x1, x2), d(x1, Sx1), d(x2, Tx2),
1
2 (d(x1, Tx2)+d(x2, Sx1))}.

Hence all hypotheses of Theorem 14 are satisfied, with θ(t) = e
√
t, k = e−τ and

f = g = IX , therefore the system (2) has a solution. �

5. Conclusion

We have established common fixed point theorems for two hybrid pairs θ-contrac-
tion using δ-distance without exploiting the notion of continuity or reciprocal con-
tinuity, weak reciprocal continuity. Since θ-contraction is a proper generalization
of ordinary contraction, our results generalize, extend and improve the results of
Jleli and Samet [12] and others existing in literature, without using completeness
of space or subspace, containment requirement of range space.
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Abstract. In 1974, Krivonosov defined the concept of localized sequence that
is defined as a generalization of Cauchy sequence in metric spaces. In this
present work, the A-statistically localized sequences in n-normed spaces are de-
fined and some main properties of A-statistically localized sequences are given.
Also, it is shown that a sequence is A-statistically Cauchy iff its A-statistical
barrier is equal to zero. Moreover, we define the uniformly A-statistically
localized sequences on n-normed spaces and investigate its relationship with
A-statistically Cauchy sequences.

1. Introduction and Background

In 1922, Banach defined normed linear spaces as a set of axioms. Since then,
mathematicians keep on trying to find a proper generalization of this concept.
The first notable attempt was by Vulich [41]. He introduced K-normed space in
1937. In another process of generalization, Siegfried Gähler [5] introduced 2-metric
in 1963. As a continuation of his research, Gähler [6] proposed a mathematical
structure, called 2-normed space, as a generalization of normed linear spaces. A.H.
Siddiqi delivered a series of lectures on this theme in various conferences in India
and Iran. His joint paper with Gähler and Gupta [8] also provide valuable results
related to the theme of this paper. Results up to 1977 were summarized in the
survey paper by Siddiqi [40]. As a further extension, he introduced n-metric and
n-norm in his subsequent works Gähler [7] and regarded normed linear spaces as 1-
normed spaces. However, many researchers disagree to consider 2-norm and n-norm
as generalization of norm. In spite of this disagreement, several researchers have
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worked on this topic for decades Gürdal and Pehlivan [10,11], Gürdal and Açık [12],
Gürdal and Şahiner [13], Gürdal et al. [14], Mohiuddine et al. [23], Mursaleen [24],
Savaş and Sezer [37], Savaş and Gürdal [31—33], Savaş et al. [34] and Yegül and
Dündar [45,46]. They have found out many interesting properties of this space and
lots of fixed point theorems are established.
This paper was inspired by Krivonosov [18], where the concept of a localized

sequence was introduced, which can be treated as a generalization of a Cauchy
sequence in metric spaces. We will often quote some results from Krivonosov [18],
that can be easily transferred to the concept of A-statistically localized sequence
and the A-statistical localor of a sequence in n-normed space. Let X is a metric
space with a metric d(·, ·) and (xn) is a sequence of points in X. It is an interesting
fact that if F : X → X is a mapping with the condition d(Fx, Fy) ≤ d(x, y)
for all x, y ∈ X, then for every x ∈ X the sequence (Fnx) is localized at every
fixed point of the mapping F. This means that fixed points of the mapping F is
contained in the localor of the sequence (Fnx) . Motivating the above facts and the
fact that the localor of a sequence can be extended by changing the usual limit to
the statistical limit (see Fridy [4]) of a sequence. Recently, the authors in [25] have
extended the concepts and results, which were given in [18], by changing the usual
limit to the statistical limit in metric spaces. This definition has been extended to
statistical localized and ideal localized in metric space Nabiev et al. [25,26] and in
2-normed spaces Yamancıet al. [43,44], and they obtained interested results about
this concept.
This paper consists of three sections with the new results in sections 2-3. In

Section 2 the concept of the A-statistically localized sequence and the A-statistical
localor of a sequence in n-normed space is introduced and fundamental properties
of A-statistically localized sequences are studied. In Section 3, we prove that a
sequence is A-statistically Cauchy sequence if and only if its A-statistical barrier is
equal to zero. Moreover, we define the uniformly A-statistically localized sequences
on n-normed spaces and investigate its relationship with A-statistically Cauchy
sequences and prove that in n-normed linear spaces each A-statistically bounded
sequence has everywhere A-statistically localized subsequence.
Throughout this paper, let A be a nonnegative regular matrix and N will denote

the set of all positive integers. Let X and Y be two sequence spaces and A = (ank)

be an infinite matrix. If for each x ∈ X the series An(x) =

∞∑
k=1

ankxk converges

for each n and the sequence Ax = {An(x)} ∈ Y, we say that A maps X into Y.
By (X,Y ) we denote the set of all matrices which maps X into Y. In addition if
the limit is preserved, then we denote the class of such matrices by (X,Y )reg . A
matrix A is called regular if A ∈ (c, c) and limk→∞Ak(x) = limk→∞ xk for all
x = {xk}k∈N ∈ c when c, as usual, stands for the set of all convergent sequences.
It is well known that the necessary and suffi cient condition for A to be regular are
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i) ‖A‖ = supn
∑
k

|ank | <∞;

ii) lim ank = 0, for each k;

iii) limn

∑
k

ank = 1.

The idea of A-statistical convergence was introduced by Kolk [17] using a non-
negative regular matrix A. For a nonnegative regular matrix A = (ank), a set
K ⊂ N will be said to have A-density if δA(K) = limn→∞

∑
k∈K

ank exists. The

real number sequence x = {xk}k∈N is said to be A-statistically convergent to
L provided that for every ε > 0 the set K(ε) = {k ∈ N : |xk − L| > ε} has A-
density zero. Note that the idea of A-statistical convergence is an extension of the
idea of statistical convergence introduced by Fast [3] using the idea of asymptotic
density and later studied by Fridy [4], Connor [1], Salat [29], Gürdal and Ya-
mancı[15], Mohiuddine and Alamri [20], Yamancıand Gürdal [42] and Savaş [30]
(also, see [16,19,21,22,35,36,38]). Let K = {k (j) : k (1) < k (2) < k (3) < ...} ⊂ N
and {x}K =

{
xk(j)

}
be a subsequence of x. If the set K has A-density zero (i.e.

δA(K) = 0) the subsequence {x}K of the sequence x is called an A-thin sub-
sequence. If the set K does not have A-density zero, the subsequence {x}K is
called an A-nonthin subsequence of x. The statement δA (K) 6= 0 means that either
δA (K) > 0 or δA (K) is not defined (i.e. K does not have A-density).
In [2], Connor and Kline extended the concept of a statistical limit (cluster) point

of a number sequence x to a A-statistical limit (cluster) point replacing the matrix
C1 by a nonnegative regular matrix A. Recall that the number λ is a A-statistical
limit point of the number sequence x provided that there is a subset K = {k (j)}∞j=1

of positive integers with δA (K) 6= 0 and xk(j) → λ is j →∞ (see [2]). The number
γ is a A-statistical cluster point of the number sequence x = (xk) provided that for
every ε > 0, δA(Kε) 6= 0 where Kε := {k ∈ N : |xk − γ| < ε} (see [2]).
Now we recall the n-normed space which was introduced in [9] and some defini-

tions on n-normed space (see [39]).

Definition 1. Let n ∈ N and X be a real vector space of dimension d ≥ n. (Here we
allow d to be infinite.) A real-valued function ‖., ..., .‖ on Xnsatisfying the following
four properties

(i) ‖x1, x2, ..., xn‖ = 0 if and only if x1, x2, ..., xn are linearly dependent;
(ii) ‖x1, x2, ..., xn‖ is invariant under permutation;
(iii) ‖x1, x2, ..., xn−1, αxn‖ = |α| ‖x1, x2, ..., xn−1, xn‖, for any α ∈ R;
(iv) ‖x1, x2, ..., xn−1, y + z‖ ≤ ‖x1, x2, ..., xn−1, y‖+ ‖x1, x2, ..., xn−1, z‖ ,

is called an n-norm on X and the pair (X, ‖., ..., .‖) is called an n-normed space.

It is well-known fact from the following corollary that n-normed spaces are ac-
tually normed spaces (see also [7]).
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Corollary 1. ( [9]) Every n-normed space is an (n − r)-normed space for all
r = 1, ..., n− 1. In particular, every n-normed space is a normed space.

Example 1. A standard example of an n-normed space is X = Rn equipped with
the n-norm is

‖x1, x2, ..., xn−1, xn‖ := the volume of the n-dimensional parallelepiped spanned

by x1, x2, ..., xn−1, xn in X.

Observe that in any n-normed space (X, ‖., ..., .‖) we have

‖x1, x2, ..., xn−1, xn‖ ≥ 0

and

‖x1, x2, ..., xn−1, xn‖ = ‖x1, x2, ..., xn−1, xn + α1x1 + ...+ αn−1xn−1‖

for all x1, x2, ..., xn ∈ X and α1, ..., αn−1 ∈ R.
Let X be a real inner product space of dimension d ≥ n. Equip X with the

standard n-norm

‖x1, x2, ..., xn‖S :=

∣∣∣∣∣∣∣
〈x1, x1〉 · · · 〈x1, xn〉
...

. . .
...

〈xn, x1〉 · · · 〈xn, xn〉

∣∣∣∣∣∣∣
1/2

,

where 〈., .〉 denotes the inner product on X. If X = Rn, then this n-norm is the
same as the n-norm in Example 1.

Definition 2. A sequence {xk} in an n-normed space (X, ‖., ..., .‖) is said to con-
vergent to an l ∈ X if

lim
k→∞

‖xk − l, z1, z2, ..., zn−1‖ = 0

for every z1, z2, ..., zn−1 ∈ X.

Definition 3. A sequence {xk} in an n-normed space (X, ‖., ..., .‖) is called a
Cauchy sequence if

lim
k,l→∞

‖xk − xl, z1, z2, ..., zn−1‖ = 0

for every z1, z2, ..., zn−1 ∈ X.

Let a, x1, ..., xn−1 ∈ X and for each ε > 0 define the ε-neighborhood of the points
a, x1, ..., xn−1 as the set

Uε (a, x1, ..., xn−1) = {z : ‖a− z, x1 − z, ..., xn−1 − z‖ < ε} .

As it is known (see [28]) that the family of all sets

WΣ =
n⋂
i=1

Uεi
(
a, x1i, ..., x(n−1)i

)
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with arbitrary pairs Σ =
{(
x11, ..., x(n−1)1, ε1

)
, ...,

(
x1n, ..., x(n−1)n, εn

)}
forms a

complete system of neighborhoods of the point a ∈ X. Note that a set M in a
linear n-normed space (X, ‖., ..., .‖) is said to be bounded if β (M) <∞, where

β (M) = sup {‖a− z, x1 − z, ..., xn−1 − z‖ : a, x1, ..., xn−1, z ∈M} .

We also suppose that for any ε > 0 there exists a neighborhood U of 0 such that
‖x∗1, x∗2, ..., x∗n‖ < ε for all points x∗1, x

∗
2, ..., x

∗
n in U.

2. Definitions and notations

In this section, we introduce some basic definitions and notations in n-normed
space (X, ‖., ..., .‖).

Definition 4. (a) A sequence (xn) in n-normed space (X, ‖., ..., .‖) is said to be A-
statistically localized in the subset K ⊂ X if the sequence ‖xn − x, z1, z2, ..., zn−1‖
A-statistically converges for all x, z1, z2, ..., zn−1 ∈ K.

(b) the maximal set on which a sequence is A-statistically localized is said to be
a A-statistical localor of the sequence. We denote by locstA (xn) the A-statistically
localor of the sequence (xn).

(c) A sequence (xn) in n-normed space (X, ‖., ..., .‖) is said to be A-statistically
localized everywhere if the A-statistical localor of (xn) coincides with X.

(d) A sequence (xn) in n-normed space (X, ‖., ..., .‖) is called A-statistically lo-
calized in itself if the A-statistically localor contains xn for almost all n, that is,

δA
({
n : xn /∈ locstA (xn)

})
= 0 or δA

({
n : xn ∈ locstA (xn)

})
= 1.

(e) A sequence (xn) is said to be A-statistically localized if the locstA (xn) is not
empty.

Definition 5. Let (xn) be a sequence in an n-normed space (X, ‖., ..., .‖). Then the
sequence (xn) is said to be A-statistical convergent to L if for each ε > 0 and any
nonzero z1, z2, ..., zn−1 in X,

δA ({k ∈ N : ‖xn − L, z1, z2, ..., zn−1‖ ≥ ε}) = 0.

In this case we write xn
stA→ L or

stA − lim
n→∞

‖xn − L, z‖ = 0.

Definition 6. A sequence (xn) in a linear n-normed space (X, ‖., ..., .‖) is said
to be a A-statistically Cauchy sequence in X if for every ε > 0 and any nonzero
z1, z2, ..., zn−1 ∈ X there exists a number N = N (ε, z1, z2, ..., zn−1) such that

δA ({k ∈ N : ‖xk − xm, z1, z2, ..., zn−1‖ ≥ ε}) = 0

for all m ≥ N.
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We can see from the above definitions that every A-statistically Cauchy se-
quence in n-normed space (X, ‖., ..., .‖) is A-statistically localized everywhere in
(X, ‖., ..., .‖). Actually, due to
|‖xn − L, z1, z2, ..., zn−1‖ − ‖x− xm, z1, z2, ..., zn−1‖| 6 ‖xn − xm, z1, z2, ..., zn−1‖ ,
we get

{n ∈ N : ‖xn − xm, z1, z2, ..., zn−1‖ > ε}
⊃ {n ∈ N : |‖xn − L, z1, z2, ..., zn−1‖ − ‖xm − L, z1, z2, ..., zn−1‖| > ε} .

Hence, the number sequence ‖xn − L, z1, z2, ..., zn−1‖ is an A-statistically Cauchy
sequence, then ‖xn − L, z1, z2, ..., zn−1‖ is A-statistically convergent for every L ∈
X and every nonzero z ∈ X. So, ‖xn − L, z1, z2, ..., zn−1‖ in n-normed space
(X, ‖., ..., .‖) is A-statistically localized everywhere.

Lemma 1. A sequence (xn) in linear n-normed space (X, ‖., ..., .‖) is an A-statistically
Cauchy sequence if and only if there exists a subsequence K = (kn) of N with
δA (K) = 1 such that

lim
n,m→∞

‖xkn − xkm , z1, z2, ..., zn−1‖ = 0

for all z1, z2, ..., zn−1 in X.

Proof. Let (xn) be an A-statistically Cauchy sequence in (X, ‖., ..., .‖). By defini-
tion, we can construct a decreasing sequence

(Kj) ⊂ N (Kj+1 ⊂ Kj , j = 1, 2, ...)

such that δA (Kj) = 1 and ‖xk1 − xk2 , z1, z2, ..., zn−1‖ ≤
1

j
for all z1, z2, ..., zn−1 ∈

X, k1, k2 ∈ Kj , j ∈ N. Further, let v1 ∈ K1. Then we can find v2 ∈ K2 with

v2 > v1 such that
|K2 (n)|

n
>

1

2
for each n > v2. Inductively, we can construct a

subsequence (vj) ∈ N such that vj ∈ Kj for each j ∈ N and
|Kj (n)|

n
>
j − 1

j

for each n ≥ vj . Then, as in [27], it is easy to prove that δA (K) = 1 if

K = {k ∈ N : 1 ≤ k < v1} ∪
[ ⋃
j∈N
{k : vj ≤ k < vj+1}

⋂
Kj

]
.

Now, for ε > 0 choose j ∈ N such that j >
1

ε
. If m,n ∈ K and m,n > vj we

can find r, s ≥ j such that vr ≤ m < vr+1, vs ≤ n < vs+1. Hence, m ∈ Kr and
n ∈ Ks. For definite, suppose that r ≤ s. Then Ks ⊂ Kr which implies m,n ∈ Kr.
Therefore, for every z ∈ X we have

‖xm − xn, z1, z2, ..., zn−1‖ ≤
1

r
≤ 1

j
< ε.
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Then we have

lim
n,m→∞
m,n∈K

‖xm − xn, z1, z2, ..., zn−1‖ = 0.

Let us prove the converse. Suppose that K = (kn) ⊂ N is a subsequence of
subsets N such that δA (K) = 1 and lim

n,m→∞
‖xkn − xkm , z1, z2, ..., zn−1‖ = 0 for

all z in X. Then, for any ε > 0 there exists p0 = p0 (ε, z) ∈ N such that
‖xkn − xkm , z1, z2, ..., zn−1‖ < ε for all n,m ≥ p0. This yields{

k ∈ N :
∥∥xk − xkp0 , z1, z2, ..., zn−1

∥∥ ≥ ε} ⊂ N\ {kp0+1, kp0+2, ...} .

Hence

δA
{
k ∈ N :

∥∥xk − xkp0 , z1, z2, ..., zn−1

∥∥ ≥ ε} ≤ δA (N\ {kp0+1, kp0+2, ...}) = 0.

So, (xk) is an A-statistically Cauchy sequence in X. �

Lemma 2. A sequence (xk) in (X, ‖., ..., .‖) is a A-statistically Cauchy sequence
if and only if for every neighborhood U of the origin there is an integer N (U)
such that n,m ≥ N (U) implies that xkn − xkm ∈ U , where K = (kn) ⊂ N and
δA (K) = 1.

Proof. Let z ∈ X and ε > 0. Suppose that there is K = (kn) ⊂ N such that
xkn − xkm ∈ Uε (0, z1, z2, ..., zn−1) for n,m ≥ N (U), where Uε (0, z1, z2, ..., zn−1)
is a neighborhood of zero. This implies ‖xkn − xkm , z1, z2, ..., zn−1‖ < ε for every
n,m ≥ N (U). Then lim

n,m→∞
‖xkn − xkm , z1, z2, ..., zn−1‖ = 0, i.e., (xk) is an A-

statistically Cauchy sequence in X.
Conversely, assume that lim

n,m→∞
‖xkn − xkm , z1, z2, ..., zn−1‖ = 0, where K =

(kn) ⊂ N and δA (K) = 1. Let WΣ (0) be an arbitrary neighborhood of 0 with
Σ =

{(
b11, ..., b(n−1)1, α1

)
, ...,

(
b1r, ..., b(n−1)r, αr

)}
. By hypothesis, we have

lim
n,m→∞

∥∥xkn − xkm , b1j , b2j , ..., b(n−1)j

∥∥ = 0 for j = 1, ..., r.

Thus for each αj there exists an integer Nj such that∥∥xkn − xkm , b1j , b2j , ..., b(n−1)j

∥∥ < αj

for n,m ≥ Nj . Let N = max {N1, ..., Nr}. Then∥∥xkn − xkm − b1j , ..., xkn − xkm − b(n−1)j , xkn − xkm
∥∥

=
∥∥xkn − xkm , b1j , b2j , ..., b(n−1)j

∥∥ < αj

for n,m ≥ N implies that xkn − xkm ∈ WΣ (0) for n,m ≥ N and thus it follows
that (xk) is an A-statistically Cauchy sequence in X. �
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3. Main Results

Proposition 1. Let (xn) be an A-statistically localized sequence in linear n-normed
space (X, ‖., ..., .‖). Then (xn) is A-statistically bounded in X.

Proof. Let (xn) be an A-statistically localized sequence. So, the number sequence
(‖xn − L, z1, z2, ..., zn−1‖) A-statistically converges for some L ∈ X and every
z ∈ X. Then the number sequence (‖xn − L, z1, z2, ..., zn−1‖) is A-statistically
bounded, i.e., there is S > 0 such that

δA ({n ∈ N : ‖xn − L, z1, z2, ..., zn−1‖ ≥ S}) = 0.

This implies that almost all elements of (xk) are located in the neighborhood
US (0, z1, z2, ..., zn−1) of the origin. Then, sequence (xk) is A-statistically bounded
in X. �

Proposition 2. Let M = locstA (xn) and the point y ∈ X be such that there exists
x ∈M for any ε > 0 and every nonzero z1, z2, ..., zn−1 ∈M satisfying

δA ({n ∈ N : |‖x− xn, z1, z2, ..., zn−1‖ − ‖y − xn, z1, z2, ..., zn−1‖| > ε}) = 0. (1)

Then y ∈M .

Proof. To show that the sequence βn = ‖xn − y, z1, z2, ..., zn−1‖ satisfies the A-
statistically Cauchy criteria is enough. Let ε > 0 and x ∈ M = locstA (xn) is
a point that has the property (1). Because the sequence ‖xn − x, z1, z2, ..., zn−1‖
satisfying the property (1) is A-statistically Cauchy sequence, then there exists a
subsequence K = (kn) of N with δA (K) = 1 such that

|‖x− xkn , z1, z2, ..., zn−1‖ − ‖y − xkn , z1, z2, ..., zn−1‖| → 0

and
|‖xkn − x, z1, z2, ..., zn−1‖ − ‖xkm − x, z1, z2, ..., zn−1‖| → 0

as m,n → ∞. Clearly, there exists n0 ∈ N for any ε > 0 and every nonzero
z1, z2, ..., zn−1 ∈M such that for all n ≥ n0, m ≥ m0, we get

|‖x− xkn , z1, z2, ..., zn−1‖ − ‖y − xkn , z1, z2, ..., zn−1‖| <
ε

3
(2)

|‖x− xkn , z1, z2, ..., zn−1‖ − ‖x− xkm , z1, z2, ..., zn−1‖| <
ε

3
. (3)

From (2) , (3) and (4)

|‖y − xkn , z1, z2, ..., zn−1‖ − ‖y − xkm , z1, z2, ..., zn−1‖|
≤ |‖y − xkn , z1, z2, ..., zn−1‖ − ‖x− xkn , z1, z2, ..., zn−1‖|
+ |‖x− xkn , z1, z2, ..., zn−1‖ − ‖x− xkm , z1, z2, ..., zn−1‖|
+ |‖x− xkm , z1, z2, ..., zn−1‖ − ‖y − xkn , z1, z2, ..., zn−1‖| (4)

we have that

|‖y − xkn , z1, z2, ..., zn−1‖ − ‖y − xkm , z1, z2, ..., zn−1‖| < ε (5)
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for all n ≥ n0, m ≥ n0, i.e.,

|‖y − xkn , z1, z2, ..., zn−1‖ − ‖y − xkm , z1, z2, ..., zn−1‖| → 0 as m,n→∞
for the subset K = (kn) ⊂ N with δA (K) = 1. This means that the sequence
‖y − xn, z1, z2, ..., zn−1‖ is an A-statistically Cauchy sequence, which finishes the
proof. �
Definition 7. A point a in a n-normed space (X, ‖., ..., .‖) is called a limit point of a
set M in X if for an arbitrary Σ =

{(
x11, ..., x(n−1)1, ε1

)
, ...,

(
x1n, ..., x(n−1)n, εn

)}
there is a point aΣ ∈M , aΣ 6= a such that aΣ ∈WΣ (a) .

Moreover, a subset Y ⊂ X is called a closed subset of X if Y contains every its
limit point. If Y 0 is the set of all points of a subset Y ⊂ X, then the set Y = Y ∪Y 0

is called the closure of the set Y .

Proposition 3. A-statistically localor of any sequence is a closed subset of the
n-normed space (X, ‖., ..., .‖) .

Proof. Let y ∈ locstA (xn) . Then, for arbitrary

Σ =
{(
x11, ..., x(n−1)1, ε1

)
, ...,

(
x1n, ..., x(n−1)n, εn

)}
there is a point x ∈ locstA (xn) such that x 6= y and x ∈WΣ (y). Hence

δA ({n ∈ N : |‖x− xn, z1, z2, ..., zn−1‖ − ‖y − xn, z1, z2, ..., zn−1‖| > ε}) = 0

for any ε > 0 and every z1, z2, ..., zn−1 ∈ locstA (xn), because we get

|‖x− xn, z1, z2, ..., zn−1‖ − ‖y − xn, z1, z2, ..., zn−1‖|
≤ ‖y − xn, z1, z2, ..., zn−1‖ < ε

for almost all n. As a result, the hypothesis of Proposition 2 is satisfied. So,
y ∈ locstA (xn) , that is, locstA (xn) is closed. �
Recall that the point y is an A-statistical limit point of the sequence (xn) in

n-normed space (X, ‖., ..., .‖) if there is a set K = {k1 < k2 < ...} ⊂ N such that
δA (K) 6= 0 and limn→∞ ‖xkn − y, z1, z2, ..., zn−1‖ = 0. A point ξ is called an A-
statistical cluster point if

δA ({n ∈ N : ‖xn − ξ, z1, z2, ..., zn−1‖ < ε}) 6= 0

for each ε > 0 and every z1, z2, ..., zn−1 ∈ X.
We can give the following results because of the inequality

|‖xn − y, z1, z2, ..., zn−1‖ − ‖x− y, z1, z2, ..., zn−1‖| ≤ ‖xn − x, z1, z2, ..., zn−1‖ .

Proposition 4. Let y ∈ X be an A-statistical limit point (an A-statistical clus-
ter point) of a sequence (xn) in n-normed space (X, ‖., ..., .‖). Then the num-
ber ‖y − x, z1, z2, ..., zn−1‖ is an A-statistical limit point (an A-statistical cluster
point) of the sequence {‖xn − x, z1, z2, ..., zn−1‖} for each x ∈ X and every nonzero
z1, z2, ..., zn−1 ∈ X.
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Proposition 5. All A-statistical limit points (A-statistical cluster points) of the A-
statistically localized sequence (xn) in n-normed space (X, ‖., ..., .‖) have the same
distance from each point x of the A-statistical localor locstA (xn) .

Proof. Actually, if y1, y2 are two A-statistical limit points (A-statistical cluster
points) of the sequence (xn) in n-normed space (X, ‖., ..., .‖), then the numbers
‖y1 − x, z1, z2, ..., zn−1‖ and ‖y2 − x, z1, z2, ..., zn−1‖ are A-statistical limit points
of the A-statistically convergent sequence ‖x− xn, z1, z2, ..., zn−1‖ . As a result,
‖y1 − x, z1, z2, ..., zn−1‖ = ‖y2 − x, z1, z2, ..., zn−1‖ . �
Proposition 6. locstA (xn) only contains one A-statistical limit (cluster) point
of the sequence (xn) in n-normed space (X, ‖., ..., .‖) . In particular, everywhere
localized sequence only has one A-statistical limit (cluster) point.

Proof. Let x, y ∈ locstA (xn) be two A-statistical limit or cluster points of the
sequence (xn) in n-normed space (X, ‖., ..., .‖). Then, we have that

‖x− x, z1, z2, ..., zn−1‖ = ‖x− y, z1, z2, ..., zn−1‖
from the Proposition 5. But ‖x− x, z1, z2, ..., zn−1‖ = 0. This means
‖x− y, z1, z2, ..., zn−1‖ = 0 for x 6= y. This is a contradiction. �
Proposition 7. Let y ∈ locstA (xn) be an A-statistical limit point of the sequence

(xn). Then xn
stA→ y.

Proof. The sequence {‖xn − y, z1, z2, ..., zn−1‖} A-statistically converges and some
subsequence of this sequence converges to zero, i.e., xn

stA→ y. �
Definition 8. Let (xn) be the A-statistically localized sequence with the A-statistically
localor M = locstA (xn). The number

µ = inf
x∈M

(
stA- lim

n→∞
‖x− xn, z1, z2, ..., zn−1‖

)
is said to be the A-statistical barrier of (xn) .

Theorem 1. Let (xn) be the A-statistically localized sequence in n-normed space
(X, ‖., ..., .‖). Then (xn) is A-statistically Cauchy sequence if and only if its A-
statistical barrier is equal to zero.

Proof. Let (xn) be anA-statistically Cauchy sequence in n-normed space (X, ‖., ..., .‖).
Then, there exists the set K = {k1 < k2 < ... < kn < ...} ⊂ N such that δA (K) = 1
and limn,m→∞ ‖xkn − xkm , z1, z2, ..., zn−1‖ = 0. Hence, there exists n0 ∈ N for each
ε > 0 and every nonzero z1, z2, ..., zn−1 ∈ X such that∥∥∥xkn − xkn0 , z1, z2, ..., zn−1

∥∥∥ < ε

for all n ≥ n0. Because an A-statistically Cauchy sequence is A-statistically lo-

calized everywhere, we get stA-limn→∞

∥∥∥xn − xkn0 , z1, z2, ..., zn−1

∥∥∥ ≤ ε, that is,

µ ≤ ε. Since ε > 0 is arbitrary, we have µ = 0.
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In contrast, if µ = 0 then there is x ∈ M = locstA (xn) for each ε > 0 such that

‖x, z1, z2, ..., zn−1‖ = stA-limn→∞ ‖x− xn, z1, z2, ..., zn−1‖ <
ε

2
for every nonzero

z1, z2, ..., zn−1 ∈M. At this stage,

δA

([
n ∈ N : |‖x, z1, z2, ..., zn−1‖ − ‖x− xn, z1, z2, ..., zn−1‖|

≥ ε

2
− ‖x, z1, z2, ..., zn−1‖

])
= 0.

So,

δA

({
n ∈ N : ‖x− xn, z1, z2, ..., zn−1‖ ≥

ε

2

})
= 0,

that is, stA-limn→∞ ‖x− xn, z1, z2, ..., zn−1‖ = 0. Therefore, (xn) is anA-statistically
Cauchy sequence. �

Theorem 2. Let (xn) be A-statistically localized in itself and let (xn) contain a
A-nonthin Cauchy subsequence. Then (xn) is an A-statistically Cauchy sequence
in itself.

Proof. Let (x′n) be a A-nonthin Cauchy subsequence of (xn) . Without loss of gen-
erality we can suppose that all elements of (x′n) are in locstA (xn) . Because (x′n) is
a Cauchy sequence by Theorem 1,

inf
x′n

lim
m→∞

‖x′m − x′n, z1, z2, ..., zn−1‖ = 0.

In other hand, because (xn) is A-statistically localized in itself, then

stA- lim
m→∞

‖xm − x′n, z1, z2, ..., zn−1‖ = stA − lim
m→∞

‖x′m − x′n, z1, z2, ..., zn−1‖ = 0.

This means

µ = inf
x∈M

(
stA- lim

m→∞
‖xm − x, z1, z2, ..., zn−1‖

)
= 0,

that is, (xn) is an A-statistically Cauchy sequence in itself. �

Let x ∈ X and δ > 0. Recall that the sequence (xn) in n-normed space
(X, ‖., ..., .‖) is said to beA-statistically bounded if there is a subsetK = {k1 < k2 <
... < kn ⊂ ...} of N such that δA (K) = 1 and

(
x
kn

)
⊂ Uδ (0, z1, z2, ..., zn−1), where

Uδ (0, z1, z2, ..., zn−1) is some neighborhood of the origin. It is obvious that
(
x
kn

)
is a bounded sequence in X and it has a localized in itself subsequence. As a result,
the following statement is correct:

Theorem 3. Each A-statistically bounded sequence in n-normed space (X, ‖., ..., .‖)
has an A-statistically localized in itself subsequence.

Definition 9. An infinite subset L ⊂ (X, ‖., .‖) is called thick relatively to a non-
empty subset Y ⊂ X if for each ε > 0 there is the a point y ∈ Y such that the
neighborhood Uε (0, z1, z2, ..., zn−1) has infinitely many points of L. In particular,
if the set L is thick relatively to its subset Y ⊂ L then L is said to be thick in itself.
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Theorem 4. The following statements are equivalent to each other in n-normed
space (X, ‖., ..., .‖):
(i) Each bounded subset of X is totally bounded.
(ii) Each bounded infinite set of X is thick in itself.
(iii) Each A-statistically localized in itself sequence in X is an A-statistically

Cauchy sequence.

Proof. It is obvious that (i) implies (ii). Now, we prove that (ii) implies (iii). Let
(xn) ⊂ X be an A-statistically localized in itself. Then (xn) is A-statistically
bounded sequence in X. Then here is an infinite set L of points of (xn) such
that L is a bounded subset of X. By the supposition, the set L is thick in it-
self. So, we can choose xk ∈ L for every ε > 0 such that the neighborhood
Uε (0, z1, z2, ..., zn−1) contains infinitely many points of X, say x′1, ..., x

′
n, .... The

sequence (‖x′n − xk, z1, z2, ..., zn−1‖) A-statistically converges and

stA − lim
n→∞

‖x′n − xK , z1, z2, ..., zn−1‖ ≤ ε

for the sequence (x′n) . Therefore, the A-statistically barrier of (xn) is equal to zero.
Then (xn) is a Cauchy sequence.
Suppose that (iii) is satisfied, but (i) is not. Then, there is a subset L ⊂ X such

that L is not totally bounded. This means that there exists ε > 0 and a sequence
(xn) ⊂ L such that ‖xn − xm, z1, z2, ..., zn−1‖ > ε for any n 6= m and every nonzero
z1, z2, ..., zn−1 ∈ L.
Because (xn) is A-statistically bounded by Theorem 3, it has an A-statistically

localized in itself sequence (x′n). Due to ‖x′n − x′m, z1, z2, ..., zn−1‖ > ε for any
n 6= m, the subsequence is not an A-statistically Cauchy sequence. This contradicts
(iii). Therefore, (iii) implies (ii), which finish the proof. �

From Theorem 2 and 3, we get the property (iii) is equivalent to
(iv) each A-statistically bounded sequence has an A-statistically Cauchy subse-

quence.

Definition 10. A sequence (xn) in n-normed space (X, ‖., ..., .‖) is said to be uni-
formly A-statistically localized on the subset L of X if the sequence {‖x− xn, z1, z2,
..., zn−1‖} uniformly A-statistically converges for all x ∈ L and every nonzero z1,
z2, . . . , zn−1 in L.

Proposition 8. Let (xn) be uniformly A-statistically localized on the set L ⊂ X
and w ∈ Y is such that for every ε > 0 and every nonzero z1, z2, ..., zn−1 in L, there
is y ∈ L satisfying the property

δA ({n ∈ N : |‖w − xn, z1, z2, ..., zn−1‖ − ‖y − xn, z1, z2, ..., zn−1‖| > ε}) = 0.

Then w ∈ locstA (xn) and (xn) is uniformly A-statistically localized on a set that
contains such points w.
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[23] Mohiuddine, S. A., Şevli, H., Cancan, M., Statistical convergence in fuzzy 2-normed space,
J. Comput. Anal. Appl., 12(4) (2010), 787-798.

[24] Mursaleen, M., On statistical convergence in random 2-normed spaces, Acta Sci. Math.
(Szeged), 76 (2010), 101-109.



A-STATISTICALLY LOCALIZED SEQUENCES 1497
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ON THE CHINESE CHECKERS SPHERICAL INVERSIONS IN
THREE DIMENSIONAL CHINESE CHECKERS SPACE

Adnan PEKZORLU and Ayşe BAYAR

Osmangazi University Department of Mathematics-Computer, 26480 Eskişehir, TURKEY

Abstract. In this paper, we study an inversion with respect to a Chinese
checkers sphere in the three dimensional Chinese Checkers space, and prove
several properties of this inversion. We also study cross ratio, harmonic con-
jugates and the inverse images of lines, planes and Chinese Checkers spheres
in three dimensional Chinese Checkers space.

1. Introduction

In the game of Chinese checkers, checkers are allowed to move in the vertical
(north and south), horizontal (east and west), and diagonal (northeast, northwest,
southeast and southwest) directions. In [7], Krause asked how to develop a distance
function that measures and made a suggestion for the idea of Chinese Checkers
geometry and in G. Chen, introduced it by defining the metric in the coordinate
plane [22]. The inversion was introduced by Perga and then studied and applied by
Steiner about 1820s [2]. During the following decades, many physicists and math-
ematicians independently rediscovered inversions, proving the properties that were
most useful for their particular applications (for some references see [1], [4], [10]).
Many kinds of generalizations of inversion transform have been presented in liter-
ature. The inversions with respect to the central conics in real Euclidean plane
was introduced in [3]. Then the inversions with respect to ellipse was studied
detailed in [13]. In three-dimensional space a generalization of the spherical in-
version is given in [16]. Also, the inversions with respect to the taxicab distance,
alpha-distance [17], [21], [19] or in general a p-distance [20]. The circle inversion
have been generalized in three-dimensional space by using a sphere as the circle of
inversion [16].
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H. Minkowski was one of the developers in “non-Euclidean”geometry and found
taxicab geometry [9]. The taxicab geometry has been studied and improved by
some mathematicians (for some references see [5], [6], [8], [14], [18]).
An inversion in a sphere is a transformation of the space that flips the sphere

inside-out. That is, points outside the sphere get mapped to points inside the
sphere, and points inside the sphere get mapped outside the sphere. In the present
article, we define a notion of inversion valid in three dimensional Chinese Checkers
space. In particular, we define an inversion with respect to a Chinese Checkers
sphere and prove several properties of this new transformation. Also we introduce
inverse points, cross ratio, harmonic conjugates and the inverse images of lines,
planes and Chinese Checkers spheres in three dimensional Chinese Checkers space.

2. Chinese Checkers Spherical Inversions

In this section, we introduce the inversion in a Chinese Checkers sphere.
The Chinese Checkers space R3C is almost the same as the Euclidean space R3.

The points and lines are the same, and the angles are measured the same way, but
the distance function is different. In R3 the Chinese Checkers metric is defined
using the distance function

dC(A,B) = dL(A,B) +
(√
2− 1

)
dS(A,B)

where
dL(A,B) = max {|x1 − x2| , |y1 − y2| , |z1 − z2|}

and

dS(A,B) = min {|x1 − x2|+ |y1 − y2| , |x1 − x2|+ |z1 − z2| , |y1 − y2|+ |z1 − z2|}

where A = (x1, y1, z1), B = (x2, y2, z2) in R3. The unit ball in R3C is the set of
points (x, y, z) in space which satisfy the equation

max {|x| , |y| , |z|}+
(√
2− 1

)
min {|x|+ |y| , |x|+ |z| , |y|+ |z|} = 1

We can define the notion of inversion in R3C as an analogue of inversion in R3.

Definition 1. Let S be a Chinese Checkers sphere centered at a point O with radius
r in R3C . The inversion in the Chinese Checkers sphere S or the Chinese Checkers
spherical inversion respect to S is the function such that

I(O,r) : R3C − {O} → R3C − {O}

defined by I(O,r)(P ) = P ′, for P 6= O where P ′ is on the
−−→
OP and

dC(O,P ) · dC(O,P ′) = r2.

The point P ′ is said to be the Chinese Checkers spherical inverse of P in S , S is
called the sphere of inversion and O is called the center of inversion.
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The Chinese Checkers spherical inversions with respect to the sphere, like re-
flections, are involutions. The fixed points of I(O,r) are the points on the Chinese
Checkers sphere S centered at O with radius r.
Some basic properties about spherical inversion are given in the following items.

Note that it is possible to extend every property of the Chinese Checkers circle
inversion to Chinese Checkers spherical inversion.

Theorem 2. Let S be an Chinese Checkers sphere with the center O in the Chinese
Checkers spherical inversion I(O,r). If the point P is in the exterior of S then the
point P ′, the inverse of P , is interior to S, and conversely.

Proof. Let the point P be in the exterior of S, then dC(O,P ) > r. If P ′ = I(O,r)(P );
then dC(O,P ) · dC(O,P ′) = r2. Hence r2 = dC(O,P ) · dC(O,P ′) > r · dC(O,P ′)
and dC(O,P ′) < r. �

The inversion I(O,r) is undefined at the point O. However, we can add to the
Chinese Checkers space a single point at infinite O∞, which is the inverse of the
center O of Chinese Checkers inversion sphere S. So, the inversion I(O,r) is one-to-
one map of extended Chinese Checkers sphere.

Theorem 3. Let S be a Chinese Checkers sphere with the center O = (0, 0, 0) and
the radius r in R3C . If P = (x, y, z) and P ′ = (x′, y′, z′) are inverse points with
respect to the Chinese Checkers spherical inversion I(O,r), then

P ′ =
r2

(dC(O,P ))
2P

Proof. The equation of S is dC(O,P ) = dL(O,P ) +
(√
2− 1

)
dS(O,P ). Suppose

that P = (x, y, z) and P ′ = (x′, y′, z′) are inverse points with respect to the Chinese
Checkers spherical inversion I(O,r). Since the points O,P and P ′ are collinear and

the rays
−−→
OP and

−−→
OP ′ are same direction,

−−→
OP ′ = k

−−→
OP, k ∈ R+

(x′, y′, z′) = (kx, ky, kz).

From dC(O,P ) · dC(O,P ′) = r2, k =
r2

(dC(O,P ))
2 . Replacing the value of k in

(x′, y′, z′) = (kx, ky, kz), the equations of x′, y′ and z′ are obtained. �

Corollary 4. Let S be a Chinese Checkers sphere with the center O = (a, b, c) and
the radius r in R3C . If P = (x, y, z) and P ′ = (x′, y′, z′) are inverse points with
respect to the Chinese Checkers spherical inversion I(O,r), then

P ′ −O = r2

(dC(O,P ))
2 (P −O)
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Proof. Since the translation preserve distances in the Chinese Checkers space [15],
[12] by translating in R3C (0, 0, 0) to (a, b, c) one can easily get the value of x′, y′

and z′. �
Theorem 5. Let P,Q and O be any three collinear different points in R3C . If the
Chinese Checkers spherical inversion I(O,r) transform P and Q into P ′ and Q′

respectively, then

dC(P
′, Q′) =

r2dC(P,Q)

dC(O,P )dC(O,Q)
.

Proof. Assume first that O,P,Q are collinear. From the Definition 1 we conclude
that dC(O,P )dC(O,P ′) = r2 = dC(O,Q)dC(O,Q′). Since the ratios of the Euclid-
ean and Chinese Checkers distances along a line are same,

dC(P
′, Q′) = |dC(O,P ′)− dC(O,Q′)|

=

∣∣∣∣ r2

dC(O,P )
− r2

dC(O,Q)

∣∣∣∣
=

r2dC(P,Q)

dC(O,P )dC(O,Q)

is obtained. �

When O, P, Q are not collinear, the theorem is not valid in Chinese Checkers
space, generally R3C . For example, for O = (0, 0, 0), P = (1, 0, 0), Q = (2, 2, 2) and
r = 2

√
2, the inversion I(O,r) transform P and Q into P ′ = (8, 0, 0) and

Q′ =

(
4(9+4

√
2)

45 ,
4(9+4

√
2)

45 ,
4(9+4

√
2)

45

)
. It follows that dC(O,P ) = 1,

dC(O,Q) = 4
√
2−2 and dC(P,Q) = 3

√
2−1, dC(P ′, Q′) =

4(9+4
√
2)

45 +8
(√
2− 1

)
.

Theorem 6. Let P,Q and O be any three non-collinear different points in R3C and
I(O,r) be the inversion such that transform P and Q into P ′ and Q′ respectively. If
the direction of PQ line is any element of D sets i = 1, 2, 3 such that

D1 = {ui | i ∈ 1, 2, ..., 18}
for u1 = (1, 0, 0), u2 = (−1, 0, 0), u3 = (0, 1, 0), u4 = (0,−1, 0), u5 = (0, 0, 1),

u6 = (0, 0,−1), u7 =
(
1√
2
, 1√

2
, 0
)
, u8 =

(
− 1√

2
,− 1√

2
, 0
)
, u9 =

(
− 1√

2
, 1√

2
, 0
)
,

u10 =
(
1√
2
,− 1√

2
, 0
)
, u11 =

(
1√
2
, 0, 1√

2

)
, u12 =

(
− 1√

2
, 0,− 1√

2

)
,

u13 =
(
− 1√

2
, 0, 1√

2

)
, u14 =

(
1√
2
, 0,− 1√

2

)
, u15 =

(
0, 1√

2
, 1√

2

)
,

u16 =
(
0,− 1√

2
,− 1√

2

)
, u17 =

(
0,− 1√

2
, 1√

2

)
, u18 =

(
0, 1√

2
,− 1√

2

)
,

D2 = {vi | i ∈ 1, 2, ..., 8}

for v1 =
(

1
2
√
2−1 ,

1
2
√
2−1 ,

1
2
√
2−1

)
, v2 =

(
− 1
2
√
2−1 ,

1
2
√
2−1 ,

1
2
√
2−1

)
,



1502 A. PEKZORLU, A. BAYAR

v3 =
(

1
2
√
2−1 ,−

1
2
√
2−1 ,

1
2
√
2−1

)
, v4 =

(
1

2
√
2−1 ,

1
2
√
2−1 ,−

1
2
√
2−1

)
,

v5 =
(

1
2
√
2−1 ,−

1
2
√
2−1 ,−

1
2
√
2−1

)
, v6 =

(
− 1
2
√
2−1 ,

1
2
√
2−1 ,−

1
2
√
2−1

)
,

v7 =
(
− 1
2
√
2−1 ,−

1
2
√
2−1 ,

1
2
√
2−1

)
, v8 =

(
− 1
2
√
2−1 ,−

1
2
√
2−1 ,−

1
2
√
2−1

)
,

D3 = {ti | i ∈ 1, 2, ..., 48}

t1 =
(
1,
√
2 + 1, 0

)
, t2 =

(
1,−

(√
2 + 1

)
, 0
)
, t3 =

(
−1,
√
2 + 1, 0

)
,

t4 =
(
−1,−

(√
2 + 1

)
, 0
)
, t5 =

(
1, 0,
√
2 + 1

)
, t6 =

(
1, 0,−

(√
2 + 1

))
,

t7 =
(
−1, 0,

√
2 + 1

)
, t8 =

(
−1, 0,−

(√
2 + 1

))
, t9 =

(
0,
√
2 + 1, 1

)
,

t10 =
(
0,−

(√
2 + 1

)
, 1
)
, t11 =

(
0,
√
2 + 1,−1

)
, t12 =

(
0,−

(√
2 + 1

)
,−1

)
,

t13 =
(
0, 1,
√
2 + 1

)
, t14 =

(
0, 1,−

(√
2 + 1

))
, t15 =

(
0,−1,

√
2 + 1

)
,

t16 =
(
0,−1,−

(√
2 + 1

))
, t17 =

(√
2 + 1, 0, 1

)
, t18 =

(
−
(√
2 + 1

)
, 0, 1

)
,

t19 =
(√
2 + 1, 0,−1

)
, t20 =

(
−
(√
2 + 1

)
, 0,−1

)
, t21 =

(√
2 + 1, 1, 0

)
,

t22 =
(
−
(√
2 + 1

)
, 1, 0

)
, t23 =

(√
2 + 1,−1, 0

)
, t24 =

(
−
(√
2 + 1

)
,−1, 0

)
,

t25 =
(
1,
√
2− 1, 0

)
, t26 =

(
1,−

(√
2− 1

)
, 0
)
, t27 =

(
−1,
√
2− 1, 0

)
,

t28 =
(
−1,−

(√
2− 1

)
, 0
)
, t29 =

(
1, 0,
√
2− 1

)
, t30 =

(
1, 0,−

(√
2− 1

))
,

t31 =
(
−1, 0,

√
2− 1

)
, t32 =

(
−1, 0,−

(√
2− 1

))
, t33 =

(
0,
√
2− 1, 1

)
,

t34 =
(
0,−

(√
2− 1

)
, 1
)
, t35 =

(
0,
√
2− 1,−1

)
, t36 =

(
0,−

(√
2− 1

)
,−1

)
,

t37 =
(
0, 1,
√
2− 1

)
, t38 =

(
0, 1,−

(√
2− 1

))
, t39 =

(
0,−1,

√
2− 1

)
,

t40 =
(
0,−1,−

(√
2− 1

))
, t41 =

(√
2− 1, 0, 1

)
, t42 =

(
−
(√
2− 1

)
, 0, 1

)
,

t43 =
(√
2− 1, 0,−1

)
, t44 =

(
−
(√
2− 1

)
, 0,−1

)
, t45 =

(√
2− 1, 1, 0

)
,

t46 =
(
−
(√
2− 1

)
, 1, 0

)
, t47 =

(√
2− 1,−1, 0

)
, t48 =

(
−
(√
2− 1

)
,−1, 0

)
dC(P

′, Q′) =
r2dC(P,Q)

dC(O,P )dC(O,Q)

is valid.

Proof. Since translations preserve the Chinese Checkers distances, it is enough to
consider the center O of the inversion sphere as the origin. Let P , Q ∈ D1 in
R3C . If P = (p, 0, 0) and Q = (0, q, 0), the images of P and Q respect to I(O,r) are

P ′ = ( r
2

p , 0, 0) and Q
′ = (0, r

2

q , 0). It follows that

dC(P
′, Q′) = dL(P

′, Q′) +
(√
2− 1

)
dS(P

′, Q′)

dL(P
′, Q′) = max

{∣∣∣∣r2p
∣∣∣∣ , ∣∣∣∣r2q

∣∣∣∣ , 0}

dS(P
′, Q′) = min

{∣∣∣∣r2p + r2q
∣∣∣∣ , ∣∣∣∣r2p

∣∣∣∣ , ∣∣∣∣r2q
∣∣∣∣}
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and then on D1

dC(P
′, Q′) =

r2dC(P,Q)

dC(O,P )dC(O,Q)
.

If P , Q ∈ D2 in R3C . then the images of P =
(

p

2
√
2−1 ,

p

2
√
2−1 ,

p

2
√
2−1

)
and

Q =
(
− q

2
√
2−1 ,

q

2
√
2−1 ,

q

2
√
2−1

)
respect to I(O,r) are

P ′ =

(
r2

p(2
√
2−1)

, r2

p(2
√
2−1)

, r2

p(2
√
2−1)

)
andQ′ =

(
− r2

q(2
√
2−1)

, r2

q(2
√
2−1)

, r2

q(2
√
2−1)

)
.

It follows that

dC(P
′, Q′) = dL(P

′, Q′) +
(√
2− 1

)
dS(P

′, Q′)

dL(P
′, Q′) = max

{∣∣∣∣∣ r2

p
(
2
√
2− 1

) + r2

q
(
2
√
2− 1

) ∣∣∣∣∣ ,
∣∣∣∣∣ r2

p
(
2
√
2− 1

) − r2

q
(
2
√
2− 1

) ∣∣∣∣∣
}

dS(P
′, Q′) = min


∣∣∣∣ r2

p(2
√
2−1)

+ r2

q(2
√
2−1)

∣∣∣∣+ ∣∣∣∣ r2

p(2
√
2−1)

− r2

q(2
√
2−1)

∣∣∣∣ ,
2

∣∣∣∣ r2

p(2
√
2−1)

− r2

q(2
√
2−1)

∣∣∣∣


and then on D2

dC(P
′, Q′) =

r2dC(P,Q)

dC(O,P )dC(O,Q)
.

If P , Q ∈ D3 in R3C . then the images of P =
(
p, p

(√
2 + 1

)
, 0
)
and

Q =
(
q,−q

(√
2 + 1

)
, 0
)
respect to I(O,r) are P ′ =

(
r2

8p ,
r2(
√
2+1)
8p , 0

)
and

Q′ =

(
r2

8q ,−
r2(
√
2+1)
8q , 0

)
. So, we get

dC(P
′, Q′) = dL(P

′, Q′) +
(√
2− 1

)
dS(P

′, Q′)

dL(P
′, Q′) = max

{∣∣∣∣ r28p − r28q
∣∣∣∣ ,
∣∣∣∣∣r2
(√
2 + 1

)
8p

+
r2
(√
2 + 1

)
8q

∣∣∣∣∣ , 0
}

dS(P
′, Q′) = min


∣∣∣ r28p − r2

8q

∣∣∣+ ∣∣∣∣ r2(√2+1)8p +
r2(
√
2+1)
8q

∣∣∣∣ , ∣∣∣ r28p − r2

8q

∣∣∣ ,∣∣∣∣ r2(√2+1)8p +
r2(
√
2+1)
8q

∣∣∣∣


and then on D3

dC(P
′, Q′) =

r2dC(P,Q)

dC(O,P )dC(O,Q)
.

�
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3. Cross Ratio and Harmonic Conjugates

The Chinese Checkers directed distance from the point A to the point B along
a line l in R2C is denoted by dC [AB]. If the ray with initial point A containing B
has the positive direction of orientation, dC [AB] = dC(A,B) and if the ray has the
opposite direction, dC [AB] = −dC(A,B) [11]. The Chinese Checkers cross ratio is
preserved by the inversion in the Chinese Checkers circle as in the taxicab plane
in [17].
Now, we show the properties related to the Chinese Checkers cross ratio and

harmonic conjugates in R3C .

Definition 7. Let A,B,C and D be four distinct points on an oriented line in R3C .
We define the their Chinese Checkers cross ratio (AB,CD)C in R3C by

(AB,CD)C =
dC [AC]

dC [AD]

dC [BD]

dC [BC]
.

It is known that the cross ratio is positive if both C and D are between A and B
or if neither C nor D is between A and B, whereas the cross ratio is negative if the
pairs {A,B} and {C,D} separate each other. Also, the cross ratio is an invariant
under inversion in a sphere whose center is not any of the four points A,B,C and
D in the taxicab plane, [11]. Similarly, this property is valid in Chinese Checkers
sphere.

Theorem 8. The inversion in a Chinese Checkers sphere in R3C preserves the
Chinese Checkers cross ratio.

Proof. Let A,B,C and D be four collinear points on an oriented line l with the
center of the inversion I(O,r) in R3C . Let I(O,r) transform A,B,C and D into
A′, B′, C ′ and D′, respectively. The Chinese Checkers spherical inversion reverses
the Chinese Checkers directed distance from the point A to the point B along a line
l in R3C to the Chinese Checkers directed distance from the point B′ to the point A′
and preserves the separation or non separation of the pair A,B and C,D. Hence
it is suffi ces to show that |(A′B′, C ′D′)C | = |(AB,CD)C |. This follows Theorem 2

dC

(
A
′
, C

′
)

dC (A
′ , D′)

dC

(
B

′
, D

′
)

dC (B
′ , C ′)

=

r2dC (A,C)

dC (O,A) dC (O,C)

r2dC (A,D)

dC (O,A) dC (O,D)

r2dC (B,D)

dC (O,B) dC (O,D)

r2dC (B,C)

dC (O,B) dC (O,C)

=
dC (A,C)

dC (A,D)

dC (B,D)

dC (B,C)
.

�

Definition 9. Let A and B be two points on a line l in R3C , any pair C and D on the
line l for which dC [AC]

dC [CB]
= dC [AD]

dC [DB]
is said to divide A and B harmonically. The points
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C and D are called Chinese Checkers harmonic conjugates with respect to A and
B, and the Chinese Checkers harmonic set of points is denoted by H(AB,CD)C .

It is clear that two distinct points C and D are Chinese Checkers harmonic
conjugates with respect to A and B if and only if (AB,CD)C = −1.

Theorem 10. Let S be a Chinese Checkers sphere with the center O, and the line
segment [AB] a diameter of S in R3C . Let P and P ′ be distinct points of the ray
OA, which divide the segment [AB] internally and externally. Then P and P ′ are
Chinese Checkers harmonic conjugates with respect to A and B if and only if P and
P ′ are inverse points with respect the Chinese Checkers spherical inversion I(O,r).

Proof. Suppose that P and P ′ are Chinese Checkers harmonic conjugates with
respect to A and B in R3C . Then

(AB,PP ′)C = −1
dC [AP ]

dC [AP ′]

dC [BP
′]

dC [BP ]
= −1.

Since P divides the line segment [AB] internally and P is on the ray OB,
dC(P,B) = r − dC(O,P ) and dC(A,P ) = r + dC(O,P ). Since P ′ divides the line
segment [AB] externally and P ′ is on the ray OB, dC(A,P ′) = dC(O,P ′) + r and
dC(B,P

′) = dC(O,P
′)− r.

Hence
r + dC(O,P )

dC(O,P ′) + r
· dC(O,P

′)− r
dC(O,P )− r

= −1

(r + dC(O,P )) (dC(O,P
′)− r) = (dC(O,P ′) + r) · (r − dC(O,P )) .

Simplifying the last equality, dC(O,P )dC(O,P ′) = r2 is obtained. Therefore P
and P ′ are Chinese Checkers inverse points with respect to the Chinese Checkers
spherical inversion I(O,r).
Conversely, if P and P ′ are Chinese Checkers inverse points with respect to the

Chinese Checkers spherical inversion I(O,r), the proof is similar. �

4. Chinese Checkers Spherical Inversions of Lines, Planes and
Chinese Checkers Spheres

It is well known that inversions with respect to circle transform lines and circles
into lines and/ or circles in Euclidean plane and Hyperbolic plane.
The following features are well known for inversion in Euclidean plane:
i) Lines passing through the inversion center are invariant.
ii) Lines that do not pass through the center of inversion transform circles passing

through the center of inversion.
iii) Circles passing through the center of inversion transform lines does not pass

through the center of the inversion.
iv) Circles not passing through the center of inversion transform circles does not

pass through the center of the inversion.
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v) Circles with center of inversion transform circles with center of inversion.

In this section, we study the Chinese Checkers spherical inversion of lines, planes
and Chinese Checkers spheres. The Chinese Checkers spherical inversion I(O,r)
maps the lines, planes passing through O onto themselves.
The Chinese Checkers spherical inversion I(O,r) maps Chinese Checkers spheres

with centered O onto Chinese Checkers spheres. But the Chinese Checkers spherical
inversion of a sphere not passing through the centre of inversion is another Chinese
Checkers sphere that does not contain the centre of inversion.

Theorem 11. Consider the inversion I(O,r) in a Chinese Checkers sphere S with
the centre O. Every line and plane containing O is invariant under the inversion.

Proof. It is clear that the straight lines containing O onto themselves.
Let S be a Chinese Checkers sphere of inversion and P = (x, y, z) with equation

dL(O,P )+
(√
2− 1

)
dS(O,P ) = r and the planeMx+Ny+Tz = 0. Applying I(O,r)

to this plane gives

M
r2x′

(dC(O,P ))
2 +N

r2y′

(dC(O,P ))
2 + T

r2z′

(dC(O,P ))
2 = 0.

So, Mx′ +Ny′ + Tz′ = 0 is obtained. �

The inverse of a plane not containing O is not a Chinese Checkers sphere con-
taining O.

Theorem 12. The inverse of a Chinese Checkers sphere with the centre O with
respect to the Chinese Checkers spherical inversion I(O,r) is a Chinese Checkers
sphere containing O.

Proof. Since the translation preserve distance in R3C , we can take a Chinese Check-
ers sphere S of inversion and P = (x, y, z) with equation
dL(O,P ) +

(√
2− 1

)
dS(O,P ) = r and S the Chinese Checkers sphere

dL(O,P ) +
(√
2− 1

)
dS(O,P ) = k, k ∈ R+. Applying I(O,r) to S gives

dL(O,P
′) +

(√
2− 1

)
dS(O,P

′) =
r2

k
.

Note that this is a Chinese Checkers sphere with the centre O. �

Theorem 13. The inversion I(O,r) in a Chinese Checkers sphere S with centre O.
Every edges, vertices and faces of Chinese Checkers sphere is invariant under the
inversion.

Proof. The points of Chinese Checkers sphere are mapped by I(O,r) back onto
Chinese Checkers sphere from the Definition 1. Hence every edges, vertices and
faces of Chinese Checkers sphere is invariant under I(O,r). �
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Abstract. The aim of the present paper is to define and study the notion
of quasi bi-slant submanifolds of almost contact metric manifolds. We mainly
concerned with quasi bi-slant submanifolds of cosymplectic manifolds as a
generalization of slant, semi-slant, hemi-slant, bi-slant and quasi hemi-slant
submanifolds. First, we give non-trivial examples in order to demostrate the
method presented in this paper is effective and investigate the geometry of
distributions. Moreover, We study these types of submanifolds with parallel
canonical structures.

1. Introduction

Study of submanifolds theory has shown an increasing development in image
processing, computer design, economic modeling as well as in mathematical physics
and in mechanics. In this manner, B-Y. Chen [6] initiated the notion of slant
submanifold as a generalization of both holomorphic (invariant) and totally real
submanifold (anti-invariant) of an almost Hermitian manifold. Inspried by B-Y.
Chen’s paper, many geometers have studied this notion in the different kind of
structures: (see [7], [22], [23]). Many consequent results on slant submanifolds
are collected in his book [5]. After this notion, as a generalization of semi-slant
submanifold which was defined by N. Papaghiuc [19] (see also [8]). A. Carriazo [3]
and [4] introduced the notion of bi-slant submanifold under the name anti-slant
submanifold. However, B. Şahin called these submanifolds hemi-slant submanifolds
in [21]. (See also [9] and [10], [20], [24]).
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Furthermore, the submanifolds of a cosymplectic manifold have been studied by
many geometers: See [11], [12], [13], [14], [15], [16], [18]. Taking into account of the
above studies, we are motivated to fill a gap in the literature by giving the notion of
quasi bi-slant submanifolds in which the tangent bundle consist of one invariant and
two slant distributions and the Reeb vector field. In this paper, as a generalization
of slant, semi-slant, hemi-slant, bi-slant and quasi hemi-slant submanifolds, we
introduce quasi bi-slant submanifolds and investigate the geometry of distributions
in detail.
The paper is organized as follows: In section 2, we recall basic formulas and

definitions for a cosymplectic manifold and their submanifolds. In section 3, we
introduce the notion of quasi bi-slant submanifolds, giving a non-tirivial example
and obtain some basic results for the next sections. In section 4, we give some
necessary and suffi cient conditions for the geometry of distributions. Finally, we
study these types of submanifolds with parallel canonical structures.

2. Preliminaries

In this section, we give the definition of cosymplectic manifold and some back-
ground on submanifolds theory.
A (2m+1)-dimensional C∞-manifoldM said to have an almost contact structure

if there exist on M a tensor field ϕ of type (1,1), a vector field ξ and 1-form η
satisfying:

ϕ2 = −I + η ⊗ ξ, ϕξ = 0, ηoϕ = 0, η(ξ) = 1. (2.1)

There always exists a Riemannian metric g on an almost contact manifold M sat-
isfying the following conditions

g(ϕX,ϕY ) = g(X,Y )− η(X)η(Y ), η(X) = g(X, ξ) (2.2)

where X,Y are vector fields on M.
An almost contact structure (ϕ, ξ, η) is said to be normal if the almost complex

structure J on the product manifold M × R is given by

J(X, f
d

dt
) = (ϕX − fξ, η(X)

d

dt
),

where f is a C∞-function on M × R has no torsion i.e., J is integrable. The
condition for normality in terms of ϕ, ξ and η is [ϕ,ϕ] + 2dη ⊗ ξ = 0 on M, where
[ϕ,ϕ] is the Nijenhuis tensor of ϕ. Finally, the fundamental two-form Φ is defined
Φ(X,Y ) = g(X,ϕY ).
An almost contact metric structure (ϕ, ξ, η, g) is said to be cosymplectic, if it is

normal and both Φ and η are closed ( [1], [2], [16]), and the structure equation of
a cosymplectic manifold is given by

(∇Xϕ)Y = 0 (2.3)
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for any X,Y tangent to M, where ∇ denotes the Riemannian connection of the
metric g on M. Moreover, for cosymplectic manifold

∇Xξ = 0. (2.4)

Example. ( [17]) R2n+1 with Cartesian coordinates (xi, yi, z)(i = 1, ..., n) and its
usual contact form

η = dz and ξ =
∂

∂z
,

here ξ is the characteristic vector field and its Riemannian metric g and tensor field
ϕ are given by

g =

n∑
i=1

((dxi)
2 + (dyi)

2) + (dz)2, ϕ =


0 δij 0
−δij 0 0

0 0 0

 , i = 1, ..., n.

This gives a cosymplectic manifold on R2n+1. The vector fields ei = ∂
∂yi

, en+i = ∂
∂xi

,

ξ form a ϕ-basis for the cosymplectic structure. On the other hand, it can be shown
that R2n+1(ϕ, ξ, η, g) is a cosymplectic manifold.

Let M be a Riemannian manifold isometrically immersed in M̄ and induced
Riemannian metric on M is denoted by the same symbol g throughout this paper.
Let A and h denote the shape operator and second fundamental form, respectively,
of immersion of M into M̄ . The Gauss and Weingarten formulas of M into M̄ are
given by [6]

∇̄XY = ∇XY + h(X,Y ) (2.5)
and

∇̄XV = −AVX +∇⊥XV, (2.6)
for any vector fields X,Y ∈ Γ(TM) and V ∈ Γ(T⊥M), where ∇ is the induced
connection on M and ∇⊥ represents the connection on the normal bundle T⊥M of
M and AV is the shape operator ofM with respect to normal vector V ∈ Γ(T⊥M).
Moreover, AV and h are related by

g(h(X,Y ), V ) = g(AVX,Y ) (2.7)

for any vector fields X,Y ∈ Γ(TM) and V ∈ Γ(T⊥M).
If h(X,Y ) = 0 for all X,Y ∈ Γ(TM), then M is said to be totally geodesic.

3. Quasi bi-slant submanifolds of cosmyplectic manifolds

In this section, we define the concept of quasi bi-slant submanifolds of cosym-
plectic manifolds, giving a non-trivial example and obtain some related results for
later use.

Definition 3.1. A submanifoldM of cosymplectic manifold (M̄, ϕ, ξ, η, ḡ) is called
quasi bi-slant if there exists four orthogonal distributions D, D1 and D2 and ξ of
M, at the point p ∈M such that
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(i) TM = D ⊕D1 ⊕D2⊕ < ξ >
(ii) The distribution D is invariant, i.e. ϕD = D.
(iii) ϕD1 ⊥ D2 and ϕD2 ⊥ D1;
(iv) The distributions D1,D2 are slant with slant angle θ1, θ2, respectively.

Taking the dimension of distributions D, D1 and D2 are m1,m2 and m3, respec-
tively. One can easily see the following cases:

• If m1 6= 0 and m2 = m3 = 0, then M is a invariant submanifold.
• If m1 = m2 = 0 and θ2 = π

2 then M is an anti-invariant submanifold.
• If m1 = 0,m2 6= m3 6= 0, θ1 = 0 and θ2 = π

2 then M is a semi-invariant
submanifold.

• If m1 = m2 = 0 and 0 < θ2 <
π
2 then M is a slant submanifold.

• If m1 = 0,m2 6= m3 6= 0, θ1 = 0 and 0 < θ2 <
π
2 then M is a semi-slant

submanifold.
• If m1 = 0,m2 6= m3 6= 0, θ1 = π

2 and 0 < θ2 <
π
2 then M is a hemi-slant

submanifold.
• If m1 = 0,m2 6= m3 6= 0, and θ1 and θ2 are different from either 0 and π

2 ,
then M is a bi-slant submanifold.

If m1 6= m2 6= m3 6= 0 and θ1, θ2 6= 0, π2 , then M is called a proper quasi
bi-slant submanifold.

Remark 3.2. In this paper, we assume that M is proper quasi bi-slant submanifold
of a cosymplectic manifold M̄.

Now, we present an example of proper quasi bi-slant submanifold in R11.

Example. We will use the canonical contact structure ϕ defined by

ϕ(x1, y1, ..., xn, yn, z) = (y1,−x1, ..., yn,−xn, 0).

Thus we have ϕ(∂xi) = ∂yi, ϕ(∂yj) = −∂xj and ϕ(∂z) = 0, 1 ≤ i, j ≤ 5 where
∂xi = ∂

∂xi
. For any pair of real numbers θ1, θ2 satisfying 0 < θ1, θ2 <

π
2 , let us

consider submanifold Mθ1,θ2 of R11 defined by
πθ1,θ2(u, s, w, k, t, r, z) = (u, s cos θ1, 0, s sin θ1, ω, k cos θ2, 0, k sin θ2, t, r, z). If we

take
e1 = ∂x1, e2 = cos θ1∂y1 + sin θ1∂y2,

e3 = ∂x3, e4 = cos θ2∂y3 + sin θ2∂y4,

e5 = ∂x5, e6 = ∂y5, e7 = ξ = ∂z

then the restriction of e1, ..., e7 to M forms an orthonormal frame of the tangent
bundle TM. Obviously, we get

ϕe1 = ∂y1, ϕe2 = − cos θ1∂x1 − sin θ1∂x2, ϕe3 = ∂y3

ϕe4 = − cos θ2∂x3 − sin θ2∂x4, ϕe5 = ∂y5, ϕe6 = −∂x5.
Let us put D1 = Span{e1, e2}, D2 = Span{e3, e4}, and D = Span{e5, e6}. Then
obviously D1, D2 and D, satisfy the definition of quasi bi-slant submanifold Mθ1,θ2
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defined by πθ1,θ2 is a proper quasi bi-slant submanifold of R11 with θ1, θ2 as its
bi-slant angles.

Let M be a quasi bi-slant submanifold of a cosymplectic manifold M̄. Then, for
any X ∈ Γ(TM), we have

X = PX +QX +RX + η(X)ξ (3.1)

where P,Q andR denote the projections on the distributions D,D1 and D2, recpec-
tively.

ϕX = T X + FX, (3.2)
where T X and FX are tangential and normal components on M. Making now use
of (3.1) and (3.2), we get immediately

ϕX = T PX + T QX + FQX + T RX + FRX, (3.3)

here since ϕD = D, we have FPX = 0. Thus we get

ϕ(TM) = D ⊕ T D1 ⊕ T D2 (3.4)

and
T⊥M = FD1 ⊕FD2 ⊕ µ (3.5)

where µ is the orthogonal complement of FD1 ⊕ FD2 in T⊥M and it is invariant
with recpect to ϕ. Also, for any Z ∈ T⊥M, we have

ϕZ = BZ + CZ, (3.6)

where BZ ∈ Γ(TM) and CZ ∈ Γ(T⊥M).
Taking into account of the condition (iii) in Definition (3.1), (3.2) and (3.6), we

obtain the followings:

Lemma 3.3. Let M be a quasi bi-slant submanifold of a cosymplectic manifold M̄.
Then, we have

(a) TD1 ⊂ D1, (b) TD2 ⊂ D2, (c) BFD1 = D1, (d) BFD2 = D2.

With the help of (3.2) and (3.6), we obtain the following Lemma.

Lemma 3.4. Let M be a quasi bi-slant submanifold of a cosymplectic manifold M̄.
Then, we have

(a) T 2U1 = − cos2 θ1U1, (b) T 2U2 = − cos2 θ2U2,

(c)BFU1 = − sin2 θ1U1, (d)BFU2 = − sin2 θ1U2,

(e) T 2U1 + BFU1 = −U1, (f) T 2U2 + BFU2 = −U2,
(g)FT U1 + CFU1 = 0, (h)FT U2 + CFU2 = 0,

for any U1 ∈ D1 and U2 ∈ D2.

By using (2.3), Definition (3.1), (3.2) and (3.6), we obtain the following Lemma.

Lemma 3.5. Let M be a quasi bi-slant submanifold of a cosymplectic manifold M̄.
Then, we have
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(i) T 2i Ui = − cos2 θiUi,
(ii) g(TiUi, TiVi) = (cos2 θi)g(Ui, Vi),
(iii) g(FiUi,FiVi) = (sin2 θi)g(Ui, Vi)

for any i = 1, 2, U1, V1 ∈ Γ(D1) and U2, V2 ∈ Γ(D2).

We need the following lemma for later use.

Lemma 3.6. Let M be a quasi bi-slant submanifold of a cosymplectic manifold M̄,
then for any Z1, Z2 ∈ Γ(TM), we have the following

∇Z1T Z2 − T ∇Z1Z2 = AFZ2Z1 + Bh(Z1, Z2) (3.7)

and

∇⊥Z1FZ2 −F∇Z1Z2 = Ch(Z1, Z2)− h(Z1, T Z2). (3.8)

Proof. Since M̄ is a cosmyplectic manifold, we have that

(∇̄Z1ϕ)Z2 = 0

which implies that

∇̄Z1ϕZ2 − ϕ∇̄Z1Z2 = 0.

By using (2.5) and (3.2), we get

∇̄Z1T Z2 + ∇̄Z1FZ2 − ϕ(∇Z1Z2 + h(Z1, Z2)) = 0.

Taking into account of (2.5), (2.6), (3.2) and (3.6), we obtain

∇Z1T Z2 + h(Z1, T Z2)−AFZ2Z1 +∇⊥Z1FZ2
− T ∇Z1Z2 −F∇Z1Z2 − BhZ1, Z2 − Ch(Z1, Z2) = 0.

Comparing the tangential and normal components, we have the required results. �

In a similar way, we have:

Lemma 3.7. Let M be a quasi bi-slant submanifold of a cosymplectic manifold M̄,
then we have the following

∇Z1BW1 − B∇⊥Z1W1 = ACW1Z1 − T AW1Z1 (3.9)

and

∇⊥Z1CW1 − C∇⊥Z1W1 = −FAW1Z1 − h(Z1,BW1) (3.10)

for any Z1 ∈ Γ(TM) and W1 ∈ Γ(T⊥M).
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4. Integrability and totally geodesic foliations

In this section we give some necessary and suffi cient conditions for the integra-
bility of the distributions.
First, we have the following theorem:

Theorem 4.1. Let M be a quasi bi-slant submanifold of M̄. The invariant distri-
bution D is integrable if and only if

g(T (∇XT Y −∇Y T X), Z) = g(h(X, T Y )− h(Y, T X), ϕQZ + ϕRZ)

for any X,Y ∈ Γ(D) and Z ∈ Γ(D1 ⊕D2).

Proof. The distribution D is integrable on M if and only if

g([X,Y ], ξ) = 0 and g([X,Y ], Z) = 0

for any X,Y ∈ Γ(D), Z ∈ Γ(D1 ⊕D2) and ξ ∈ Γ(TM). Since M is a cosymplectic
manifold, we immediately have g([X,Y ], ξ) = 0. Thus D is integrable if and only
if g([X,Y ], Z) = 0. Now, for any X,Y ∈ D and Z = QZ +RZ ∈ Γ(D1 ⊕ D2), by
using (2.2), (2.5), we obtain

g([X,Y ], Z) = g(ϕ∇̄XY, ϕZ)− η(∇̄XY )η(Z)− g(ϕ∇̄YX,ϕZ) + η(∇̄YX)η(Z).

Now, using (2.4), (3.2) and FY = 0 for any Y ∈ Γ(D), we have

g([X,Y ], Z) = g(∇̄XϕY, ϕZ)− g(∇̄Y ϕX,ϕZ)

= g(∇̄XT Y, ϕZ)− g(∇̄Y T X,ϕZ).

Taking into account of (2.5) and (3.3) in the above equation, we get

g([X,Y ], Z) = −g(ϕ∇XT Y, Z) + g(h(X, T Y ), ϕZ)

+ g(ϕ∇Y T X,Z)− g(h(Y, T X), ϕZ).

Now again taking into account the equation (3.2), we obtain

g([X,Y ], Z) = g(T (∇Y T X −∇XT Y ), Z)

+ g(h(X, T Y )− h(Y, T X), ϕQZ + ϕRZ)

which completes the proof. �

For the slant distribution D1, we have:

Theorem 4.2. Let M be a quasi bi-slant submanifold of M̄. The slant distribution
D1 is integrable if and only if

g(∇⊥U1FV1 +∇⊥V1FU1,FRZ) = g(AFT V1U1 −AFT U1V1, Z)

+ g(AFV1U1 +AFU1V1, T Z)

for any U1, V1 ∈ Γ(D1), Z ∈ Γ(D ⊕D2).
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Proof. The distribution D1 is integrable on M if and only if

g([U1, V1], ξ) = 0 and g([U2, V2], Z) = 0

for any U1, V1 ∈ Γ(D1), Z ∈ Γ(D ⊕ D2) and ξ ∈ Γ(TM). The first case is trivial.
Thus D1 is integrable if and only if g([U1, V1], Z) = 0. Now, for any U1, V1 ∈ D1
and Z = PZ +RZ ∈ Γ(D ⊕D2), by using (2.2), (2.5), we obtain

g([U1, V1], Z) = −g(∇̄U1ϕT V1, Z)− g(∇̄U1FV1, ϕZ)

+ g(∇̄V1ϕT U1, Z)− g(∇̄V1FU1, ϕZ).

Taking into account the equation lemma (3.5) (i) in the above equation, we get

g([U1, V1], Z) = cos2 θ1g([U1, V1], Z)− g(∇̄U1FT V1 − ∇̄V1FT U1, Z)

− g(∇̄U1FV1 + ∇̄V1FU1, ϕPZ + ϕRZ).

Now, using (2.6) and (3.3), we obtain

g([U1, V1], Z) = cos2 θ1g([U1, V1], Z) + g(AFT V1U1 −AFT U1V1, Z)

+ g(AFV1U1 +AFU1V1, T Z)

− g(∇⊥U1FV1 +∇⊥V1FU1,FRZ)

or

sin2 θ1g([U1, V1], Z) = g(AFT V1U1 −AFT U1V1, Z)

+ g(AFV1U1 +AFU1V1, T Z)

− g(∇⊥U1FV1 +∇⊥V1FU1,FRZ)

which gives the assertion. �
In a similar way, we obtain the following case for the slant distribution D2.

Theorem 4.3. Let M be a quasi bi-slant submanifold of M̄. The slant distribution
D2 is integrable if and only if

T (∇U2T V2 −AFV2U2) ∈ Γ(D2),
B(h(U2, TV2) +∇⊥U2FV2) ∈ Γ(T⊥M)

and
g(AFZV2 −∇V2T Z, T U2) = g(h(V2, T Z) +∇⊥V2FZ,FU2)

for any U2, V2 ∈ Γ(D2), Z = PZ +QZ ∈ Γ(D ⊕D1) and W ∈ Γ(T⊥M).

Theorem 4.4. Let M be a quasi bi-slant submanifold of M̄. The invariant distri-
bution D defines totally geodesic foliation on M if and only if

g(∇XT Y, T Z) = −g(h(X, T Y ),FZ)

and
F∇XT Y1 + Ch(X, T Y ) ∈ Γ(TM)

for any X,Y ∈ Γ(D), Z = QZ +RZ ∈ Γ(D1 ⊕D2) and W ∈ Γ(T⊥M).
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Proof. The distribution D defines a totaly geodesic foliation on M if and only
if g(∇̄XY, ξ) = 0, g(∇̄XY,Z) = 0 and g(∇̄XY,W ) = 0 for any X,Y ∈ Γ(D),
Z = QZ +RZ ∈ Γ(D1 ⊕ D2) and W ∈ Γ(T⊥M). Then by using (2.2) and (2.4),
we obtain

g(∇̄XY, ξ) = Xg(Y, ξ)− g(Y, ∇̄Xξ) = −g(Y, ∇̄Xξ) = 0. (4.1)

On the other hand, using (2.2), we find

g(∇̄XY,Z) = g(∇̄XϕY, ϕZ) = g(∇̄XT Y, ϕZ)

here we have used FY = 0 for any Y ∈ Γ(D). Now, by using (3.3) and (2.5), we
have

g(∇̄XY, Z) = g(∇XT Y + h(X, T Y ), ϕQZ + ϕRZ)

= g(∇XT Y + h(X, T Y ), T QZ + FQZ + T RZ + FRZ))

= g(∇XT Y, T QZ + T RZ) + g(h(X, T Y ),FQZ + FRZ))

= g(∇XT Y, T Z) + g(h(X, T Y ),FZ) (4.2)

for any X,Y ∈ Γ(D) and Z = QZ +RZ ∈ Γ(D1 ⊕D2). Now, for any X,Y ∈ Γ(D)
and W ∈ Γ(T⊥M), we have

g(∇̄XY,W ) = −g(ϕ∇̄X1ϕY1,W ) = −g(ϕ(∇XT Y + h(X, T Y )),W ))

= −g(T ∇XT Y + F∇XT Y + Bh(X, T Y ) + Ch(X, T Y ),W ))

= −g(F∇XT Y + Ch(X, T Y ),W ). (4.3)

Thus proof follows (4.1), (4.2) and (4.3). �

Theorem 4.5. Let M be a quasi bi-slant submanifold of M̄. The slant distribution
D1 defines totally geodesic foliation on M if and only if

g(AFT V1U1, Z)− g(AFV1U1, T PZ)

= g(AFV1U1, T RZ)− g(∇⊥U1FV1,FRZ) (4.4)

and
FAFV1U1 −∇⊥U1FT V1 − C∇

⊥
U1FV1 ∈ Γ(TM)

for any X,Y ∈ Γ(D), Z = QZ +RZ ∈ Γ(D1 ⊕D2) and W ∈ Γ(T⊥M).

Proof. The distribution D1 defines a totaly geodesic foliation on M if and only if
g(∇̄U1V1, ξ) = 0, g(∇̄U1V1, Z) = 0 and g(∇̄U1V1,W ) = 0, for any U1, V1 ∈ Γ(D1),
Z = PZ + RZ ∈ Γ(D1 ⊕ D2) and W ∈ Γ(T⊥M). Since M is a cosymplectic
manifold, we immediately have g(∇̄U1V1, ξ) = 0. Now, for any U1, V1 ∈ Γ(D1), and
Z = PZ +RZ ∈ Γ(D1 ⊕D2), by using (2.2) and (2.4), we obtain

g(∇̄U1V1, Z) = −g(∇̄U1ϕT V1, Z) + g(∇̄U1FV1, ϕPZ + ϕRZ).

Now, by using lemma (3.5) (i), we get

g(∇̄U1V1, Z) = cos2θ1g(∇̄U1V1, Z)− g(−AFT V1U1 +∇⊥U1FT V1, Z)
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+ g(−AFV1U1 +∇⊥U1FV1, T PZ)

+ g(−AFV1U1 +∇⊥U1FV1, T RZ + FRZ)

or

sin2θ1g(∇̄U1V1, Z) = g(AFT V1U1, Z)− g(AFV1U1, T PZ)

− g(AFV1U1, T RZ) + g(∇⊥U1FV1,FRZ). (4.5)

Now, for any U1, V1 ∈ Γ(D) and W ∈ Γ(TM)⊥, we have

g(∇̄U1V1,W ) = −g(∇̄U1ϕT V1,W )− g(ϕ(∇̄U1FV1),W )

− g(ϕ(−AFV1U1 +∇⊥U1FV1),W )

= cos2 θ1g(∇̄U1V1,W )− g(−AFT V1U1 +∇⊥U1FT V1,W )

− g(−T AFV1U1 −FAFV1U1 + B∇⊥U1FV1 + C∇⊥U1FV1,W )

or

sin2 θ1g(∇̄U1V1,W ) = −g(∇⊥U1FT V1,W ) + g(FAFV1U1 − C∇⊥U1FV1,W )

= g(FAFV1U1 −∇⊥U1FT V1 − C∇
⊥
U1FV1,W ). (4.6)

Thus proof follows (4.5) and (4.6). �

Theorem 4.6. Let M be a quasi bi-slant submanifold of M̄. The slant distribution
D2 defines totally geodesic foliation on M if and only if

T (∇U2T V2 −AFV2U2) ∈ Γ(D2),

B(h(U2, TV2) +∇⊥U2FV2) ∈ Γ(T⊥M)

and

g(∇⊥U2FT V2 −FAV2U2,W ) = g(∇⊥U2FV2, CW )

for any U2, V2 ∈ Γ(D2), Z = PZ +QZ ∈ Γ(D ⊕D1) and W ∈ Γ(T⊥M).

From theorem (4.4), (4.5) and (4.6), we have the following decomposition theo-
rem:

Theorem 4.7. Let M be a proper quasi bi-slant submanifold of a cosmyplectic
manifold M̄. Then M is a local product Riemannian manifold of the form MD ×
MD1 ×MD2 , where MD, MD1 and MD2 are leaves of D, D1 and D2, recpectively, if
and only if the conditions (??), (??), (4.4), (??), (??), (??) and (??) hold.
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5. Quasi bi-slant submanifolds with parallel canonical structures

In this section, we obtain some results for the quasi bi-slant submanifolds with
parallel canonical structure. Let M be a proper quasi bi-slant submanifold of a
cosymplectic manifold M̄. Then we define

(∇̄Z1T )Z2 = ∇Z1T Z2 − T ∇Z1Z2 (5.1)

(∇̄Z1F)Z2 = ∇⊥Z1FZ2 −F∇Z1Z2 (5.2)

(∇̄Z1B)W1 = ∇Z1BW1 − B∇⊥Z1W1 (5.3)

(∇̄Z1C)W1 = ∇⊥Z1CW1 − C∇⊥Z1W1 (5.4)

where Z1, Z2 ∈ Γ(TM) and W1 ∈ Γ(T⊥M).
Then, the endomorphism T (resp. F) and the endomorphism B (resp. C) are par-
allel if ∇̄T ≡ 0 (resp. ∇̄F ≡ 0) and ∇̄B ≡ 0 (resp. ∇̄C ≡ 0), respectively.
Taking into account of (3.7), (3.8), (3.9), (3.10) and (5.1)-(5.4), we have the follow-
ing lemma.

Lemma 5.1. Let M be a quasi bi-slant submanifold of a cosymplectic manifold M̄ .
Then for any Z1, Z2 ∈ Γ(TM) and W1 ∈ Γ(T⊥M) we obtain

(∇̄Z1T )Z2 = AFZ2Z1 + Bh(Z1, Z2) (5.5)

(∇̄Z1F)Z2 = Ch(Z1, Z2)− h(Z1, T Z2) (5.6)

(∇̄Z1B)W1 = ACW1Z1 + T AW1Z1 (5.7)

(∇̄Z1C)W1 = −FAW1
Z1 − h(Z1,BW1). (5.8)

First, we have the following theorem:

Theorem 5.2. Let M be a quasi bi-slant submanifold of a cosymplectic manifold
M̄ . Then, T is parallel if and only if the invariant distribution D is totally geodesic.

Proof. For any X,Y ∈ Γ(D), from (5.5), we have

(∇̄XT )Y = Bh(X,Y ) (5.9)

here we have used AFYX = 0 since FY = 0 for any Y ∈ Γ(D). Thus, our assertion
comes from (5.9). �

Theorem 5.3. Let M be a quasi bi-slant submanifold of a cosymplectic manifold
M̄ . Then if F is parallel if and only if

g(ACV Z2, Z1) = −g(AV Z1, T Z2) (5.10)

for any Z1, Z2 ∈ Γ(TM) and V ∈ Γ(T⊥M).
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Proof. Assume that F is parallel. Now, from (5.6), we have

(∇̄Z1F)Z2 = Ch(Z1, Z2)− h(Z1, T Z2). (5.11)

Now, taking inner product with V ∈ Γ(T⊥M) in the above equation and using
(2.5), we obtain

g((∇̄Z1F)Z2, V ) = g(Ch(Z1, Z2)− h(Z1, T Z2), V )

= g(Ch(Z1, Z2), V )− g(h(Z1, T Z2), V )

= −g(h(Z1, Z2), ϕV )− g(∇̄Z1T Z2, V )

= −g(ACV Z2, Z1) + g(T Z2, ∇̄Z1V )

= −g(ACV Z2, Z1) + g(T Z2,−AV Z)

which gives the assertion. �

Theorem 5.4. Let M be a quasi bi-slant submanifold of a cosymplectic manifold
M̄ . Then F is parallel if and only if B is parallel.

Proof. By using (2.5), (5.6) and (5.7), we get

g((∇̄Z1F)Z2,W1) = g(Ch(Z1, Z2),W1)− g(h(Z1, T Z2),W1)

= −g(h(Z1, Z2), CW1)− g(AW1
Z1, T Z2)

= −g(ACW1Z1, Z2) + g(T AW1Z1, Z2)

= −g(ACW1Z1 − T AW1Z1, Z2)

= −g((∇̄Z1B)W1, Z2)

for any Z1, Z2 ∈ Γ(TM) and W1 ∈ Γ(T⊥M). This proves our assertion. �

Finally, we mention another non-trivial example of quasi bi-slant submanifold of
a cosymplectic manifold.

Example. Let M be a submanifold of R11 defined by

x(u, v, t, r, s, k, z) = (u, v, t,
1√
2
r,

1√
2
r, 0, s, k cosα, k sinα, 0, z).

We can easily to see that the tangent bundle ofM is spanned by the tangent vectors

e1 =
∂

∂x1
, e2 =

∂

∂y1
, e3 =

∂

∂x2
, e4 =

1√
2

∂

∂y2
+

1√
2

∂

∂x3
,

e5 =
∂

∂x4
, e6 = cosα

∂

∂y4
+ sinα

∂

∂x5
, e7 =

∂

∂z
= ξ.

We define the almost contact structurev ϕ of R11, by

ϕ(
∂

∂xi
) =

∂

∂yi
, ϕ(

∂

∂yj
) = − ∂

∂xj
, ϕ(

∂

∂z
) = 0, 1 ≤ i, j ≤ 5.
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For any vector field Z = λi
∂
∂xi

+ µj
∂
∂yj

+ ν ∂
∂z ∈ Γ(TR11), then we have

g(Z,Z) = λ2i + µ2j + ν2, g(ϕZ,ϕZ) = λ2i + µ2j

and

ϕ2Z = −λi
∂

∂xi
− µj

∂

∂yj
= −Z

for any i, j = 1, ..., 5. It follows that g(ϕZ,ϕZ) = g(Z,Z)− η2(Z). Thus (ϕ, ξ, η, g)
is an is an almost contact metric structure on R11. Thus we have

ϕe1 =
∂

∂y1
, ϕe2 =

∂

∂x1
, ϕe3 =

∂

∂y2
, ϕe4 = − 1√

2

∂

∂x2
+

1√
2

∂

∂y3
,

ϕe5 =
∂

∂y4
, ϕe6 = − cosα

∂

∂x4
+ sinα

∂

∂y5
, ϕe7 = 0.

By direct calculations, we obtain the distribution D = span{e1, e2} is an invariant
distribution, the distribution D1 = span{e3, e4} is a slant distribution with slant
angle θ1 = π

4 and the distribution D2 = span{e5, e6} is also a slant distribution
with slant angle θ2 = α, 0 < α < π

2 . Thus M is a 7−dimensional proper quasi
bi-slant submanifold of R11 with its usual almost contact metric structure.

Acknowledgement. The authors are grateful to the referees for their constructive
suggestions and comments.

References

[1] Blair, D. E., Contact manifolds in Riemannian geometry, Lecture Notes in Mathematic
Springer-Verlag, New York, Vol. 509, 1976.

[2] Blair, D. E., The theory of quasi-Sasakian structure, J. Diff erential Geom. 1, (3-4) (1967),
331-345.

[3] Carriazo, A., New developments in slant submanifolds theory, Narasa Publishing Hause New
Delhi, India, 2002.

[4] Carriazo, A., Bi-slant immersions, Proceeding of the ICRAMS 2000, Kharagpur, (2000), 88-
97.

[5] Chen, B. Y., Geometry of slant submanifolds, Katholieke Universiteit Leuven, Leuven, Bel-
gium, View at Zentralblatt Math., 1990.

[6] Chen, B. Y., Slant immersions, Bull. Austral. Math. Soc., 41 (1990), 135-147.
[7] Cabrerizo, J. L., Carriazo, A., Fernandez, L. M., Fernandez, M., Slant submanifolds in

Sasakian manifolds, Glasgow Math. J., 42 (2000), 125-138.
[8] Cabrerizo, J. L., Carriazo, A., Fernandez, L. M., Fernandez, M., Semi-slant submanifolds of

a Sasakian manifold, Geom. Dedic., 78(2) (1999), 183-199.
[9] Dirik, S., Atçeken, M., On the geometry of pseudo-slant submanifolds of a cosymplectic

manifold, International Electronic Journal of Geometry, 9(1) (2016), 45-56.
[10] Dirik, S., Atceken, M., Contact pseudo-slant submanifolds of a cosymplectic manifold, New

trends in Mathematical Sciences, 6(4) (2018), 154-164.
[11] Gupta, R. S., Haider, S. K., Sharfuddin, A. Slant submanifolds in cosymplectic manifolds,

Colloquium Mathematicum, 105 (2016), 207-219.
[12] Khan, M. A., Totally umbilical hemi slant submanifolds of Cosymplectic manifolds, Mathe-

matica Aeterna, 3(8) (2013), 645-653.



A NOTE ON QUASI BI-SLANT SUBMANIFOLDS OF COSYMPLECTIC MANIFOLDS 1521

[13] Kim, U. K., On anti-invariant submanifolds of cosymplectic manifolds, Bulletin of the Korean
Mathematical Society, 21(1) (1984), 35-37.

[14] Lone, M. A., Lone, M. S., Shahid, M. H., Hemi-slant submanifolds of cosymplectic manifolds,
Cogent Mathematics, 3(1) (2016),1204143.

[15] Lotta, A., Slant submanifolds in contact geometry, Bulletin Mathematical Society Roumanie,
39 (1996), 183-198.

[16] Ludden, G. D., Submanifolds of cosymplectic manifolds, Journal of Diff erential Geometry, 4
(1970), 237-244.

[17] Olzsak, Z., On almost cosymplectic manifolds, Kodai Math J., 4 (1981), 239-250.
[18] Uddin, S., Ozel, C., Khan, V. A., A classication of a totally umbilical slant submanifold of

cosymplectic manifolds, Hindawi puplishing corporation abstract applied analysis, article ID
716967, 8 pages (2012).

[19] Papaghuic, N., Semi-slant submanifolds of a Kaehlarian manifold, An. St. Univ. Al. I. Cuza.
Univ. Iasi, 40 (2009), 55-61.

[20] Prasad, R., Verma, S. K., Kumar, S., Quasi hemi-slant submanifolds of sasakian manifolds,
Journal of Mathematical and Computational Science, 10(2) (2020), 418-435.
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Abstract. In the present paper, the Bézier variant of Jakimovski-Leviatan-
Păltănea operators involving Sheffer polynomials is introduced and the degree
of approximation by these operators is investigated with the aid of Ditzian-
Totik modulus of smoothness, Lipschitz type space and for functions with
derivatives of bounded variations.

Introduction

Approximation theory is a crucial branch of Mathematical analysis. The funda-
mental property of approximation theory is to approximate a function f by another
functions which have better properties than f . In 1950, Szasz [14] introduced a
generalization of Bernstein polynomials on the infinite interval [0,∞) and estab-
lished the convergence properties of these operators. Subsequently, Jakimovski-
Leviatan [8] generalised the Szász operators as

Pn(f ;x) =
e−nx

g(1)

∞∑
k=0

pk(nx)f

(
k

n

)
, (0.1)

by means of Appell polynomials which are generated by:

g(u)eux =

∞∑
k=0

pk(x)uk, (0.2)

where g(u) =
∑∞
k=0 aku

k, a0 6= 0 is an analytic function, on the disk |u| < r (r > 1),
under the assumption pk(x) ≥ 0, for x ∈ [0,∞).
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In 2008, Păltănea [11] defined a generalisation of the Phillips operators [12] based
on a parameter ρ > 0, as

Gρn(f ;x) =

∞∑
k=1

sn,k(x)

∫ ∞
0

Φρn,k(t)f(t)dt+ e−nxf(0), x ∈ [0,∞), (0.3)

where sn,k(x) = e−nx (nx)k

k! and Φρn,k(t) = nρkρ

Γ(kρ)e
−nρt(nt)kρ−1, which includes Szász

operators for ρ→∞ and Phillips operators for ρ = 1. For f ∈ C[0,∞), Verma and
Gupta [15] defined the Jakimovski-Leviatan-Păltănea operator as follows:

P ∗n,ρ(f ;x) =

∞∑
k=1

Ln,k(x)

∫ ∞
0

Qρn,k(t)f(t)dt+ Ln,0(x)f(0), ρ > 0, (0.4)

where Ln,k(x) = e−nx

g(1) pk(nx) and Qρn,k(t) = nρ
Γ(kρ)e

−nρt(nρt)kρ−1 and established
an asymptotic formula and rate of convergence for these operators. Goyal and
Agrawal [4] defined the Bézier variant of these operators (0.4) and established the
degree of approximation using Ditzian-Totik modulus of smoothness, Lipschitz type
space and for functions having a derivative of bounded variation.
Let C(z) =

∑∞
0 ckz

k, (c0 6= 0) and D(z) =
∑∞
k=1 dkz

k, (d1 6= 0) be analytic
functions on the disc |z| < r, r > 1 where ck and dk are real. The Sheffer type
polynomials {pk(x)} are given by the generating functions of the form

C(z)etD(z) =

∞∑
k=0

pk(t)zk, |z| < r. (0.5)

Under the following assumptions:

(i) for t ∈ [0,∞), pk(t) ≥ 0, k = 0, 1, 2, · · ·
(ii) C(1) 6= 0 and D′(1) = 1,

Ismail [6] defined another generalisation of the Szász operators and the Jakimovski-
Leviatan operators [8] using the Sheffer polynomials as

Tn(f ;x) =
e−nxD(1)

C(1)

∞∑
k=0

pk(nx)f

(
k

n

)
, (0.6)

and estabilished some approximation properties of these operators. For the special
case D(t) = t and C(t) = 1, we find pk(x) = xk

k! , therefore (0.6) reduces to Szasz
operators and for the case D(t) = t, the operators Tn(f ;x) yield the operators
Pn(f ;x) defined in (0.1). Inspired by the work of Verma and Gupta [15], Mursaleen
et al. [9] defined the Jakimovski-Leviatan-Păltănea operators by means of Sheffer
polynomials, and integral modification of the operators given by (0.6), as

Mn,ρ(f ;x) =

∞∑
k=1

Ln,k(x)

∫ ∞
0

Qρn,k(t)f(t)dt+ Ln,0(x)f(0), ρ > 0, (0.7)
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where Ln,k(x) = e−nxD(1)

C(1) pk(nx) andQρn,k(t) = nρ
Γ(kρ)e

−nρt(nρt)kρ−1 and established
some convergence properties of these operators with the help of the Korovkin-type
theorem, rate of convergence by using Ditzian-Totik modulus of smoothness and
approximation properties for the functions having derivatives of bounded variation.
Since the Bézier curves have important applications in computer aided graphics

and applied mathematics, Zeng and Piriou [16] initiated the study of a Bézier vari-
ant of Bernstein operators. Zeng [17] introduced the Szasz-Bézier operators and
discussed the rate of convergence of these operators for the functions of bounded
variations. Subsequently several researchers defined the Bézier variants of some
other sequences of positive linear operators and studied their approximation prop-
erties (see, e.g., [1, 2, 4, 5, 7, 13]).
Motivated by the above work, we introduce the Bézier variant of the operators de-
fined in (0.7). Let λ > 0 and Cλ[0,∞) := {f ∈ C[0,∞) : f(t) = O(eλt) as t→∞}.
For β ≥ 1 and f ∈ Cλ[0,∞), the Bézier variant of (0.7) is defined as

Mβ
n,ρ(f ;x) =

∞∑
k=1

N
(β)
n,k(x)

∫ ∞
0

Qρn,k(t)f(t)dt+N
(β)
n,0 (x)f(0), ρ > 0, (0.8)

where N (β)
n,k(x) =

[
Jn,k(x)

]β − [Jn,k+1(x)
]β
, β ≥ 1; Ln,k(x) = e−nxD(1)

C(1) pk(nx) and
Jn,k(x) =

∑∞
j=k Ln,j(x) with the following properties:

(1) Jn,k(x)− Jn,k+1(x) = Ln,k(x) , k = 0, 1, 2, · · · ,
(2) Jn,0(x) > Jn,1(x) > Jn,2(x) > · · · Jn,n(x), x ∈ [0,∞).

In particular,

(i) if β = 1, the operators Mβ
n,ρ(f ;x) include the operators given by (0.7),

(ii) if β = 1 and D(t) = t, the operators Mβ
n,ρ(f ;x) reproduce the operators

defined in [15],
(iii) if C(t) = 1, D(t) = t, ρ = 1 and β = 1, the operators Mβ

n,ρ(f ;x) reduce to
the well known Phillips operators [12].

The organization of the paper as follows: In Section 1, the Bézier variant of
Jakimovski-Leviatan-Păltănea operators involving Sheffer polynomials has been in-
troduced. In Section 2, some auxiliary results such as moments, central moments
and lemmas have been presented. In Section 3, the rate of convergence by us-
ing Ditzian-Totik modulus of smoothness and Lipschitz type space have been dis-
cussed. In Section 4, the approximation result for the functions having derivatives
of bounded variation has been discussed.

1. Auxiliary Results

Lemma 1.1. The rth order moments Mn,ρ(t
r;x), for r = 0, 1, 2, are given by the

following identities:

(i) Mn,ρ(1;x) = 1;

(ii) Mn,ρ(t;x) = x+ C′(1)
nC(1) ;
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(iii) Mn,ρ(t
2;x) = x2 + x

n

(
1 + 1

ρ + 2C′(1)
C(1) +D′′(1)

)
+ 1

n2ρ

(
(1+ρ)C′(1)+ρC′′(1)

C(1)

)
.

As a consequence of the above lemma, we obtain

Lemma 1.2. The central moments Mn,ρ((t − x)r;x), r = 1, 2, are given by the
following equalities:

(i) Mn,ρ(t− x;x) = C′(1)
nC(1) ;

(ii) Mn,ρ((t− x)2;x) = x
n

(
1 + 1

ρ +D′′(1)

)
+ 1

n2ρ

(
(1+ρ)C′(1)+ρC′′(1)

C(1)

)
.

In what follows, we denote Mn,ρ((t− x)2;x) = ξn,ρ(x).

Remark 1.3. For suffi ciently large n and µ > 2, one has

Mn,ρ((t− x)2;x) ≤ µx

n

(
1 +

1

ρ
+D′′(1)

)
. (1.1)

Let CB [0,∞) be the family of all continuous and bounded functions defined on
[0,∞).

Lemma 1.4. For every f ∈ CB [0,∞), we have

‖Mn,ρ(f ;x)‖ ≤ ‖f‖. (1.2)

Proof. The proof of this lemma is readily follow with the help of Lemma 1.1(i).
Hence, the details are omitted. �

Lemma 1.5. For λ > 0, let f ∈ Cλ[0,∞). Then

|Mβ
n,ρ(f ;x)| ≤ βMn,ρ(|f |;x). (1.3)

Proof. For 0 ≤ u, v ≤ 1 and β ≥ 1, the following inequality holds

|uβ − vβ | ≤ β|u− v|. (1.4)

Since, N (β)
n,k(x) =

[
Jn,k(x)

]β − [Jn,k+1(x)
]β
, for all β ≥ 1 and

Jn,k(x) =

∞∑
j=k

Ln,j(x) ≤
∞∑
j=0

Ln,j(x) = 1,

in view of the inequality (1.4), we have∣∣∣∣N (β)
n,k(x)

∣∣∣∣ =

∣∣∣∣[Jn,k(x)
]β − [Jn,k+1(x)

]β∣∣∣∣ ≤ β|Jn,k(x)− Jn,k+1(x)| = βLn,k(x).(1.5)

Further,∣∣∣∣Mβ
n,ρ(f ;x)

∣∣∣∣ ≤ ∞∑
k=1

∣∣∣∣N (β)
n,k(x)

∣∣∣∣ ∫ ∞
0

Qρn,k(t)
∣∣f(t)

∣∣dt+

∣∣∣∣N (β)
n,0 (x)

∣∣∣∣|f(0)|, ρ > 0. (1.6)

From (1.5) and (1.6), we get the desired result. �
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2. Main Results

For t ≥ 0, x > 0, and 0 < α ≤ 1, the Lipschitz type space [10] is defined as:

Lip∗K(α) :=

{
f ∈ C[0,∞) : |f(x)− f(t)| ≤ K |x− t|

α

(x+ t)
α
2

}
,

where K is some positive constant.
In the next theorem, we investigate the rate of convergence of the operators

Mβ
n,ρ(·;x) for the function f ∈ Lip∗K(α).

Theorem 2.1. Let f ∈ Lip∗K(α). Then for each x > 0, we have

|Mβ
n,ρ(f ;x)− f(x)| ≤ βK

x
α
2

(
ξn,ρ(x)

)α
2 .

Proof. In view of Lemma 1.5 and the fact that, Mβ
n,ρ(1;x) = 1, we have

|Mβ
n,ρ(f ;x)− f(x)| ≤ |Mβ

n,ρ(f(t)− f(x);x)|
≤ βMn,ρ(|f(t)− f(x)|;x)

≤ βKMn,ρ

(
|x− t|α
(x+ t)

α
2

;x

)
≤ βK

x
α
2
Mn,ρ

(
|x− t|α;x

)
. (2.1)

Now, applying Hölder’s inequality by setting p = 2/α and q = 2/(2− α) and using
Lemma 1.1

Mn,ρ(|x− t|α;x) ≤
(
Mn,ρ((x− t)2;x)

)α
2
(
Mn,ρ(1

2
2−α ;x)

) 2−α
2

≤
(
Mn,ρ((x− t)2;x)

)α
2

=
(
ξn,ρ(x)

)α
2 . (2.2)

From (2.1) and (2.2), we get the required result. �

Let us recall the definitions of the Peetre’s K-functional and the Ditzian-Totik
first order modulus of smoothness. Let φ(x) =

√
x and f ∈ CB [0,∞).

Definition 2.1. [3] The Ditzian-Totik first order modulus of smoothness ωφ(f ; δ), δ >
0, is defined by

ωφ(f ; δ) := sup
0<h≤δ

∣∣∣∣f(x+
hφ(x)

2

)
− f

(
x− hφ(x)

2

)∣∣∣∣, ∀ x± hφ(x)

2
∈ [0,∞).

Definition 2.2. [3] The Peetre’s K-functional is defined by

Kφ(f ; δ) := inf{‖f − g‖+ δ‖φg′‖+ δ2‖g′‖, δ > 0}, ∀ g ∈Wφ,

where Wφ := {g : g ∈ ACloc, ‖φg′‖ <∞, ‖g′‖ <∞} and g ∈ ACloc means that g is
a locally absolutely continuous function in [0,∞).
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From [3], it is known that ωφ(f ; δ) ∼ Kφ(f ; δ), i.e. there exists a constant γ > 0,
such that

γ−1ωφ(f ; δ) ≤ Kφ(f ; δ) ≤ γωφ(f ; δ). (2.3)

In the next theorem, Ditzian-Totik first order modulus of smoothness is used to
establish a direct approximation theorem.

Theorem 2.2. Let f ∈ CB [0,∞) and φ(x) =
√
x, then for every x ∈ [0,∞) we

have

|Mβ
n,ρ(f ;x)− f(x)| ≤ Cωφ

(
f ;

1√
n

)
,

where C is a constant and independent on f and n.

Proof. Let x ∈ [0,∞) be arbitrary but fixed. For g ∈ Wφ, we have the following
representation

g(t) = g(x) +

∫ t

x

g′(u)du.

Applying the operator Mβ
n,ρ(f ;x) on both sides of the above equation, we obtain

Mβ
n,ρ(g;x)− g(x) = Mβ

n,ρ

(∫ t

x

g′(u)du;x

)
,

|Mβ
n,ρ(g;x)− g(x)| =

∣∣∣∣Mβ
n,ρ

(∫ t

x

g′(u)du;x

)∣∣∣∣ ≤Mβ
n,ρ

(∣∣∣∣ ∫ t

x

g′(u)du

∣∣∣∣;x).(2.4)
In view of Lemma 1.5, we have

Mβ
n,ρ((t− x)2;x) = |Mβ

n,ρ((t− x)2;x)| ≤ βMn,ρ((t− x)2;x).

Hence, using Lemma 1.2, we get

Mβ
n,ρ((t− x)2;x) ≤ β

{
x

n

(
1 +

1

ρ
+D′′(1)

)
+

1

n2ρ

(
(1 + ρ)C ′(1) + ρC ′′(1)

C(1)

)}
.

(2.5)
To estimate the right hand side of (2.4), we split our domain [0,∞) into two parts
A = [0, 1/n] and B = (1/n,∞].
Case-I:
If x ∈ [0, 1/n], then from (2.5), for suffi ciently large n, we have Mβ

n,ρ((t− x)2;x) ∼
β
n2ρ

(
(1+ρ)C′(1)+ρC′′(1)

C(1)

)
, i.e. there exists some k1 > 0, such that

Mβ
n,ρ((t− x)2;x) ≤ k1β

n2ρ

(
(1 + ρ)C ′(1) + ρC ′′(1)

C(1)

)
.

Hence, applying Cauchy-Schwarz inequality in equation (2.4), we have

|Mβ
n,ρ(g;x)− g(x)| ≤ ‖g′‖Mβ

n,ρ

(
|t− x|;x

)
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≤ ‖g′‖
(
Mβ
n,ρ((t− x)2;x)

)1/2

≤ ‖g′‖
{
k1β

n2ρ

(
(1 + ρ)C ′(1) + ρC ′′(1)

C(1)

)}1/2

=
∆1

n
‖g′‖, (2.6)

where ∆1 =

{
k1β
ρ

(
(1+ρ)C′(1)+ρC′′(1)

C(1)

)}1/2

.

Case-II: If x ∈ (1/n,∞], then from (2.5), we obtain Mβ
n,ρ((t − x)2;x) ∼ βx

n

(
1 +

1
ρ +D′′(1)

)
. Hence, there exists some constant k2 > 0, such that

Mβ
n,ρ((t− x)2;x) ≤ k2βx

n

(
1 +

1

ρ
+D′′(1)

)
.

Since ∣∣∣∣ ∫ t

x

g′(u)du

∣∣∣∣ ≤ ‖φg′‖∣∣∣∣ ∫ t

x

1

φ(u)
du

∣∣∣∣,
and for any x, t ∈ (0,∞),∣∣∣∣ ∫ t

x

1

φ(u)
du

∣∣∣∣ =

∣∣∣∣ ∫ t

x

1√
u
du

∣∣∣∣ = 2|(
√
t−
√
x)| = 2

|t− x|√
t+
√
x
≤ 2
|t− x|
φ(x)

,

we have ∣∣∣∣ ∫ t

x

g′(u)du

∣∣∣∣ ≤ 2‖φg′‖ |t− x|
φ(x)

. (2.7)

Now, combining equations (2.4) and (2.7) and using Cauchy-Schwarz inequality, for
any x ∈ (1/n,∞), we have

|Mβ
n,ρ(g;x)− g(x)| ≤ 2‖φg′‖φ−1(x)Mβ

n,ρ

(
|t− x|;x

)
≤ 2‖φg′‖φ−1(x)

(
Mβ
n,ρ((t− x)2;x)

)1/2

≤ 2‖φg′‖φ−1(x)

(
k2βx

n

(
1 +

1

ρ
+D′′(1)

))1/2

= ∆2
‖φg′‖√

n
, (2.8)
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where ∆2 =

(
k2β

(
1 + 1

ρ +D′′(1)

))1/2

.

Again, combining equations (2.4), (2.6) and (2.8), for x ∈ [0,∞) we have

|Mβ
n,ρ(g;x)− g(x)| ≤ ∆2

‖φg′‖√
n

+
∆1

n
‖g′‖

≤ ∆

(
‖φg′‖√

n
+

1

n
‖g′‖

)
, where ∆ = max(∆1,∆2).

Hence, using Lemma 1.4 and above equation, we get

|Mβ
n,ρ(f ;x)− f(x)| ≤ |Mβ

n,ρ(g;x)− g(x)|+ |f(x)− g(x)|+ |Mβ
n,ρ(f − g;x)|

≤ 2‖f − g‖+ ∆

(
‖φg′‖√

n
+

1

n
‖g′‖

)
≤ ∆′

(
‖f − g‖+

‖φg′‖√
n

+
1

n
‖g′‖

)
, ∆′ = max(2,∆).

Finally, taking the infimum on the right side of the above equation over all g ∈Wφ,

|Mβ
n,ρ(f ;x)− f(x)| ≤ ∆′Kφ

(
f ;

1√
n

)
,

and using the relation (2.3), we get

|Mβ
n,ρ(f ;x)− f(x)| ≤ ∆′γ ωφ

(
f ;

1√
n

)
.

Now taking C = ∆′γ, the proof of the theorem is completed. �

3. Functions with Derivatives of Bounded Variation

Let DBV2[0,∞), be the class of all functions f defined on [0,∞) with |f(t)| ≤
C(1 + t2), C > 0 and having a derivative f ′ equivalent to a function of bounded
variation on every finite subinterval of [0,∞). Then we observe that for all functions
f ∈ DBV2[0,∞), there holds the following representation

f(x) =

∫ x

0

g(t)dt+ f(0),

where g is a function of bounded variation on every finite subinterval of (0,∞).
In view of the Dirac-delta function, the alternate form of the operator Mβ

n,ρ(f ;x)
can be written as

Mβ
n,ρ(f ;x) =

∫ ∞
0

F βn,ρ(x, t)f(t)dt, ρ > 0, (3.1)

where F βn,ρ(x, t) =
∑∞
k=1N

(β)
n,k(x)Qρn,k(t) + N

(β)
n,0 (x)δ(t) and δ(t) is a Dirac-delta

function.
To establish the rate of convergence of the operators given by (3.1) for f ∈

DBV2[0,∞), the following lemma is needed:
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Lemma 3.1. Let x ∈ (0,∞) and µ > 2. Then for suffi ciently large n, we have

(i) Φβn,ρ(x, x1) =
∫ x1

0
F βn,ρ(x, t)dt ≤ βµx

n

(
1+ 1

ρ +D′′(1)

)
1

(x−x1)2 , 0 ≤ x1 < x,

(ii) 1 − Φβn,ρ(x, x2) =
∫∞
x2
F βn,ρ(x, t)dt ≤ βµx

n

(
1 + 1

ρ + D′′(1)

)
1

(x−x2)2 , x <

x2 <∞.

Proof. (i) Using (3.1) and Remark 1.3, we have

Φβn,ρ(x, x1) =

∫ x1

0

F βn,ρ(x, t)dt ≤
∫ x1

0

(
x− t
x− x1

)2

F βn,ρ(x, t)dt

= (x− x1)−2Mβ
n,ρ((t− x)2;x) ≤ β(x− x1)−2Mn,ρ((t− x)2;x)

≤ βµx

n

(
1 +

1

ρ
+D′′(1)

)
1

(x− x1)2
.

In the same way, assertion (ii) can be easily proved. �
Theorem 3.2. Let f ∈ DBV2[0,∞) and µ > 2. Then for each x ∈ (0,∞) and
suffi ciently large n, we have

|Mβ
n,ρ(f ;x)− f(x)| ≤ β1/2

β + 1
|f ′(x+) + βf ′(x−)|

√
µx

n

(
1 +

1

ρ
+D′′(1)

)

+
β3/2

β + 1
|f ′(x+)− f ′(x−)|

√
µx

n

(
1 +

1

ρ
+D′′(1)

)

+
βµ

n

(
1 +

1

ρ
+D′′(1)

) [
√
n]∑

k=0

V
x+ x

k

x− xk
(f ′x) +

x√
n
V
x+ x√

n

x− x√
n

(f ′x)

+
βµ

nx

(
1 +

1

ρ
+D′′(1)

)
{|f(2x)− f(x)− xf ′(x+)|}

+

{
|f(x)|
x2

+ C

(
4 +

1

x2

)}
µxβ

n

(
1 +

1

ρ
+D′′(1)

)
+|f ′(x+)|

√
µxβ

n

(
1 +

1

ρ
+D′′(1)

)
,

where V dc (f ′x) denotes the total variation of f ′x on [c, d] and f ′x is defined by

f ′x(t) =

 f ′(t)− f ′(x−), 0 ≤ t < x,
0, x = t,

f ′(t)− f ′(x+), x < t <∞.
(3.2)

Proof. In view of the fact that Mβ
n,ρ(1;x) = 1, and the alternate form (3.1) of the

operators given by (0.8), for every x ∈ (0,∞) we have

Mβ
n,ρ(f(t);x)− f(x) = Mβ

n,ρ(f(t);x)−Mβ
n,ρ(f(x);x) = Mβ

n,ρ(f(t)− f(x);x)
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=

∫ ∞
0

F βn,ρ(x, t)(f(t)− f(x))dt

=

∫ ∞
0

F βn,ρ(x, t)

(∫ t

x

f ′(ν)dν

)
dt. (3.3)

For any f ∈ DBV2[0,∞), and using (3.2), we can write

f ′(ν) = δx(ν)

[
f ′(ν)− f ′(x+) + f ′(x−)

2

]
+

[
f ′(x+) + βf ′(x−)

1 + β

]
+

f ′(x+)− f ′(x−)

2

[
sgn(ν − x) +

β − 1

β + 1

]
+ f ′x(ν), (3.4)

where

δx(ν) =

{
1, x = ν
0, x 6= ν.

Combining equations (3.3) and (3.4), we get

Mβ
n,ρ(f(t);x)− f(x) =

∫ ∞
0

F βn,ρ(x, t)

(∫ t

x

{
δx(ν)

[
f ′(ν)− f ′(x+) + f ′(x−)

2

]
+

[
f ′(x+) + βf ′(x−)

1 + β

]
+

f ′(x+)− f ′(x−)

2

[
sgn(ν − x) +

β − 1

β + 1

]
+f ′x(ν)

}
dν

)
dt

= Ψ1 + Ψ2 + Ψ3 + Ψ4, (3.5)

where

Ψ1 =

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

δx(ν)

[
f ′(ν)− f ′(x+) + f ′(x−)

2

]
dνdt

Ψ2 =

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

[
f ′(x+) + βf ′(x−)

1 + β

]
dνdt

Ψ3 =

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

f ′(x+)− f ′(x−)

2

[
sgn(ν − x) +

β − 1

β + 1

]
dνdt

Ψ4 =

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

f ′x(ν)dνdt.

We can easily see from the definition of δx(t) that

Ψ1 =

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

δx(ν)

[
f ′(ν)− f ′(x+) + f ′(x−)

2

]
dνdt = 0 (3.6)
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and

Ψ2 =

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

[
f ′(x+) + βf ′(x−)

1 + β

]
dνdt

=

[
f ′(x+) + βf ′(x−)

1 + β

] ∫ ∞
0

F βn,ρ(x, t)

∫ t

x

dνdt

=

[
f ′(x+) + βf ′(x−)

1 + β

] ∫ ∞
0

F βn,ρ(x, t)(t− x)dt

=

[
f ′(x+) + βf ′(x−)

1 + β

]
Mβ
n,ρ(t− x;x). (3.7)

Now, we evaluate Ψ3,

Ψ3 =

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

f ′(x+)− f ′(x−)

2

[
sgn(ν − x) +

β − 1

β + 1

]
dνdt

=

(
β − 1

β + 1

)
f ′(x+)− f ′(x−)

2
Mβ
n,ρ((t− x), x)

+
f ′(x+)− f ′(x−)

2

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

sgn(ν − x)dνdt

=

(
β − 1

β + 1

)
f ′(x+)− f ′(x−)

2
Mβ
n,ρ((t− x), x)

− f ′(x+)− f ′(x−)

2

∫ x

0

F βn,ρ(x, t)(t− x)dt

+
f ′(x+)− f ′(x−)

2

∫ ∞
x

F βn,ρ(x, t)(t− x)dt

=

(
β − 1

β + 1

)
f ′(x+)− f ′(x−)

2
Mβ
n,ρ((t− x), x)

+
f ′(x+)− f ′(x−)

2

∫ ∞
0

F βn,ρ(x, t)|x− t|dt

=

(
β − 1

β + 1

)
f ′(x+)− f ′(x−)

2
Mβ
n,ρ((t− x), x)

+
f ′(x+)− f ′(x−)

2
Mβ
n,ρ(|t− x|, x). (3.8)

Combining equations (3.5)-(3.8), we have

|Mβ
n,ρ(f(t);x)− f(x)| ≤

∣∣∣∣f ′(x+) + βf ′(x−)

1 + β

∣∣∣∣|Mβ
n,ρ(t− x;x)|

+
β − 1

β + 1

∣∣∣∣f ′(x+)− f ′(x−)

2

∣∣∣∣|Mβ
n,ρ((t− x), x)|
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+

∣∣∣∣f ′(x+)− f ′(x−)

2

∣∣∣∣Mβ
n,ρ(|t− x|, x) + |Ψ4|. (3.9)

Now, applying Lemma 1.5 and the Cauchy-Schwarz inequality, we get

|Mβ
n,ρ(f(t);x)− f(x)| ≤ 1

β + 1
|f ′(x+) + βf ′(x−)|(βMn,ρ((t− x)2;x))1/2

+
β

β + 1
|f ′(x+)− f ′(x−)|(βMn,ρ((t− x)2;x))1/2 + |Ψ4|

≤ β1/2

β + 1
|f ′(x+) + βf ′(x−)|

√
µx

n

(
1 +

1

ρ
+D′′(1)

)
+
β3/2

β + 1
|f ′(x+)

−f ′(x−)|

√
µx

n

(
1 +

1

ρ
+D′′(1)

)
+ |Ψ4|. (3.10)

We now estimate |Ψ4|. We may write

Ψ4 =

∫ ∞
0

F βn,ρ(x, t)

∫ t

x

f ′x(ν)dνdt = Ψ5 + Ψ6,

where

Ψ5 =

∫ x

0

F βn,ρ(x, t)

∫ t

x

f ′x(ν)dνdt

Ψ6 =

∫ ∞
x

F βn,ρ(x, t)

∫ t

x

f ′x(ν)dνdt.

Since
∫ d
c
dtΦ

β
n,ρ(x, t) ≤ 1, for each [c, d] ⊂ [0,∞) and f ′x(x) = 0, using Lemma 3.1

and integration by parts with x1 = x− x√
n
, we have

|Ψ5| =

∣∣∣∣ ∫ x

0

F βn,ρ(x, t)

∫ t

x

f ′x(ν)dνdt

∣∣∣∣
=

∣∣∣∣ ∫ x

0

(∫ t

x

f ′x(ν)dν

)
dtΦ

β
n,ρ(x, t)

∣∣∣∣ =

∣∣∣∣ ∫ x

0

f ′x(t)Φβn,ρ(x, t)dt

∣∣∣∣
≤

∫ x1

0

|f ′x(t)− f ′x(x)||Φβn,ρ(x, t)|dt+

∫ x

x1

|f ′x(t)− f ′x(x)||Φβn,ρ(x, t)|dt

≤ βµx

n

(
1 +

1

ρ
+D′′(1)

)∫ x1

0

V xt (f ′x)
1

(x− t)2
dt+

∫ x

x1

V xt (f ′x)dt

≤ βµx

n

(
1 +

1

ρ
+D′′(1)

)∫ x1

0

V xt (f ′x)
1

(x− t)2
dt+

x√
n
V xx− x√

n
(f ′x),(3.11)
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Substituting t = x− x
u , we obtain

βµx

n

(
1 +

1

ρ
+D′′(1)

)∫ x− x√
n

0

V xt (f ′x)
1

(x− t)2
dt

=
βµ

n

(
1 +

1

ρ
+D′′(1)

)∫ √n
1

V xx− xu (f ′x)du

≤ βµ

n

(
1 +

1

ρ
+D′′(1)

) [
√
n]∑

k=1

∫ k+1

k

V xx− xk (f ′x)du

≤ βµ

n

(
1 +

1

ρ
+D′′(1)

) [
√
n]∑

k=1

V xx− xk (f ′x). (3.12)

Combining (3.11) and (3.12), we have

Ψ5 ≤
βµ

n

(
1 +

1

ρ
+D′′(1)

) [
√
n]∑

k=1

V xx− xk (f ′x) +
x√
n
V xx− x√

n
(f ′x). (3.13)

From Lemma 3.1(ii), F βn,ρ(x, t) = −dt(1− Φβn,ρ(x, t)), t > x, hence we may write

|Ψ6| ≤
∣∣∣∣ ∫ 2x

x

(∫ t

x

f ′x(ν)dν

)
dt(1− Φβn,ρ(x, t))

∣∣∣∣+

∣∣∣∣ ∫ ∞
2x

(∫ t

x

f ′x(ν)dν

)
dtF

β
n,ρ(x, t)

∣∣∣∣
= Ψ7 + Ψ8, say.

First estimate Ψ7,

Ψ7 =

∣∣∣∣ ∫ 2x

x

(∫ t

x

f ′x(ν)dν

)
dt(1− Φβn,ρ(x, t))

∣∣∣∣
≤

∣∣∣∣ ∫ 2x

x

f ′x(ν)dν

∣∣∣∣|(1− Φβn,ρ(x, 2x))|+
∣∣∣∣ ∫ 2x

x

f ′x(t)(1− Φβn,ρ(x, t))dt

∣∣∣∣
≤

∣∣∣∣ ∫ 2x

x

(f ′(ν)− f ′(x+))dν

∣∣∣∣|(1− Φβn,ρ(x, 2x))|+
∣∣∣∣ ∫ 2x

x

f ′x(t)(1− Φβn,ρ(x, t))dt

∣∣∣∣
≤ βµ

nx

(
1 +

1

ρ
+D′′(1)

)
|f(2x)− f(x)− xf ′(x+)|

+
βµx

n

(
1 +

1

ρ
+D′′(1)

)∫ 2x

x+x/
√
n

V tx (f ′x)

(x− t)2
dt+

∫ x+x/
√
n

x

V tx (f ′x)dt.

Now, substituting t = x+ x
u , we have

≤ βµ

nx

(
1 +

1

ρ
+D′′(1)

)
|f(2x)− f(x)− xf ′(x+)|

+
βµ

n

(
1 +

1

ρ
+D′′(1)

)∫ √n
1

V
x+ x

u
x (f ′x)du+

∫ x+x/
√
n

x

V tx (f ′x)dt
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≤ βµ

nx

(
1 +

1

ρ
+D′′(1)

)
|f(2x)− f(x)− xf ′(x+)|

+
βµ

n

(
1 +

1

ρ
+D′′(1)

) [
√
n]∑

k=1

V
x+ x

k
x (f ′x) +

x√
n
V
x+ x√

n
x (f ′x). (3.14)

Using Cauchy-Schwarz inequality

Ψ8 =

∣∣∣∣ ∫ ∞
2x

(∫ t

x

f ′x(ν)dν

)
F βn,ρ(t, x)dt

∣∣∣∣
=

∣∣∣∣ ∫ ∞
2x

(∫ t

x

(f ′(ν)− f ′(x+))dν

)
F βn,ρ(x, t)dt

∣∣∣∣
≤

∣∣∣∣ ∫ ∞
2x

(f(t)− f(x))F βn,ρ(t, x)dt

∣∣∣∣+

∫ ∞
2x

|t− x||f ′(x+)|F βn,ρ(t, x)dt

≤
∣∣∣∣ ∫ ∞

2x

f(t)F βn,ρ(t, x)dt

∣∣∣∣+ |f(x)|
∣∣∣∣ ∫ ∞

2x

F βn,ρ(t, x)dt

∣∣∣∣
+|f ′(x+)|

(∫ ∞
2x

(t− x)2F βn,ρ(t, x)dt

)1/2

≤ C

∣∣∣∣ ∫ ∞
2x

(1 + t2)F βn,ρ(t, x)dt

∣∣∣∣+ |f(x)|
∣∣∣∣ ∫ ∞

2x

F βn,ρ(t, x)dt

∣∣∣∣
+|f ′(x+)|

√
µxβ

n

(
1 +

1

ρ
+D′′(1)

)
Since t ≥ 2x, we have t ≤ 2(t− x), hence

Ψ8 ≤ C

(
4 +

1

x2

)(∫ ∞
2x

(t− x)2F βn,ρ(t, x)dt

)
+
βµ

nx

(
1 +

1

ρ
+D′′(1)

)
|f(x)|

+|f ′(x+)|

√
µxβ

n

(
1 +

1

ρ
+D′′(1)

)
=

{
|f(x)|
x2

+ C

(
4 +

1

x2

)}
µxβ

n

(
1 +

1

ρ
+D′′(1)

)
+|f ′(x+)|

√
µxβ

n

(
1 +

1

ρ
+D′′(1)

)
(3.15)

From (3.14) and (3.15), we obtain

|Ψ6| ≤
βµ

nx

(
1 +

1

ρ
+D′′(1)

)
{|f(2x)− f(x)− xf ′(x+)|}

+
βµ

n

(
1 +

1

ρ
+D′′(1)

) [
√
n]∑

k=1

V
x+ x

k
x (f ′x) +

x√
n
V
x+ x√

n
x (f ′x)
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+

{
|f(x)|
x2

+ C

(
4 +

1

x2

)}√
µxβ

n

(
1 +

1

ρ
+D′′(1)

)

+|f ′(x+)|

√
µxβ

n

(
1 +

1

ρ
+D′′(1)

)
. (3.16)

Combining the estimates (3.10), (3.13) and (3.16), we obtain the desired result. �
Acknowledgement. The second author is extremely grateful to the Ministry of
Human Resource Development of India (Grant code:- MHR-01-23-200-428) to carry
out his research work.

References

[1] Abel, U., Gupta,V., An estimate of the rate of convergence of a Bezier variant of the Baskakov-
Kantorovich operators for bounded variation functions. Demonstr. Math., 36(1):123—136,
2003.

[2] Agrawal, P. N., Ispir, N., Kajla, A., Approximation properties of Bezier-summation-integral
type operators based on Polya—Bernstein functions, Appl. Math. Comput., 259 (2015), 533—
539.

[3] Ditzian, Z., Totik, V., Moduli of smoothness, Springer Ser. Comput. Math., Berlin, itd:
Springer Verlag, 9, 1987.

[4] Goyal, M., Agrawal, P.N., Bézier variant of the Jakimovski— Leviatan— Păltănea operators
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