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Abstract 

Microfluidic reactors are advantageous for nanomaterial synthesis due to their capability to provide 

controlled reaction environment. In this work, a droplet based microfluidic reactor is designed for the 

synthesis of silica nanoparticles. The synthesis is carried out in a very controlled environment and a uniform 

size and shape distribution is achieved. The classical synthesis protocol for silica nanoparticles is modified 

to use nonpolar solvents in the reaction so that this platform can later be used for coating hydrophobic 

nanomaterials. Therefore, this study not only presents a new device but also a new synthesis method. The 

results are compared with conventional batch wise synthesis methods and the obtained nanoparticles 

showed better size distribution.  

 

Keywords: microreactor, microfluidics, droplet-based flow, nanoparticles, silica nanoparticles, 

microfluidic synthesis 

1. Introduction 

Nanoparticles have unique electronic, optic, mechanic 

and biological properties along with their small size and 

high surface to volume ratio that make them desirable for 

applications in many areas such as drug delivery, 

printable electronics, wearable devices and sensor 

technologies. Silica nanoparticles are one type of them 

which attracted attention for their compatibility with 

other materials such as quantum dots and iron oxide that 

lead them to be desirable in optics and drug delivery [1-

4]. Their properties are highly dependent on their size and 

morphology; therefore, their functionality increases 

when they are produced monodispersely.  

Synthesis of nanoparticles are mostly done with 

conventional batch-wise methods where reagents are 

mixed and heated in large scales; however in these 

methods it is not always possible to maintain uniform 

reaction conditions in terms of time and temperature in 

all parts of the system, which results in polydisperse 

synthesis inevitably. Microfluidic synthesis methods are 

used to overcome this limitation as it is possible to 

control the reaction conditions such as residence time, 

concentration, temperature, and pH much precisely [5-8].  

There are examples in literature that focus on the 

microfluidic synthesis of silica nanoparticles. For 

instance, the first sol-gel based microfluidic synthesis 

was performed by Khan et al. [9] where they used a 

segmented flow microfluidic device, with gas phase 

separating the liquid segments, and synthesized particles 

around 200-700 nm. There were also other examples of 

microfluidic reactors which followed the well-known 

Stöber method where TEOS and ammonia solution is 

mixed [10-16]. In some of these reactors, flow was 

droplet-based where reagents were carried in the form of 

separate droplets in the channel [10-14, 17, 18] whereas 

some of them were continuous flow [15, 16]. In most of 

these literature examples, though, the obtained particles 

were micron sized. Only a few of them targeted 

nanometer scale particles [13, 17].  

In almost all these formerly presented work, reactants 

were prepared inside a polar solvent, mostly ethanol. This 

works very well if the synthesized particles are going to 

be used as is. However, for applications that require silica 

to be synthesized in situ with hydrophobic materials, 

such as in the case of coating of quantum dots with silica 

shells, a non-polar solvent is required during the 

synthesis [19]. Therefore, in this work a new microfluidic 

device was developed that can work with non-polar 

solvents in a droplet-based flow and compared to the 

results obtained by batch-wise synthesis, better size 

distribution with much reduced residence was achieved.  
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2. Materials and Methods 

2.1. Fabrication of the Microreactor 

Microfluidic reactor is designed to have a droplet-based 

flow inside 200 µm wide and deep channels. Two 

reagents are delivered into the microreactor by using 

capillary tubing, as soon as they enter the microchannel, 

a continuous flow separates them into individual 

droplets. Due to the circulating flow profile inside 

droplets, reagents mix rapidly without causing any 

clogging or contamination on channel walls. Droplet-

based flow also maintains same amount of residence time 

as opposed to continuous flow scheme where the 

parabolic velocity profile causes an imbalance of total 

time spent in the channel. A schematic showing the 

layout of the microreactor is presented in Figure 1.  

 

 
 

Figure 1. Schematic of the microfluidic device used for 

silica nanoparticle synthesis. (a) Droplet generation zone. 

(b) Schematic of the flow profile within droplets. 

 

The fabrication of the microreactor was done in the clean 

room of National Nanotechnology Research Center 

(UNAM). The microchannels were etched with deep 

reactive ion etching in silicon wafer and later bonded to 

a glass substrate with anodic bonding. Later the capillary 

tubing is connected to the inlet of the reactor with epoxy. 

A tube connector is utilized to combine the flow 

incoming from two separate capillaries that carry two 

reagents and to deliver them to the microreactor.  

 

2.2. Synthesis Method 

The synthesis of silica nanoparticles with a nonpolar 

solvent was first performed by a batch-wise synthesis 

method in order to be able to compare the results obtained 

within the microfluidic reactor.  

2.2.1. Batch-wise Synthesis 

For the synthesis of silica nanoparticles compatible with 

hydrophobic coatings, a method proposed by Popovic et 

al. is adapted and modified [20]. A 1.3 mL IGEPAL CO-

520 and 10 mL of anhydrous cyclohexane were mixed. 

After the through mixing, 80µL of tetraethyl orthosilicate 

(TEOS) was added to this solution and stirred for 

30 mins. Finally, 150 µL of 28 % ammonium hydroxide 

solution is added and stirred for 48 hours. Reaction was 

carried out at room temperature. Obtained silica 

nanoparticles were later centrifuged and dissolved in a 

2 M NaOH solution and refrigerated. All solutions were 

obtained from Sigma Aldrich. 

2.2.2. Microfluidic Synthesis 

The microfluidic synthesis of silica nanoparticles was 

performed in a droplet-based flow where the reagents are 

carried within an immiscible flow as droplets. The 

selection of the carrier fluid is important as it should 

provide enough shear stress to form droplets and not mix 

with them. As the carrier fluid pure N-Methylformamide 

(NMF) was selected. Droplets were composed of two 

reagent solutions prepared separately and delivered to the 

microreactor from two separate capillary tubes. The first 

reagent solution was prepared with 1.3 ml of IGEPAL 

CO-520 dissolved in 10ml of anhydrous cyclohexane and 

80 µl of TEOS. The second reagent solution was 

prepared by mixing 150 µl of 28 % aqueous ammonium 

hydroxide solution with 10 ml of anhydrous 

cyclohexane. The choice of the carrier fluid was a 

challenge in here as a nonpolar solvent needed to be 

chosen for further processing with hydrophobic particles. 

Even though NMF is immiscible with cyclohexane and 

TEOS, it is slightly miscible with ammonium hydroxide. 

This might have resulted in loss of reactants from the 

droplets to the carrier fluid which would prevent the 

formation of particles. In order to avoid that, the 

concentration of the ammonium hydroxide solution in the 

droplets was determined experimentally. 

Two reagent solutions were delivered to the microreactor 

from two separate capillary tubes, they were merged at a 

junction connected to the inlet and as soon as they entered 

the microchannel, the shear stress applied by the carrier 

fluid divided them into droplets. The two reagents were 

mixed inside droplets rapidly as they move in the 

channel.  

2.3. Experimental Set-up 

Experimental set-up for the microfluidic synthesis is 

composed of a microscope with camera attachment to 

monitor flow inside the channels, two syringe pumps for 

delivering liquids in the channel and a light source for 

imaging purposes.  

3. Results and Discussion 

In this work the synthesis was also carried with 

conventional batch methods to compare results obtained 

from the microreactor.  

3.1. Batch-wise Synthesis Results 

Batch-wise synthesis of silica nanoparticles lasted 48 

hours as a result of the reverse micelle process explained 

earlier. The obtained nanoparticles were observed under 
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the transmission electron microscope (TEM) and their 

size distribution is determined by looking at the images 

and calculating their diameter through direct 

measurement from these images. Particles were 

18.25 ± 2.2 nm in diameter. The TEM images are shown 

in Figure 2. 

 

         (a)                        (b) 

Figure 2. TEM images of synthesized silica 

nanoparticles in batch-wise method. 

3.2. Microreactor Synthesis Results 

For the synthesis of silica nanoparticles inside the 

microreactor, the flow rate of the continuous carrier fluid 

(NMF) was selected as 9.2 µl/min and the flow rates of 

two reagents (TEOS with cyclohexane and ammonium 

hydroxide with cyclohexane) were set as 1.9 µl/min for a 

stable droplet generation. Two reagents were delivered 

from separate capillary tubes as shown in Figure 3a. They 

merge with a microfluidic tube connector and enter the 

device, later form droplets (Figure 3b). Total residence 

time of reagents in the microreactor was 525 seconds and 

all experiments were carried out at room temperature.  

 
(a) 

 
(b) 

Figure 3. (a) The microreactor under operation. 

(b) Droplet formation inside the microchannel. (1) 

denotes the career fluid whereas (2) denotes the channel 

where droplet phase is delivered. 

In the initial experiments, ammonium hydroxide in 

cyclohexane was 0.38 M while the TEOS and 

cyclohexane solution was prepared as described in 

Section 2.2.2. The flow rate of the carrier fluid was 

9.6 µl/min while TEOS solution was 0.8 µl/min and 

ammonium hydroxide solution with cyclohexane was 

1.6 µl/min. With this concentration and flow rates, the 

obtained silica nanoparticles were less than 4 nm in 

diameter, their image under the transmission electron 

microscope is shown in Figure 4.  

 
(a) (b) 

Figure 4. TEM images of silica nanoparticles 

synthesized in the microreactor with low ammonium 

concentration. The average diameter of the nanoparticles 

was less than 4 nm. 

 

The low ammonium concentration resulted in formation 

of seed like structures instead of individually 

distinguished nanoparticles. This may mean that the 

reagent was not sufficient for growth. In the next set of 

experiments, the ammonia solution concentration was 

doubled, and made 0.76 M with a flow rate of 1.9 µl/min. 

This gave resulted in silica nanoparticles with an average 

diameter of 25 nm. The TEM images of these particles 

are shown in Figure 5. Particle sizes were measured by 

using Adobe Illustrator program with manual 

measurement of diameter of each particle in the images. 

 
(a) (b) 
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(c) (d) 

Figure 5. TEM images of nanoparticles synthesized 

within the microreactor with high ammonium 

concentration. Average diameter size is 25 ± 2.7 nm.  

 

In order to confirm the formation of silica nanoparticles, 

EDX analysis was performed on samples obtained from 

the microreactor. As a sample holder a TEM grid was 

used due to the small amount of nanoparticle solution. 

Figure 6 shows the EDX results. Since the TEM grid was 

made from Cu, Cu peaks also appeared along with Si and 

O peaks. 

 

Figure 6. EDX quantification results.  

3.3. Comparison of the Results 

As a final step the results obtained from batch synthesis 

and microfluidic synthesis were compared. The major 

difference is the reaction time and the ammonium 

hydroxide concentration. In the batch-wise synthesis 

method, the reaction lasted 48 hours and the ammonium 

hydroxide concentration was 0.38 M. The resulting 

nanoparticles were 18.25 ± 2.7 nm in diameter. In the 

microfluidic synthesis, the ammonium hydroxide 

concentration was doubled (0.76 M) while the reaction 

lasted for 8.75 min. The obtained nanoparticles were 

25 ± 2.7 nm in diameter. This shows that as the reagent 

amounts are decreased and reaction is carried out in 

microenvironments, the residence time decreases while 

the size distribution is improved. This confirms the 

advantage of using microfluidic reactors in nanomaterial 

synthesis.  

4. Conclusion 

A novel microfluidic device is designed for the synthesis 

of silica nanoparticles with a nonpolar solvent. A droplet-

based flow is utilized to control reagent concentrations 

precisely and to obtain a uniform mixing. The synthesis 

was successful and resulted in a narrower size 

distribution compared to the batch-wise methods. In 

addition, the synthesis was accomplished in shorter times 

than available methods in literature. This platform and 

synthesis method can later be used for coating of 

quantum dots with silica for increasing their stability.  
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Abstract 

The yew tree (Taxus baccata) is an ancient species in the world that has both toxic and medicinal 

properties. Identifying the chemical components of different parts of this tree can be useful in the better 

understanding of the toxicity and medicinal effect of this plant. Therefore, the chemical composition of 

water: methanol extracts of T. baccata L. leaf and male cones obtained from endemic species of Iran were 

characterized using GC-MS analysis. Twenty two components were identified for leaves including oleic 

acid (20.87%) and octadeca-9,12-dien-1-ol (17.77%) as the most abundant components, and seventeen 

components were identified for male cones which were 3-O-methyl-d-glucose (64.00%) and oleic acid 

(13.32%) as the most abundant components. Furthermore, the potential applications of some of the 

characterized components are discussed into the depths. 

 

Keywords: Taxus baccata leaves and male cones, water: methanol extract, GC-MS, chemical 

composition, 3-O-methyl-d-glucose. 

 

1. Introduction 

 

Yew (Taxus baccata), is a coniferous tree or shrub 

which reaches a height of 15 meters [1] and widely 

distributed in western, central and southern Europe, 

northwest Africa, southwest Asia, and northern Iran [2-

4]. Yew has evergreen leaves consist of several short, 

narrow needles with a length of 1 to 2 cm and a width of 

1 to 2 mm [5]. Furthermore, the male cones appear in 

the axils of the leaves; which are globose with 6-14 

peltate scales, each with 4-8 pollen sacs [6]. 

There have been many observations of poisoning due to 

the ingestion of yew in animals and humans, and the 

identification of its constituents can help to a better 

understanding the toxicity and poisoning of this species 

[7, 8]. On the other hand, various medical 

characteristics have been liked to yew and embracing 

new therapeutic compounds for the treatment of 

diseases and a tendency to increase the use of natural 

compounds, the identification of yew compounds can 

open a new window for human needs [9]. Many studies 

have been focused on the beneficial component 

extraction from the bark of the T. baccata which dries 

and destroys this slow-growing and low- population 

species. One of the means to protect this species is to 

use the re-growing parts of the plant and also finding 

and applying the component extraction method is of 

vital importance [10]. Plant species, habitat 

environment, and height and the method used to extract 

the components are effective factors in determining the 

type and amount of components [11, 12]. This study 

aimed to extract the leaf and male cones components of 

yew and identify its constituents to provide a better 

perspective about the T. baccata growing in Iran.  

 

2. Materials and Methods 

2.1 Plant Material 

 

Fresh branches containing green needle leaves and male 

cones of the fallen yew tree due to wind or landslides 

were collected from Afratakhteh forests in Golestan 

mailto:*hashemi@kiau.ac.ir
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province, Iran, in October 2017. The plant material with 

a voucher specimen number 4657 was deposited to the 

Herbarium in the college of Agricultural and Natural 

Resources, Karaj Branch, Islamic Azad University, 

Karaj, Iran. The plant male cones were isolated from the 

end of leaves of the plant and they were both washed 

briefly with distilled water to remove dust and then 

dried at room temperature. They were kept in the 

refrigerator at 4 ºC until extraction.  

 

2.2 Extraction 

 

All solvents used for extraction were supplied from 

Merck Company, Darmstadt, Germany. The water: 

methanol extracts of leaves and male cones were 

extracted sequentially in three steps. In the first step, 

fresh leaves and male cones samples (approximately 10 

g of each) were separated and soaked in 150 mL of n-

hexane in a 250-mL Erlenmeyer flask. The extraction 

was performed using the shaker technique for 3 h at 4.5 

rpm speed. The extracts were filtered and the residue 

was eluted with 50 mL of n-hexane again. In the second 

step, the residue was processed similarly with the same 

amount of chloroform for the same period in a dark 

place at laboratory conditions. The filtered extracts were 

then evaporated under the laminar flow hood in a dark 

environment. In the third step, the residue was 

processed similarly with the same amount of water: 

methanol (1:1 v/v) for the same period and conditions 

and the extracts were kept dry in sealed Eppendorf tubes 

with aluminum sheets cover and stored in a refrigerator 

at 4 ºC prior to chemical analysis. Water: methanol 

extracts were dried over anhydrous sodium sulfate 

before the GC-MS analysis. 

2.3 GC-MS Analysis 

 

The GC-MS analysis of the resulting extracts was 

performed using a GC Agilent 7890A and MS Agilent 

5975C mass spectrometer detector (Palo Alto, CA, 

USA) equipped with a HP-5MS cross-linked capillary 

column (30-m-long and 0.25-mm internal diameter, 

0.25 μm film thickness). Helium was used as the carrier 

gas with a flow rate of 1 mL/min. The run time duration 

was 48.43 min. The program began at 60 ºC for 2 min 

and the temperature increased at a rate of 7 ºC/min up to 

280 ºC. It remained at this temperature for 15 min. The 

intrinsic energy that hits the sample in the MS system 

was 70 eV. The split ratio of the sample was 2:1 with a 

split flow of 2 mL/min. The individual compounds in 

the extracts were identified by their retention time 

relative to known compounds and further identified by 

comparison of their mass spectra with either the known 

compounds or published spectral data. Individual 

components were identified using Wiley 275 L and 

NIST05 a.L database matching, and by comparing the 

retention times and mass spectra of constituents with 

published data [13-15]. 

 

3. Results and Discussion 

3.1 Leaves and Male Cones Extracts 

 

The number and percentage of the total compounds in 

the leaves and male cones water: methanol extracts 

which were identified using GC-MS analysis, were 22 

and 97.14% (Table 1), and 17 and 99.29 %, respectively 

(Table 2). 

 

Table 1. Identified chemical composition of T. baccata leaves water: methanol extract. 

tr
 (min) Compound Class WM-LE (%) 

6.367 Thymine Phenolic compound 1.48 

7.519 4H-pyran-4-one, 2,3-dihydro-3,5-dihydroxy-6-methyl- Flavonoid 2.83 

9.164 2,3-dihydrobenzofuran Coumaran 1.93 

9.366 2-furancarboxaldehyde, 5-(hydroxymethyl)- n-Aldehyde 1.29 

10.783 Phenol, 4-ethenyl-2-methoxy- Phenolic compound 0.89 

13.294 2-propenoic acid, 3-phenyl-, (E)- Fatty acid 2.07 

13.470  p-Propylguaiacol  Monoterpene 0.50 

13.854 3,5-dimethoxyphenol Taxane 7.65 

15.094 Acetic acid, (p-hydroxyphenyl)-  Fatty alcohol 9.67 

16.692 3-(2-azidobenzyl)pyridine  Alkaloeid 2.76 

17.907 Benzeneacetic acid, 4-hydroxy-3-methoxy-, methyl ester Fatty acid ester 1.62 

18.130 1,7-dimethyl-4,4a,5,6-tetrahydropyrido-1H-[1,2-

b]pyridazin-2(3H)-one 

Others 2.09 

18.955 Pluchidiol Others 5.05 

20.750  1,3-dioxane, 2-(2-bromoethyl)- Ether 2.96 

21.326 Palmitinic acid  Fatty acid 1.80 

21.762 2-methyl-1-thia-cyclopentane n-Alkane 8.87 

23.744  Oleic acid  Fatty acid 20.87 

23.988 Octadecanoic acid  Fatty acid 1.34 

26.328 Fusaric acid  Aromatic carboxylic acid 1.39 

29.908 Octadeca-9,12-dien-1-ol Fatty alcohol 17.77 

31.252 3-phenyl-1,4(E)-dodecadiene Others 0.60 

33.929 Cholest-5-en-3-ol (3.beta.)-  Steroid 1.71 
*t

r
: Retention time; **WM-LE: Water: methanol leaves extract.  
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      Table 2. Identified chemical composition of T. baccata male cones water: methanol extract. 

tr (min) Compound Class WM-MCE (%) 

6.336 Glycerol Alcoholic sugar 0.48 

9.195 2,3-dihydrobenzofuran Coumaran 1.88 

9.895 1,2-Benzenediol, 3-methoxy- Phenolic compound 1.17 

15.131 3-Hydroxyphenylacetic acid Fatty acid 0.69 

16.703 Methyl-(2-hydroxy-3-ethoxy-benzyl)ether Ether 0.61 

18.145 Mome inositol Sugar 0.66 

18.929 2-ethylthiolane Tioalkaloeid 0.43 

19.318 Propyl  isopropyl  ether Aromatic ether 0.41 

20.044 3,5-Heptadienal, 2-ethylidene-6-methyl- n-Aldehyde 2.66 

22.447 3-O-methyl-d-glucose  Sugar 64.00 

23.723  Oleic acid  Fatty acid 13.32 

23.982  Stearic acid  Fatty acid 0.77 

27.028  Methyl petroselinate Fatty acid ester 0.75 

27.983 Hexadecanoic acid, 2,3-dihydroxypropyl ester  Fatty acid ester 0.64 

29.908 9,12-Octadecadien-1-ol  Fatty alcohol 7.70 

33.929 Cholest-5-en-3-ol (3.beta.)-  Steroid 1.10 

36.259 Stigmasterol, 22,23-dihydro- Steroid 0.73 
* t

r
: Retention time; **WM-MCE: Water: methanol male cones extract.  

 

Table 3. Classification of the identified chemical components of the T. baccata leaves and male cones water: 

methanol extract. 

No. Chemical classes WM-LE (%) WM-MCE (%) Sum (%) 

1 Sugars 0.00 65.14 65.14 

2 Acids 37.14 14.78 51.92 

3 Alcohols 17.77 7.70 25.47 

4 n-Alkanes 8.87 0.00 8.87 

5 Taxanes 7.65 0.00 7.65 

6 Ethers 2.96 2.19 5.15 

7 Flavonoids 2.83 1.29 4.12 

8 n-Aldehydes 1.29 2.66 3.95 

9 Coumarans 1.93 1.88 3.81 

10 Steroids 1.71 1.83 3.54 

11 Alkaloids 2.76 0.43 3.19 

12 Esters 1.62 1.39 3.01 

13 Phenols 2.37 0.00 2.37 

14 Terpenes 0.50 0.00 0.50 

15 Others 7.74 0.00 7.74 

- Total identified 97.14 99.29 - 

* WM-LE: Water: methanol leaves extract; **WM-MCE: Water: methanol male cones extract. 

Through analyzing the qualitative characteristics of 

flavonoids in yew female cones (seed cones), the 

researchers showed that there were several flavonoids in 

methanol extract and the highest concentration of 

flavonoids (39.37 mg/g) was measured in ethyl acetate 

extract of seed cones [16]. Compared to the values 

obtained in leaves extract, seed cones extract had a 

lower concentration of flavonoids. The results of the 

data and identified compounds of our studies showed 

that the compounds 4H-pyran-4-one, 2,3-dihydro-3,5-

dihydroxy-6-methyl- (called DDMP) as only flavonoids 

[17] accounts for only 2.83% in the water: methanol 

extracts of yew leaves. The identified DDMP is an anti-

tumor compound. Moreover, it possesses anti-microbial, 

anti-oxidant, anti-inflammatory, and anti-mutagenic 

characteristics [17]. The highest extraction percentage 

was 3-O-methyl-d-glucose by 64.00% and extracted 

from the male cones using water: methanol. 3-O-

methyl-d-glucose is a nonmetabolizable chemical 

analog of glucose. Because of its metabolic stability, the 

early studies investigated the 3-O-methyl-d-glucose as a 

cellular transport, blood-brain barrier, and tissue 

apportionment expanse of hexoses [18]. In the more 

recent researches, 3-O-methyl-d-glucose have been used 

in cancer identification and track down [19]. Fusaric 

acid also known as 5-butylpicolinic acid extracted from 

the leaves using water: methanol as much as 1.39%. 

Fusaric acid has been known as a wilting agent and also 

proposed for various therapeutic applications such as 

quorum sensing inhibitors [20]. Fusaric acid is a 
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mycotoxin and has negative effects on mammals and 

also it prevents dopamine beta-hydroxylase enzyme. On 

the other hand, fusaric acid can prevent cell 

proliferation and DNA synthesis. However, it is 

primarily used in research and laboratories. 

 

2-furancarboxaldehyde, 5-(hydroxymethyl)- which is a 

member of the class of furans, obtained from the leaves 

by water: methanol at 1.29%. 2-furancarboxaldehyde, 5-

(hydroxymethyl)- does not exist in the fresh food, and it 

is naturally produced (through Millard reaction) from 

the processing (cooking, drying, or storing) of foods 

containing sugar. It is used as an index of heat treatment 

and deterioration in food and products such as tomato 

paste, honey, and fruit juices [21]. 2-

furancarboxaldehyde, 5-(hydroxymethyl)- also has 

shown hepatoprotective effects on acute alcohol-

induced liver oxidative injury in mice [22]. 
Additionally, 2-furancarboxaldehyde, 5-

(hydroxymethyl)- possesses antioxidant properties and 

prevents the sickling of red blood cells [23-25]. In the 

yew male cones and leaves, oleic acid was the only fatty 

acid component which could be extracted using water: 

methanol (Tables 1 and 2). In this experiment, 2,3-

dihydrobenzofuran, also known as coumaran, was 

identified in both leaves (1.93%) and male cones 

(1.88%) using water: methanol. 2,3-dihydrobenzofuran 

has shown effective results against cancer, tuberculosis, 

malaria, and cataracts [26]. Moreover, some plant 

species that are reach in 2,3-dihydrobenzofuran possess 

antioxidant and/or cytoprotective characteristics and 

insecticidal features [27, 28]. Some of the common uses 

of oleic acid are in the food, pharmaceutical, cosmetic, 

and biodiesel industries [29]. Recently, oleic acid has 

attracted attention due to its positive effect on human 

disease such as blood pressure [30].  
 

4. Conclusion 

 

In this study, the chemical composition of leaves and 

male cones extracts of Taxus baccata L. were 

sequentially extracted by water: methanol and then 

analyzed using the GC-MS technique. In total, 

identified components are classified as sugars, acids, 

alcohols, n-alkanes, taxanes, ethers, flavonoids, n-

aldehydes, coumarans, steroids, alkaloids, esters, 

phenolic compounds, terpenes, etc. There were many 

valuable phytocomponents that are potential 

bioresources for phytopharmaceutics such as 3-O-

methyl-d-glucose, 4H-pyran-4-one, 2,3-dihydro-3,5-

dihydroxy-6-methyl-, thymine, 2,3-dihydrobenzofuran, 

oleic acid, and glycerol. Alcohols were identified with 

almost high percentages in this experiment, the total 

extraction of alcohols from leaves was 17.77% and from 

male cones was 7.70%. The other compounds with high 

extraction percentage were acids, their total extraction 

using water: methanol solvent from leaves and male 

cones extracts were 37.14% and 14.78%, respectively. 

Furthermore, taxanes were extracted as much as 7.65% 

from leaves extract, while their extraction from male 

cones extract was 0.00%. Also, the sugar component 

there was not in the leaves extract by water: methanol 

extract, while total sugar identification from male cones 

reached at 65.14%. 
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Abstract 

 

The goal of this study was to investigate the effect of emulsion formulation on characteristics of oil-in-water 

emulsions. Varying concentrations of biopolymers including maltodextrin, gum arabic and pea protein were 

used in the formulation of emulsions created according to an extreme vertices design. Mean droplet size of 

oil-in-water emulsions changed between 0.9-2.5 µm and decreased with increasing pea protein 

concentration. Creaming stability ranged between 9-100% and increased as the concentration of pea protein 

increased. The results of this research suggest that pea protein can be utilized as an emulsifier for oil-in-

water emulsions with low oil concentration as it has the ability to decrease the mean droplet size and increase 

creaming stability of the emulsions. 

 

Keywords: Creaming stability, droplet size, emulsion, pea protein. 

 

1. Introduction 

 

Oil-in-water emulsions are defined as homogeneous 

dispersions of oil droplets in water stabilized by 

emulsifiers [1]. Stability of an emulsion is defined as the 

ability of an emulsion to conserve its characteristics such 

as size distribution, state of aggregation, or spatial 

arrangement of droplets over time and plays an important 

role on quality and shelf life of numerous food products 

[2]. The changes in emulsion characteristics result in an 

alteration in the distribution or organization of molecules 

or the nature of molecules [3]. The dominant 

physicochemical mechanisms which lead to 

destabilization of food emulsions include creaming, 

flocculation, coalescence, Ostwald ripening, and phase 

inversion [4]. Creaming takes place due to density 

difference between the two phases. Oil droplets move 

upward because they have a lower density than the 

aqueous phase. Homogenization technique, processing 

parameters, emulsion formulation, and storage 

conditions are the key factors in emulsion stability [3]. 

 

Amphiphilic nature of proteins allows them to be 

commonly used in emulsion systems [5, 6]. Proteins have 

the ability to adsorb at oil-water interfaces and form films 

around newly formed oil droplets [2]. Emulsifying 

properties of proteins mainly depend on their structure 

and interfacial behaviour. There has been a recent trend 

not only in the academia but also in the food industry 

towards the use of plant-based ingredients in product 

formulations. In addition to soy, wheat and corn proteins, 

pea protein is one of the most commonly investigated 

plant-based protein for its physicochemical and 

functional properties such as solubility, water/oil 

holding, emulsification, foaming and gelling [7]. 

Emulsifying properties of pea protein have been in the 

scope of several recent studies. Lam et al. [8] investigated 

emulsifying properties of pea proteins obtained from 

various different cultivars. The authors reported that pea 

proteins showed high emulsion stability (~96%) and no 

significant difference was observed among cultivars. 

Effects of homogenization method [9] and several 

treatments including pH [10, 11], heat [9, 12, 13] and 

high pressure [14] on emulsifying properties of pea 

protein were reported.  

 

Maltodextrin and gum arabic are commonly used wall 

materials in encapsulation of food ingredients. 

Maltodextrin is produced by hydrolysis of starch and 

contains linear amylose and branched amylopectin 

degradation products [15]. It is mainly used as a drying 

aid in encapsulation and has many advantages including 

high solubility, neutral taste and low cost. However, 

maltodextrin has very poor emulsifying properties and 

therefore it is used in combination with other surface-

active materials such as proteins and gum arabic [16]. 

Gum arabic is a natural hetero polysaccharide obtained 
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from acacia trees and contains ʟ-arabinose, ʟ-rhamnose, 

and ᴅ-glucuronic acid and 1,3-linked β-ᴅ-

galactopyranosyl units. Due to its surface active 

properties, it is widely used as an emulsifier and stabilizer 

in food and pharmaceutical formulations [17]. Both gum 

arabic and pea protein are reported to have good 

emulsifying properties, however they show high 

viscosity at relatively low concentrations. Therefore, a 

mixture of maltodextrin, gum arabic and pea protein were 

used in the formulation of emulsions in this study. 

Maltodextrin was used as a bulking agent and texture 

modifier whereas gum arabic and pea protein were used 

as co-surfactants. The main goal of this research was to 

examine the effect of emulsion formulation on some 

characteristics of pea protein-stabilized oil-in-water 

emulsions and to investigate whether pea protein can be 

used as an effective emulsifier. 

 

2. Materials and Methods 

2.1. Materials 

 

Bioploymer materials used (maltodextrin, gum arabic, 

and pea protein with 83% protein content) were supplied 

from Tate & Lyle PLC (London, UK), Alland & Robert 

(Paris, France), and Roquette (Lestrem, France), 

respectively. Sunflower seed oil was purchased from a 

local supplier. 

 

2.2. Emulsions Preparation 

 

Varying amounts of biopolymer materials were dissolved 

in 52 g of distilled water based on the formulations 

presented in Table1. For preparation of emulsions, 8 g of 

sunflower seed oil was added to these solutions and the 

mixture was homogenized with T18 Ultra-Turrax 

(IKA®-Werke GmbH & Co. KG, Staufen, Germany) 

homogenizer at 12,000 rpm for 7 min. 

 

Table 1. Emulsion formulations created according to 

extreme vertices design. 

Run Maltodextrin 

(%) 

Gum arabic 

(%) 

Pea protein 

(%) 

1 38.25 1.25 0.50 

2 35.00 5.00 0.00 

3 34.75 3.75 1.50 

4 40.00 0.00 0.00 

5 36.50 2.50 1.00 

6 37.25 1.25 1.50 

7 33.00 5.00 2.00 

8 38.00 0.00 2.00 

9 35.75 3.75 0.50 

 

2.3. Droplet Size 

 

A laser diffraction particle size analyzer was employed to 

characterize the droplet size distribution of oil-in-water 

emulsions (Mastersizer 3000, Malvern Instruments Ltd., 

Worcestershire, U.K.) and reported as volume-surface 

mean diameters [18]. 

2.4. Creaming Stability 

 

Creaming stability of emulsions were determined by 

monitoring the cream layer separation after 1 h of storage 

[19]. 

 

2.5. Experimental Design 

 

An extreme vertices mixture design with 9 experiments 

(Table 1) was used to investigate the effect of emulsion 

formulation on characteristics of oil-in-water emulsions. 

Mixture design was used in the study for designing 

experimental settings since the main goal of the research 

was to investigate the effect of formulation which was a 

mixture of three ingredients (maltodextrin, gum arabic 

and pea protein). The ranges of concentrations were 

selected as: 33-40% for maltodextrin, 0-5% for gum 

arabic, and 0-2% for pea protein. Measurements were 

performed in triplicate and reported as the mean ± one 

standard deviation. Minitab® software (Minitab, LLC, 

Pennsylvania, US) was used for designing experiments, 

analyzing data and creating contour plots. 

 
3. Results and Discussion 

3.1. Droplet Size 

 

Droplet size of oil-in-water emulsions play an important 

role on the physicochemical stability of emulsions and is 

affected by not only the formulation of the emulsion but 

also the processing parameters [20]. In the present study, 

all emulsions were prepared under the same 

homogenization conditions and constant oil content in 

order to investigate the effect of emulsion formulation on 

emulsion characteristics. Maltodextrin was used as a 

bulking agent and texture modifier whereas gum arabic 

and pea protein were used as co-surfactants in the oil-in-

water emulsions. 

 

The mean droplet size of oil-in-water emulsions changed 

between 0.9-2.5 µm under the experimental conditions 

used. Droplet size distributions were found to be bimodal 

as indicated in Figure 1. Concentration of maltodextrin, 

gum arabic, and pea protein were identified as the 

significant factors for predicting mean droplet size of oil-

in-water emulsions (p<0.05; Table 2). This predictive 

model was able to explain 89% of the variability in the 

data. 

 

Maltodextrin contains linear amylose and branched 

amylopectin degradation products and shows no surface-

active properties. On the other hand, presence of 

maltodextrin in the emulsion formulation has been 

reported to result in both stabilization and destabilization 

of the emulsion based on the homogenization conditions, 

emulsion formulation, and maltodextrin type [15]. Gum 

arabic contains different units and shows good 

emulsifying properties due to the amphiphilic protein 

unit in its structure [21]. Similarly, pea protein shows 

good emulsifying properties due to its amphiphilic 
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structure and ability to decrease the interfacial tension at 

the oil-water interphase. 

 

Figure 2 shows the effect of emulsion formulation on 

mean droplet size of oil-in-water emulsions. The mixture 

contour plot indicated that mean droplet size decreased 

from ~2 µm to ~1 µm as the concentration of pea protein 

increased from 0 to 2%. 

Figure 1. Droplet size distribution of oil-in-water 

emulsion # Run 8. 

 

It was observed that the emulsions containing 2% pea 

protein had the lowest droplet size. Peng et al [12] also 

reported that mean droplet size of pea protein-stabilized 

oil-in-water emulsions decreased (from ~9.9 to ~1.3 µm) 

as the protein concentration increased from 0.1% to 

0.5%. In another recent study by Aziz et al. [22], mean 

droplet size of oil-in water emulsions stabilized by acorn 

protein was reported to decrease as the protein 

concentration increased from 0.1% to 1%.  

 

An increase in protein concentration results in an 

effective reduction of interfacial tension, increased 

surface area and subsequent decrease in droplet size [23, 

24]. It has been indicated that an optimum concentration 

of protein is required to sufficiently cover the newly 

formed oil droplets during homogenization and provide 

stability by preventing aggregation in emulsions 

stabilized by proteins. 
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Figure 2. Mixture contour plot of mean droplet size of 

oil-in-water emulsions. 

 

Table 2. Predictive models for mean droplet size and creaming stability of oil-in-water emulsions. 

Dependent variable Independent variable Coefficient p value Model fit 

Droplet size Maltodextrin 0.0612 p<0.05 R2 = 0.8939 

 Gum arabic 2.2352 p<0.05 R2(adj) = 0.7878 

 Pea protein -2.3987 p<0.05 F = 8.43 

 Maltodextrin*Gum arabic -0.0641 NS p<0.05 

 Maltodextrin*Pea protein 0.0476 NS  

     

Creaming stability Maltodextrin 0.2674 p<0.05 R2 = 0.9007 

 Gum arabic -207.282 p<0.05 R2(adj) = 0.8013 

 Pea protein 261.079 p<0.05 F =  9.07 

 Maltodextrin*Gum arabic 5.9884 NS p<0.05 

 Maltodextrin*Pea protein -5.8237 NS  
* NS: not significant (p>0.05). 

 

3.2. Creaming Stability 

 

Creaming is a common instability mechanism that occurs 

in emulsions which results in phase separation. Creaming 

stability of oil-in-water emulsions changed between 9% 

and 100%. Concentration of biopolymer materials were 

identified as the significant factors for predicting 

creaming stability (p<0.05; Table 2). This predictive 

model was able to explain 90% of data variation. 

Mixture contour plot in Figure 3 presents the effect of 

emulsion formulation on creaming stability of oil-in-

water emulsions. Creaming stability increased from 

~40% to ~100% as the concentration of pea protein 

increased from 0 to 2%. Emulsions produced with 2% 

pea protein showed the highest creaming stability. 

Increase in creaming stability with increased pea protein 

concentration was found to be in accordance with the 

results observed for mean droplet size. Ye [25] also 

reported increased creaming stability with increasing 

protein concentration up to 2%. However, creaming 

stability was reported to decrease when the protein 

concentration was increased further. On the other hand, 

Hu et al [26] reported that optimum interfacial protein 

concentration and stability was achieved at 3% protein 
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concentration in soy protein-stabilized emulsions. 

Increased emulsion stability with increasing protein 

concentration observed at relatively low protein 

concentrations is attributed to increased concentration of 

interfacial adsorbed proteins, reduction of droplet size 

and increased viscosity which slow down phase 

separation [13, 23]. Interfacial protein concentration and 

droplet size are indicated to be the main factors affecting 

emulsion stability [25]. 
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Figure 3. Mixture contour plot of creaming stability of 

oil-in-water emulsions. 

4. Conclusion 

 

Emulsion formulation had a significant effect on mean 

droplet size and creaming stability of oil-in-water 

emulsions stabilized by pea protein. Droplet size 

decreased and creaming stability increased with 

increasing pea protein concentration. The findings of this 

study indicate that pea protein can be utilized as an 

effective emulsifier for oil-in-water emulsions at low oil 

concentration. Further research is required to elucidate 

the effect of other formulation parameters such as oil 

concentration and type on characteristics of pea protein-

stabilized oil-in-water emulsions. 
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Abstract 

 

Despite many advantages of using polymer additives in bitumen, there are several challenges bordering on 

standards and specifications with regards to their utilization. One of these challenges is related with 

specifying the required heating or mixing and compaction temperatures of the polymer modified bitumen. 

The standard method (ASTM D 2493) aims to determine mixing and compaction temperatures of the base 

or unmodified bitumen. Nevertheless, the application of this method in the case of polymer modified 

bitumen led to very high temperatures which may not be appropriate for PMB. In this paper, some 

alternative methods named as the high shear rate and steady shear flow method suggested in the literature 

have been examined and tested for 50/70 and 160/220 penetration grade bitumen samples involving an 

elastomeric type of additive. A suggested method has also been proposed to overcome the complexities in 

the implementation of the alternative methods. 

 

Keywords: Mixing, Compaction, Polymer Modified bitumen, High Shear Rate, Steady Shear Flow. 

 

1. Introduction 

 

Over the years, base bitumen has been used in the 

construction of the asphalt pavement. The rapid growth 

rate in the traffic volumes showed a limitation in the 

performance of the conventional bitumen which may be 

clearly noticed in the earlier failures of the pavement 

than what is expected. This led to a decrease in service 

life and an increase in maintenance costs [1]. To 

overcome such problems and to enhance the 

performance of the asphalt pavement, in the last few 

decades modified bitumen with polymers has been 

adopted [2]. Polymer additives that will provide the 

desired properties for asphalt materials are applied in 

the wearing layers in many parts of the world. The 

polymer additive belonging to the elastomer class called 

Styrene-Butadiene-Styrene (SBS) was started to be used 

in the wear layers to produce the polymer modified 

bitumen PMB. However, selecting suitable temperatures 

to handle this modified bitumen has become an issue 

since a suitable method has not been regulated. The 

traditional method (ASTM D 3493), which has been 

described and used for the calculation of mixing and 

compaction temperatures of the base bitumen, yields 

high temperature when it is applied for the polymer 

modified bitumen. This is because the ASTM D 2493  

 

method is established for the base bitumen (unmodified) 

which exhibits Newtonian behavior at high 

temperatures. In such behavior, viscosity is the shear 

rate dependent. while modified bitumen exhibits a Non-

Newtonian behavior where the viscosity values 

dependent on shear rate [3-4]. Such high temperatures, 

especially due to oxidation, cause hardening in bitumen. 

In most oxidation reactions, the hardening of the 

bitumen doubles as the temperature increases by 10 ºC. 

High temperatures also cause emission and odor 

problems [3-10]. In the absence of a reliable method for 

the selection of mixing and compaction temperatures for 

polymer modified bitumen, many agencies have 

designed their own standards to estimates the 

appropriate temperatures of each modified bitumen. 

Obviously, there is a need for a formal method to 

determine the mixing and compaction temperatures of 

the modified bitumen and must consider its behavior [3-

15]. 

In this study, two alternative methods named as High 

Shear Rate Method (HSR) and Steady Shear Flow (SSF) 

have been applied on using two penetration bitumen 

grades (50/70 and 160/220) samples involving 

elastomeric polymer called Styrene-Butadiene-Styrene 

(SBS) to determine mixing and compaction 

temperatures. Also, the alternative methods have been 

mailto:ali89.engin@yahoo.com
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correlated with the ASTM D 3493 method to find more 

simple approach to determine the required mixing and 

compaction temperatures of PMB.  

 

2. Materials and Methods 

 

In this study 50/70 and 160/220 penetration grades base 

bitumen supplied by DERE Group were used. 

Some of the conventional tests have been conducted on 

the base bitumen such as penetration test, softening 

point test, and rolling thin film oven test to measure the 

bitumen characteristics. Table 1 shows the test results 

according to the ASTM specification. 

 

 

Table 1. Properties of the base bitumen. 
Test  Specification Results Specification limits 

50/70 160/220 50/70 160/220 

Penetration (25 ºC; 0.1 mm) ASTM D5 EN 1426 65 190 50-70 160-220 

Softening point (ºC) ASTM D36 EN 1427 51 41 46-54 35-43 

Penetration index (PI) - 0.35 0.123 - - 

 

Rolling thin film oven test (RTFOT) ASTM D2872-12     

Change of mass (%) - 0.160 0.94 0.5 (max.) 0.5 (max.) 

Penetration (25 ºC; 0.1 mm) ASTM D5 EN 1426 53 97 50 (min.) 50 (min.) 

Retained penetration (%) ASTM D36 EN 1427 82 51 50 (min.) 50 (min.) 

Softening point after RTFOT (ºC) ASTM D36 EN 1427 58 50 48 (min.) 48 (min.) 

 

2.1. Preparation of Polymer Modified Bitumen 

 

The SBS polymer used was Kraton D-1101 supplied by 

the Shell Chemicals Company. The SBS concentration 

was selected as 5% as an optimum content based on the 

past researches [16-18]. High shear laboratory mixer 

was used to prepare the polymer modified bitumen as 

shown in Fig. 1. The bitumen was heated to (180-185  ͦ

C) and poured into glass beaker. The SBS in powder 

form was added gradually to the base bitumen and the 

rotating speed was maintained at 2000 rpm for 1 hour.  

 

 

Figure 1. High shear laboratory mixer. 

 

The utilization of the shear mixer rate is made based on 

past researches. The mixing speed of 2000 rpm has seen 

to be suitable compare to the higher shear rate since the 

viscosity of the polymer modified bitumen sample  

 

 

remains almost the same regardless of the duration used 

compared to the higher shear rates [18,19]. 

 

2.2. Determination of Mixing and Compaction 

Temperatures 

 

Mixing and compaction temperatures are determined 

through the standard method (ASTM D2493). Several 

alternative methods have been suggested in the 

literatures to implement for the polymer modified 

bitumen such as high shear rate, steady shear flow. The 

summarized procedure for each method is presented 

below 

 

2.2.1. ASTM D 2493 Method 

 

The device used for this method is the Brookfield 

viscometer. Based on ASTM D 2493, the viscosity of 

bitumen sample at two different temperatures (135 ° C 

and 165 ° C) is determined at a constant shear rate of 

6.8 1 / s.  

 

Figure 2. Determination of mixing and compaction 

temperatures. 
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The obtained viscosity values are plotted on a semi-

logarithmic graph as shown in Figure 2. Mixing and 

compaction temperatures are corresponding to 170 ± 20 

mPa. s and 280 ± 30 mPa. s, respectively [20]. 
 

2.2.2. High Shear Rate method (HSR) 

 

Solaimanian et al.  found the shear rate during the 

Superpave compactor is higher than the one used in 

ASTM D2493 method (6.8 1/s). They found the shear 

rate value is around 500 1/s. The viscosity at this shear 

rate must be calculated and used for mixing and 

compaction temperatures determination. In this method, 

Brookfield viscometer is used to determine the viscosity 

of the bitumen at different shear rates and then drawn 

and extrapolated to 500 1/s shear rate as shown in Fig. 

3. Mixing and compaction temperatures are found by 

using the same viscosity limits used in the traditional 

method 0.17±0.02 Pa. s and 0.28±0.03 Pa. s, 

respectively (High Shear Rate original (HSR-O)). In 

attempt trying to get lower temperatures in 2006 , the 

authors suggested a higher viscosity range to be used 

which are 0.275±0.03 Pa. s and 0.550±0.06 Pa.s. (High 

Shear Rate Evolution (HSR-E)) [21-22]. 

 

 

Figure 3. High shear rate method. 

 

2.2.3. Steady Shear Flow Method (SSF) 

 

This method is based on the shear dependency behavior 

of the polymer modified bitumen. Using Dynamic Shear 

Rheometer (DSR) and the procedure recommended by 

Reink, the mixing and compaction temperatures of the 

bitumen can be determined. It is proposed that the 

viscosity values are measured at different shear stresses 

and the suggested stress levels are from 0.3 to 500 Pa at 

different temperatures 76 ºC, 82 ºC and 88 ºC as shown 

in Fig. 4. The measured viscosity values at 500 Pa or 

1000 Pa are then plotted using a log viscosity versus log 

temperature chart and extrapolated to obtain the mixing 

and compaction temperatures through using the 

suggested viscosity limits 0.17 ± 0.02 Pa s and 0.35 ± 

0.03 Pa s, respectively [23]. 

 

Figure 4. Steady shear flow method. 

 

3. Results and Discussion  

3.1. Mixing and compaction determination results  

 

The determined mixing and compaction temperatures 

for each of the alternative methods are presented in Fig. 

5. As depicted in Figure 5, the mixing and compaction 

temperatures obtained from the ASTM method were the 

highest compared to the other alternative methods for 

both bitumen grades. Also, 50/70 PMB samples yielded 

higher mixing and compaction temperatures than 

160/220 PMB samples regardless of the implemented 

approach. This is attributed to the higher consistency of 

the 50/70 penetration grade compared to the 160/220 

penetration grade which is less viscous. So, the required 

handling temperature for 50/70 would be higher to reach 

the desired workability during construction of the 

asphalt mixtures. 

 

For the mixing and compaction temperatures 

determined by the High shear rate method, the results 

for bitumen polymers modified samples involving SBS 

have shown a noticeable reduction in mixing and 

compaction temperatures compared to the ASTM 

method for both bitumen grade types. The reduction in 

the obtained mixing and compaction temperatures is 

attributed to the lower viscosity value used in this 

method compared to the ASTM method. The HSR 

method proposes the utilization of viscosity value for 

PMB at a high shear rate (around 500 1/s). The reason 

behind obtaining a lower viscosity value at a high shear 

rate is associated with the behavior of the polymer 

modified bitumen. The PMB generally tends to exhibit a 

non-Newtonian behavior in which the viscosity is 

sensitive to the change in the shear rate and any increase 

in the shear rate will result in a decrease in the viscosity 

value.  Also, mixing and compaction temperatures 

results for 50/70 PMB samples are higher than the 

160/220 samples. As expected, as the penetration value 

of the bitumen increases the more fluid it becomes, and 

this explains the variation in the mixing and compaction 

temperatures between 50/70 PMB and 160/20 PMB. 
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For a steady shear flow method, the determined mixing 

and compaction temperature results demonstrated a 

discernible reduction in mixing and compaction 

temperatures compared to the ASTM method. Also, it 

can be noticed that the obtained mixing and compaction 

temperatures through this method is lesser than the 

temperatures determined through the HSR method. The 

substantial reduction in the obtained mixing and 

compaction temperatures for PMB samples by 

implementing the SSF method is associated with the 

sensitivity of the PMB samples while being tested at 

Dynamic Shear Rheometer (DSR). PMB samples are 

more susceptible to the variation in both temperature 

and the applied stress and this attributed to the Non-

Newtonian behavior of the PMB. Also, in this method, 

the proposed limits to determine the required mixing 

and compaction temperatures for PMB are different 

from both ASTM and HSR methods and this is 

generating lower temperatures. As mentioned earlier, 

the variation in mixing and compaction temperatures for 

50/70 PMB and 160/220 PMB is due to the difference in 

the bitumen stiffness. 

 

 

Figure 5. Mixing and compaction temperatures. 

 

3.2. Simplification of the HSR and SSF approaches 

 

The above-mentioned methods are relatively difficult to 

apply and they have not standardized yet. The HSR 

method requires the use of the rotational viscometer at 

the maximum range of shear rates at which data can be 

collected (0.1 1/s to 100 1/s). While the SSF method 

requires the utilization of the Dynamic Shear Rheometer 

(DSR) and the test duration is higher compared to the 

ASTM method. In order to overcome these 

complexities, an empirical equation has been developed 

to determine the mixing and compaction temperatures 

of the PMB samples.  

 

Based on the obtained mixing and compaction 

temperatures, it has been noticed that the reduction 

amount in the temperatures for both PMB samples, 

when compared to the ASTM method, is almost 

constant. The mixing temperatures using the SSF 

method is almost less by 25 ºC compared to the ASTM 

results. Also, the compaction temperatures have a 

constant reduction amount which is about 29.5 ºC. The 

same conclusion applies to the HSR method and the 

reduction in mixing and compaction temperatures is 

16.25 ºC and 21 ºC, respectively.  

Thus, the following eq. (3.1) and eq. (3.2) can be 

proposed to simplify the determination of mixing and 

compaction temperatures of SBS polymer modified 

bitumen for SSF method.    
 

25 -ASTM Tmix. =SSF  mix. T                                  (3.1) 

29.5 -ASTM comp. T =SSF  comp. T            (3.2) 

 

The same approach has also been made for the high 

shear rate method as explained in eq. (3.3) eq. (3.4). 

 

16.25 -ASTM Tmix. =HSR  mix. T            (3.3) 

21 -ASTM comp. T =HSR  comp. T              (3.4) 

 

The results of the application of the above mentioned 

equations are presented in Table 2. The determined 

temperatures by the alternative methods (SSF and HSR) 

are almost similar to the temperatures obtained by the 

application of the proposed equations. Also, it should be 

noted that the equations above are valid for the PMB 

used in this study. 

 

Table 2. Comparison of temperatures results with the 

new proposed equations. 

        Method 50/70 160/220 

Mixing  

(ºC) 

SSF 166 154 

Proposed SSF 164 156 

HSR 172.5 165 

Proposed HSR 172.75 164.75 

Compaction 

(ºC) 

SSF 148 138 

Proposed SSF 147.5 138.5 

HSR 155 148 

Proposed HSR 156 147 

 

4. Conclusion 

 

The selection of the mixing and compaction 

temperatures of PMB has no specific standards and the 

application of the ASTM method is not practical. In this 

study, two penetration grade bitumen 50/70 and 160/220 

samples involving styrene butadiene styrene (SBS) at 

5% have been used. The proposed methods, HSR and 

SSF, have been implemented and the results were 

compared with the ASTM method. Also, an empirical 

equation has been developed to simplify the 

determination of the mixing and compaction 

temperatures for PMB. The obtained results showed the 

following 

 



 

              Celal Bayar University Journal of Science  
              Volume 16, Issue 3, 2020, p 263-268 

              Doi: 10.18466/cbayarfbe.706537                                                                                            A. Almusawi 

 

267 

1. The implementation of the ASTM method resulted 

in high mixing and compaction temperatures for 

both PMB grades. The ASTM method is designed 

based on the base (unmodified) bitumen behavior 

by considering the viscosity value at a constant 

shear rate (6.8 1/s). The viscosity of the PMB at a 

low shear rate is generally high and the utilization 

of such high viscosity value would generate an 

excessive temperature for PMB. 

2. 50/70 modified bitumen samples depicted the 

highest mixing and compaction temperatures for all 

methods compared with 160/220 penetration grade 

bitumen. This is because 50/70 is harder and more 

viscous than the 160/220 penetration grade. 

Moreover, adding the SBS polymer to the 50/70 

bitumen grade considerably increases its stiffness 

compared to the 160/220 bitumen grade, and this 

results in a higher required handling temperature 

for 50/70 PMB. 

3. The application of the SSF method resulted in the 

lowest mixing and compaction temperatures for 

both bitumen grades compared to other methods.  

4. Based on the output of this study, the empirical 

equations that proposed to simplify the 

determination of the mixing and compaction 

temperatures for PMB resulted in very close mixing 

and compaction temperatures results compared to 

the alternative methods (HSR and SSF). This is 

may exclusively valid for bitumen samples with 5% 

SBS polymer utilized in this study. 

 

The conclusion of this study covers the utilization of 

two SBS polymer additive. More research should be 

carried out by using different penetration grade bitumen 

involving different kinds of polymers and WMA 

additives in order to perform more validation. 
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Abstract 
 

The intense association of the architecture, engineering, construction, operation, and facility management 

(AECO/FM) industry with cognitive and behavioral technologies leads to the increase in productivity of industry 

activities. In light of these thoughts, the building information modeling (BIM) platform is included in the 

AECO/FM industry to further increase efficiency and deliver construction projects economically, timely, and 

safely. While the BIM platform can work integrated with many programs and systems, concepts that offer 

innovative and fast solutions such as artificial intelligence (AI) benefit the AECO/FM industry. The main aim of 

this study is to establish an understanding of the tendency of AI in BIM research carried out in different 

countries and by various scholars. This study adopts a bibliometric search, and a scientometric analysis and 

mapping approach with applying document-based citation analysis, country-based citation analysis, and country-

based bibliographic coupling analysis of scientific research of AI and BIM integration. Data about AI in BIM 

research has been collected by reviewing and screening articles selected from the Scopus database. The results 

reveal that information management, decision support systems, genetic algorithms, neural networks, knowledge-

based systems, machine learning, and deep learning effect AI in BIM research. This article contributes to the 

AECO/FM literature by analyzing and visualizing the current status and relationship between AI and BIM. 

Therefore, the findings highlight the gaps and trends in AI and BIM studies and provide new recommendations 

for future studies. 

Keywords: Artificial Intelligence (AI), Building Information Modelling (BIM), Scientometric Analysis, 

Scientometric Mapping 
 

 

1. Introduction 

 

Construction projects face many obstacles such as 

accidents in construction sites, unreliable complex 

schedule and cost planning, errors caused by 

inadequate planning, and lack of collaboration. 

Building information modeling (BIM) has been 

utilized in the architecture, engineering, 

construction, operation, and facility management 

(AECO/FM) industry to overcome these obstacles. 

BIM is a platform that adopts a very different 

design understanding and approach with the use of 

computer-aided technologies used in the AECO/FM 

industry. The construction project activities 

inevitably require BIM to be implemented or 

greater efficiency improvements and less cost and 

time lost throughout the project life cycle. A project 

lifecycle consists of a series of processes that a 

project goes through from its beginning to its 

closure. BIM has become more and more widely 

adopted day by day in the AECO/FM industry. As a 

result of this, it has begun to change the way the 

construction project delivered and the facility 

managed [1]. Thereby, the BIM platform provides 

fast solutions with the support of interoperability 

and management. Interoperability enables products, 

systems, or business processes to work together to 

carry out a common process [2]. However, to 

achieve accurate results, BIM requires a good work 

plan and regulations [3]. Therefore, the BIM 

platform must be integrated with new technologies 

such as artificial intelligence (AI), machine 

learning, the internet of things, and immersive 

technologies to provide more automated and faster 

solutions.   

AI is a computer science that aims to adopt and 

apply like human thoughts, learning and perception 

mailto:gbozturk@adu.edu.tr
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capacities, and information storage abilities. AI is 

an important technology area that helps daily social 

life and activities and is directed towards the 

development of information communication 

technology (ICT) and robot technology (RT). AI 

creates rational agents that can perceive its 

environment and act to achieve goals. It develops in 

a predictable order and achieves its goals by 

performing analytical and intuitive movements. The 

tendency in AI research has increased since the 

mid-20th century, as it provided solutions and 

applied to a wide range of engineering and science 

problems. The performance of AI systems in deep 

learning stages can be used in the classification of 

big databases, visualization, explanation, and 

interpretation of their models. Probabilistic 

scientific data analysis, machine learning, and 

cognitive science, information theory which 

explains and interprets how to change the problems 

between these models, provide access to this area, 

and with this access, probabilistic programming, 

optimization, data compression, and automatic 

modeling occur. 

 

Scientific data analysis is the process of analyzing, 

cleaning, transforming and modelling data with the 

aim of finding useful information, informing the 

results and supporting decision making. Machine 

learning is a science that deals with the design and 

development processes of algorithms that enable 

learning based on data types such as computer 

sensor data or databases. Cognitive science is an 

interdisciplinary approach that addresses the 

functioning of mind and intelligence and explores 

the dynamics and structures of intelligent systems. 

Probabilistic programming is a programming 

paradigm where probability models are specified, 

and inference is performed automatically for these 

models. Maximizing or minimizing some functions 

relative to a set represents a number of options 

available in a particular situation. Data compression 

is the process of changing, encoding or converting 

the bit structure of the data to take up less space. 

Automated model generation framework is used to 

identify three nonlinear dynamic benchmark 

processes. When big data is interpreted with the 

correct analysis methods, it can enable the strategic 

decisions to be taken correctly, to manage risk 

better, and to innovate. Data mining is the study of 

accessing useful information from large-scale data 

and mining information. Digital storage is a 

technology that consists of computer components 

and the recording medium is used to protect digital 

data. Data science is a multidisciplinary area that 

uses scientific methods, processes, algorithms, and 

systems to obtain information and insights from 

structured and unstructured data. Knowledge-based 

Engineering (KBE) can be defined as a program 

used to develop or query a knowledge base. Fuzzy 

Logic (FL) is a method of reasoning that is similar 

to human reasoning. Artificial neural networks 

(ANN) are an information technology developed by 

inspiring the information processing technique of 

the human brain. Genetic algorithms (GE) are 

search and optimization methods that work in a 

similar way to the evolutionary process observed in 

nature and seek the best holistic solution according 

to the principle of survival of the best in complex 

multi-dimensional search space. A learning 

algorithm is a method used to process data to 

extract patterns appropriate for application in a new 

situation. In particular, the goal is to adopt a system 

to a specific input-output transformation task. 

Semantics is a linguistic and philosophical analysis 

of the meaning in language, programming 

languages, formal logic, and semiotics. Indicators 

relate to what they actually represent, such as 

words, phrases, signs, and symbols, and the 

relationship between their expressions. 

 

Artificial intelligence use in the AECO/FM industry 

has been focused on increasing efficiency. 

Developing the construction process for decreasing 

project resources spent through effective planning 

via autonomous equipment that is aware of their 

surroundings is used for surveying, gathering site 

information to create maps, blueprints, and plans. 

AI also is used for monitoring and controlling tasks, 

choosing best alternatives, optimizing the processes 

and results, automation of systems and equipment 

[4, 5, 10]. AI and machine learning enhanced robots 

can also be used in dangerous and risky situations. 

IoT integrated systems offer a safer and efficient 

processes in both construction and operation of the 

facility.   

 

The AECO/FM industry, which has experienced a 

radical revision with BIM adoption, has had the 

opportunity to integrate the above-mentioned new 

innovative solutions with utilizing AI. The digital 

data in a modeled project can be solved for 

AECO/FM industry by using computational 

research areas such as big data, data mining, digital 

storage, and data science. AI is available in 

AECO/FM industry in project planning tools, 

building design analysis. It also includes tools of AI 

methods such as knowledge-based engineering 

(KBE), fuzzy logic (FL), neural networks, genetic 

algorithms, learning algorithms, and semantics. AI 

can provide fast results in many different designs 

and project submissions and can contain many 

alternative solutions. As a result of these 

alternatives, the processes of planning, 

construction, maintenance, and operation can be 

improved. The adaption of the AECO/FM industry 

to the digitalization era is late. However, can 

provide very effective solutions for the industry. 

The implementation of AI methods integration to 
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the BIM platform for construction applications can 

provide benefits. In the light of the current 

literature, this article presents important research 

routes of AI in BIM research for the AECO/FM 

industry, discussion of the latest trends, and 

suggestions for future studies. The integration of AI 

on the BIM platform has already been 

implementation areas in practical AECO/FM 

industry activities such as Internet of Things (IoT) 

integration [6], Historical Building Information 

Modeling (HBIM) [7], smart energy systems [8], 

safety, decision support systems [9] and so many 

others [10]. 

 

2. Methodology 

 

In this article, the tendency of AI use in BIM 

research that was carried out in different countries 

and by various scholars in the AECO/FM industry 

was investigated to put forth an overview and 

understanding by using bibliometric search, 

scientometric analysis and mapping. The selection 

of bibliometric search and scientometric analysis 

and mapping method was made in order to 

scientifically prove the results based on natural 

language processing of data from articles gathered 

by the bibliometric search to be utilized in 

scientometric analysis and mapping which allowed 

to empirically analyze the related literature data. 

The scientometric analysis was done via the 

document-based citation analysis, country-based 

citation analysis, and country-based bibliographic 

coupling analysis. The bibliometric search should 

be done in one database since there is no any tool to 

robustly combine the data that is retrieved from 

more than one database. Therefore, bibliometric 

search of publications of AI and BIM was 

performed in Scopus, one of the main search 

engines for academic research outputs. There are 

also other established, comprehensive, inclusive, 

and well-accepted databases. However, the Scopus 

database covers more journals and more 

publications than other sources [11]. Scopus uses an 

API search system that combines keywords with 

operators to refine the search for getting 

consolidated and relevant results by using Boolean 

Syntax. Scientometric mapping is a part of a 

scientometric analysis that evaluates research 

policies and processes by using bibliometric data 

[12]. Scientometric mapping is used to display a 

research domain’s dynamic and structural aspects 

by defining the relationships among disciplines, 

fields, and papers [13]. VOSviewer is a tool that is 

used for visualizing large networks via natural 

language processing algorithms and text mining 

techniques and is a commonly used tool in 

scientometric analysis [14]. This research involves 

a scientometric mapping and analysis based on 

bibliometric data obtained by clustering and 

sequencing combinations of items such as 

documents and countries. It visualizes, computes, 

analyzes and explores the AI in BIM research area 

in the context of the AECO/FM industry. 

Bibliometric search was applied using the Boolean 

Syntax with combining words mentioned in Figure 

1 via the Scopus database. As a result of this 

research, 199 results have been reached. Further 

limitations such as English language and scientific 

research field restrictions were applied, and the 

number of files decreased to 195.  

The VOSviewer software was developed to 

generate and display scientific measurement results 

and maps by utilizing natural language processing 

algorithms based on keyword, journal, author, and 

document data. In this research, the VOSviewer 

software was used to analyze and calculate Scopus 

data using for AI in BIM research. Country-based 

citation analysis was done to reveal the links of the 

countries in which the articles were prepared. The 

minimum number of documents of a country was 

set to 5, and the minimum number of citations of a 

country was set to 1. The threshold was reached by 

13 countries out of 41. Country-based bibliographic 

coupling analysis was performed to indicate 

common references in articles of countries. The 

minimum number of documents of a country was 

determined as 5, and the minimum number of 

citations of a country was set to 1. The threshold 

was reached by 13 countries out of 41. Document-

based citation analysis was done for published 

{artificial intelligence} OR {AI} AND {building information modelling} OR {building information 

modeling} OR {BIM} OR {building information model} (LIMIT-TO (LANGUAGE, "English")) AND 

(LIMIT-TO (SUBJAREA, "ENGI") OR LIMIT-TO (SUBJAREA, "COMP") OR LIMIT-TO 

(SUBJAREA, "SOCI") OR LIMIT-TO (SUBJAREA, "BUSI") OR LIMIT-TO (SUBJAREA, "ENER") 

OR LIMIT-TO (SUBJAREA, "ENVI") OR LIMIT-TO (SUBJAREA, "DECI") OR LIMIT-TO 

(SUBJAREA, "MATE" ) OR LIMIT-TO (SUBJAREA, "ARTS") OR LIMIT-TO (SUBJAREA, 

"MULT")) 

Figure 1. Bibliometric search input 
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articles and trends of the articles and their belonged 

cluster was determined. The minimum number of 

citations of a document was determined as 19 The 

threshold met by 12 documents out of 185. 

A network of items was established in VOSviewer 

by natural language processing algorithms to 

explore the relationship between them and to 

organize the knowledge by using clustering 

methods [15]. The items were clustered by VOS 

clustering technique  and color-coded in Figures 2, 

3, and 4. The color of an item symbolizes the 

cluster to which it belongs. The clusters are 

presented in Tables alongside their constituent 

items (country, document). There can only be one 

link between two items. The strength of a link is 

denoted by a positive value. The lower the strength, 

the weaker the link; the higher the strength, the 

stronger the link. The strength of a link represents 

the number of papers in which two items occur 

together. The meanings of the column headings in 

Tables are explained below. 

 

Figure 2. Network visualization map of the country-based citation analysis of AI in BIM research (detailed 

visual representation of linked countries was zoomed in). 

• The number of links between a keyword and other 

keywords represents the relatedness between the 

keywords.  

• Total link strength demonstrates the strength of 

the relationship between keywords.  

• Average publication year of the papers in which a 

keyword occurs displays the chronology of a 

keyword’s appearance in the related literature. The 

more recent the average year published, the newer 

the keyword is and so is the research subject. 

• Average citation represents the total number of 

citations received by all the papers in which a 

keyword occurs, divided by the number of papers in 

which this keyword occurs.  

• Average normalized citation indicates the average 

of the normalized citation for all documents in the 

set. Normalized citation is calculated by dividing 

the total number of citations of a paper by the  

number of citations of papers of the same type. The 

higher the average normalized citation, the higher 

the impact on the literature. 

 

3. Findings 

3.1. Results of The Country-Based Citation 

Analysis 

 

The use of AI and BIM together is an approach that 

is constantly developing with research in different 

countries. The citation analysis has been made to 

show the country-based effect on the literature that 

presents in Figure 2 via VOSviewer, and the 

scientometric map achieved as a result of the 
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scientometric analysis. As a result of the analysis, 8 

clusters have occurred. Each of the clusters has 

been shown in a different color. The links among 

circles, colors, and distance represent the 

relationship between the country pairs. From these 

clusters, it is seen that red and green are connected 

within themselves, while other clusters are separate 

and distant from each other. The data obtained as a 

result of the analysis are listed in Table 1. The three 

countries that publish the most on ‘AI in BIM 

research’ are China, the United States, and Italy. 

Total link strength shows the strength of a country-

based research link with other countries. The three 

highest total link strength valued countries are 

respectively, the United States, China, and Hong 

Kong. When the researches of the three countries 

are examined, it can be seen that modern 

technology tools are utilized such as computers and 

sensors, learning systems, information 

management, automation, and semantic.

Table 1. The country-based citation analysis of AI in BIM research. 

Cluster Link Total Link 

Strength 

Document 

Numbers 

Average 

Publication 

Year 

Average 

Citations 

Average 

Normalized 

Citations 

Research Region 1 
      

Italy 1 1 19 2017.68 5.16 1.26 

Taiwan  1 1 5 2018.20 0.20 0.11                                      

United Kingdom 1 1 14 2016.86 5.29 1.17 

United States 3 3 28  2015.68  11.68 1.41 

Research Region 2                                                                                                                                                                                                                                                
      

Australia 2 2 6 2017.00 6.67 5.61 

China 2 3 30 2016.53 7.93 1.17 

Hong Kong 2 3 6  2014.50  32.00 2.61 

Research Region 3                                                                                                                                                                                                                              
      

Canada  0 0 12 2016.42 4.75 0.73 

Research Region 4                                                                                                                                                                                                                              
      

France 0 0 7 2015.71 3.43 0.54 

Research Region 5                                                                                                                                                                                                                              
      

Germany 0 0 15 2015.47 8.47 1.86                                          

Research Region 6                                                                                                                                                                                                                                
      

Malaysia 0 0 5 2014.40  9.00 1.49                                         

Research Region 7                                                                                                                                                                                                        
      

Netherlands 0 0 5 2015.60 1.20 0.20 

Research Region 8 
      

South Korea 0 0 8 2014.88 5.62 0.58 

3.2. Results of the country-based bibliographic 

coupling analysis 

 

The bibliographic coupling demonstrates the 

conflict in the reference lists. If there is a common 

citation in both articles, these two articles are 

bibliographically related. The common reference 

number of the two articles reflects the strength of 

the bibliographic match relationship between 

articles. In this section, bibliographic matching 

analysis of the countries was applied to see the 

bibliographic matching relations of the countries. 

As a result of the analysis, the network 

visualization map was produced (Figure 3). As seen 

in the analysis the 3 different colors shown on the 

map represent the 3 clusters formed. The links and 

distance between circles represent publishing 

relations between country couples. The data 

obtained as a result of country-based bibliographic 

coupling analysis are listed in Table 2. The total 

link strength value indicates the strength of the 

publication relationship between the two countries. 

The three countries with the highest total link 

strength value are the China, Germany, and the 

United Kingdom. Looking at the three most 

publishing countries are China, United States and 

Italy, respectively. 
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Figure 3. Network visualization map of the country-based bibliographic coupling analysis of AI in BIM 

research. 

Table 2. The country-based bibliographic coupling analysis of AI in BIM research. 

Cluster Link Total Link 

Strength 

Document 

Numbers 

Average 

Publication 

Year 

Average 

Citations 

Average 

Normalized 

Citations 

Research Region 1       

China 12 903 30 2016.53 7.93 1.17 

France 11 114 7 2015.71 3.43 0.54 

Hong Kong 11 272 6 2014.50 32.00 2.61 

Italy 12 139 19 2017.68 5.16 1.26 

Malaysia 9 17 5 2014.40 9.00 1.49 

Taiwan  10 44 5 2018.20 0.20 0.11 

United Kingdom 11 764 14 2016.86 5.29 1.17 

Research Region 2       

Australia 12 589 6 2017.00 6.67 5.61 

Netherlands 9 61 5 2015.60 1.20 0.20 

South Korea 9 73 8 2014.88 5.62 0.58 

United States 12 229 28 2015.68 11.68 1.41 

Research Region 3                                                                                                                                                                                                                                                                     

Canada 10 257 12 2016.42  4.75 0.73                                                                                                                                                                                                                                 

Germany 12 786 15 2015.47 8.47 1.86 

3.3. Results of the documents-based citation 

analysis  

 

The network visualization map was obtained from 

document-based citation analysis of AI in BIM 

research, Figure 4 presents the image from the 

VOSviewer. The lines, colors, and distance 

between circles show the relationship between the 

documents' mutual quotes and document pairs. The 

size of the circle and the fonts show additive of the 

document to the research area. The large circle 

reflects that the document contributes more to the 

research topic. The link, citation, normalized 

citation and publication year data obtained as a 

result of the document-based citation analysis are 

shown in Table 3. The link values represent 

interconnected articles. The number of citations 

explains results of the number of times the article 

was cited as a source in documents to be published 

by an author. In Table 3, the 12 documents revealed 

in the analysis are interconnected. The three most 

cited documents are "Golparvar-Fard et al., 2015" 

[21], “Chen et al., 2015” [20], and “Teizer, 2015” 

[27] (Fig. 3 and Table 3).  

 

Golparvar-Fard et al. [21] investigates automated 

progress monitoring using unordered daily 

construction photographs and Industry Foundation 
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Classes-based (IFC-based) building information 

models. This study shows a new automated 

understanding of the recognition of physical 

progress according to the two main sources of 

information that have emerged. The first is 

unordered daily construction photo data, collected 

almost free of charge at all available construction 

sites. The second is the BIM designs, which are 

increasingly becoming the binding components of 

architectural, engineering and construction 

contracts. 

 

Chen et al. [20] investigates the relation between 

bridging BIM and building and provides a 

conceptual structure for bridging the BIM and the 

building, which emphasizes the importance of real-

life information synchronization. The prepared 

structure is presented in more detail with the 

prefabricated residential construction in Hong 

Kong. 

 

Teizer [27] studies the status quo and open 

challenges in vision-based sensing and tracking of 

temporary resources on infrastructure construction 

sites. This study provides an overview of the 

vision-based sensing technology available for 

resource monitoring in infrastructure construction 

sites. Second, it provides research applications by 

highlighting the case study. Third, it opens a 

discussion about the current advantages and 

limitations of visual perception and monitoring. 

 

 

Figure 4. Network visualization map of the document-based citation analysis of AI in BIM research. 

Table 3. The document-based citation analysis of AI in BIM research. 

Documents Link Citation Normalized    

Citation 

Publication 

Year 

Bruno et al., 2018 [31] 1 41 7.88 2018 

Chen et al., 2015 [32] 1 81 3.03 2015 

Golparvar-Fard et al., 2015 [33] 0 117 4.37 2015 

Huang et al., 2008 [34] 0 40 1.67 2008 

Jalaei et al., 2015 [35] 0 21 0.78 2015 

Kim et al., 2015 [36]  0 24 0.90 2015 

Li et al., 2018 [37]  1 42 8.07 2018 

Memon et al., 2014 [38] 0 33 4.12 2014 

Teizer, 2015 [39]  0 59 2.20 2015 

Tixier et al., 2016 [40] 0 47 7.66 2016 

Woo et al., 2014 [41] 1 26 3.25 2014 

Zhang et al., 2017 [42] 0 21 6.52 2017 
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4. Discussions 

 

BIM model development and intervention require 

multiple software use and integration. Considered 

as a platform, the BIM model requires enhanced 

systems integration for the AECO/FM industry. 

Research study on AI in BIM research attracts 

many researchers as it will be seen as an important 

factor in the faster adoption of BIM in the 

AECO/FM industry. As the use of BIM in the 

AECO/FM industry becomes more common, 

advances in BIM model technology have increased 

rapidly due to the needs of stakeholders and 

consequently, concepts such as AI are included.  

BIM research focuses mostly on computer-aided 

design today. It is extremely important in the 

AECO/FM industry that the BIM model now 

moves from a 3D information database to an nD 

multi-information platform. With this importance, it 

is thought to produce solutions in management-

based studies in the AECO/FM industry since 

construction management has recently used 

cognitive technologies in construction project 

processes. The integration of the BIM model and 

AI solutions becomes particularly interesting in 

project management. BIM model integration with 

real-world instantaneous building data increases the 

use of model information throughout the life cycle 

of projects. That is why the BIM model and 

building information integration can be realized 

through the AI integration such as using Internet of 

Things (IoT) sensors. 

 

Information processing and information technology 

studies on AI integration via interoperability are 

prioritized in BIM research [11]. In order to 

integrate the BIM model with metadata that can be 

interpreted by machine learning, semantic web 

technology development studies are carried out for 

use in information management and facility 

management. As a result of these integrability 

developments, GIS integration has been provided  

 

and widely used in the BIM model together with 

deep learning systems. With the developed models, 

information was used with electronic data exchange 

tools and the use of information for decision-

making systems was at the focal point of recent 

researches. In addition, thanks to the building 

automation provided by the AI integrated systems 

of the BIM model, efforts are made to increase 

energy efficiency and sustainable that smart 

building designs that streamline energy use have 

been frequently encountered in the literature 

recently [16].. 

 

 

 

4.1. Discussions of the country-based citation 

analysis 

 

Many countries attach importance to studies on AI 

adaptation and increase their study day by day. The 

AECO/FM industry is also affected by this 

increasing trend in recent years. The two countries 

with the most research were China and the United 

States. These countries are followed by Italy, 

Germany, United Kingdom and Canada 

respectively. South Korea, France, Australia, Hong 

Kong, Taiwan, Malaysia, and Netherlands follow 

countries with less research studies than other 

countries. Especially, the use of information 

management and decision-making and 

implementation systems show that countries have 

begun to develop sustainable methods. New 

methods, such as semantics and automation, can be 

a potential to remain permanently for AI utilization 

in the AECO/FM industry. Countries' study on AI 

in BIM research contributes to both economic 

development and sustainable building cycles. It is 

thought that new methods of using and developing 

technology so closely can create new conveniences 

and opportunities in the AECO/FM industry [17, 

18]. Since BIM and AI integration is a new and hot 

topic, the scarcity of studies on their use together is 

remarkable. The papers within this research’s 

sample were examined in detail and it was seen that 

new technological methods are used in only a few 

studies in some countries. The topics that are 

beginning to be the new trend in the countries are 

data mining and digital storage. In these studies, 

methods such as learning systems were used as 

technological tools. The lack of studies in these 

areas causes an important gap in the literature. AI 

and multiple technologies together can be 

integrated into the BIM platform to achieve 

sustainability in the AECO/FM industry. 

 

4.2. Discussions of the country-based 

bibliographic coupling analysis 

 

Countries have started to study various subjects in 

this area for many different purposes. It is 

discovered that AI can provide potential benefits in 

different disciplines within the industry in order to 

make the project and construction management 

processes more efficient [4]. For example, there 

may be many more advantages such as direct 

prevention of cost overruns, better-designed 

buildings, and minimizing risk. Countries often 

introduce new studies by benefiting from each 

other's work and by making use of joint studies in 

bibliographic matching. The fact that most 

countries have little research on AI in BIM research 

which, shows how hot and promising the topic is in 

the literature. The leading countries in this regard 

are China and the United States. The countries that 
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follow these two countries with their artificial 

intelligence studies and are in the development 

stages are Italy, Germany, United Kingdom and 

Canada. South Korea, France, Australia, Hong 

Kong, Taiwan, Malaysia, and the Netherlands are 

the countries that have fewer research studies in this 

field compared to other countries. When the studies 

are examined in detail, it can be seen from the links 

that countries proceed with by publishing together 

or citing each other's articles. There are not many 

publications yet about approaches to BIM and AI 

integration. New job opportunities can be created 

because there is little implementation on this 

subject. In this sense, the use of highly critical 

technologies such as AI within the AECO/FM 

industry demonstrates the fact that it may enable 

sustainability in construction in the future by 

influencing the change in the processes, techniques, 

equipment, and work routines. 

 

4.3. Discussions of the document-based citation 

analysis 

 

The fact that technology is a constantly and rapidly 

improving scientific research branch, it has led to 

the emergence of many specialties and disciplines 

in the AECO/FM industry. AI individually 

contributed to the research in construction [4, 5, 6, 

7, 8, 9, 10, 16, 17, 18]. The papers within this 

research’s sample were in detail, the influential 

articles contain subjects such as information 

management, information technologies, and 

semantics. Since there are a lot of complex 

information and data, it becomes obvious that AI 

should be on the focus of researchers for the 

improvements in the industry. Studies focus on big 

data, digital storage and IFC as a result of the need 

for data flow and storage needs. In addition, there 

are many application areas that are practiced and 

preferred in the industry namely; preventing cost 

exceed, minimizing risk, operations and facility 

management, and energy performance estimation 

[5, 6, 7, 8, 9, 10, 16, 17, 18]. The study of the 

different specialties and disciplines is accepted to 

be independent of each other in groups. Integration 

into the BIM platform is a new phenomenon, as AI 

is a broad area. Therefore, it makes it difficult for 

AI to be examined as a whole in the AECO/FM 

industry as part of the BIM technology. 

 

4.4. Gaps and trends 

 

Integrated use of BIM and AI is still a very new and 

hot topic. Information management and decision 

support systems are the subjects where BIM and AI 

studied intensively. In this process, data are 

collected by obtaining different opinions from 

many specialties such as architecture, engineering, 

and computer science. Studies resulting from the 

collection of data generate complex information 

and independent from each other. These 

complexities and problems can be avoided and can 

be collected and processed in a single environment 

by using AI. Providing a common space with BIM 

to work together can help to resolve information 

clutter. The information obtained can be modeled at 

the nD level using the BIM platform. AI can 

prevent time loss and ensure complete storage of 

information. Computer science, which offers great 

potential for integrated solutions, is used in some 

countries very effectively such as in the USA and 

China. These two countries are followed by Italy, 

Germany, England and Canada with their 

constantly developing works. Also, although South 

Korea, France, Australia, Hong Kong, Taiwan, 

Malaysia and the Netherlands have fewer research 

studies than other countries, their future work is 

expected to increase. The study contributes to the 

AECO/FM industry literature by analyzing and 

visualizing the current situation of AI in BIM 

research.  

 

5. Conclusion 

 

In this study, it is aimed to reveal the scientific 

tendency related to the AI in BIM research and to 

explain the research orientation in different 

countries. Combining and developing AI and BIM 

research areas reduces cost, time, and increases 

productivity [16]. Therefore, a scientometric 

analysis and mapping of bibliometric data have 

been done by country-based citation analysis, 

document-based citation analysis, and country-

based bibliographic coupling analysis thanks to 

VOSviewer software. As seen in the analysis of the 

countries, 8 regions were revealed. There are 12 

documents found as the result of document-based 

citation analysis. The analysis revealed that 

interconnected documents study in similar areas 

and 8 independent documents contain publications 

from different specialties. The idea of the integrated 

operation of BIM and AI is the idea of creating 

intelligent systems that can help learn and solve 

problems quickly. In the AECO/FM industry, AI 

provides advantages to deal with complex 

engineering, management, and implementation 

issues, unlike solutions based on traditional 

computing and design methods [4, 5, 6, 7, 8, 9, 10, 

16, 17, 18]. As a result of these advantages, it aims 

to solve many problems faster by integrating into 

the BIM platform throughout the design, 

construction, operation, and facility management 

processes throughout the project life cycle. In many 

countries, mainly China, the USA, and Italy 

actively use BIM and AI with a processable 

structure. It has been observed that it increases 

productivity and efficiency, especially in 

information management and decision-making 
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system organization. As seen in the document-

based citation analysis independent examination of 

the research fields makes it difficult to examine the 

studies with a holistic view. Apart from being a 

new and hot topic, the complexity of the wide range 

of research areas and scarcity of studies in the field 

can create difficulties. However, in the future, the 

use of technology platforms for integration in BIM 

and AI processes can ensure the interoperable 

information management systems used for different 

areas of expertise and benefit from the study of 

different perspectives can yield efficiency. 

Although the high contribution of this study to 

figure out the research tendency in different 

countries, it has limitations such as the time period 

of the data acquisition causes a static output, further 

analysis need, the Scopus' coverage of all 

publications, and so on. The findings of this 

research provide a broad understanding of the 

current research approach, research gaps, and future 

research trends of AI in BIM research for the 

AECO/FM industry. 
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Abstract 

 

Concrete is a building material that is considered as a granular composite. The factor in its acceptance as 

granular is the aggregate in its content. In addition to forming the vast majority of aggregate concrete volume, 

it is also extremely important in the development of strength and durability factors. Although cement is the 

most costly input of concrete, it can affect the cost of concrete in changes in aggregate type. For this purpose, 

in this study, concrete samples were produced with different types of aggregates from different quarries 

operating in Adıyaman province. Only the type of aggregate was changed, and cost calculations were made, 

provided that the cement type and amount and other components in the mixture remained constant. In 

addition, cost and strength comparisons were made by measuring compressive strength values for 7 and 28 

days. It has been determined that with the change of aggregate type, cost and compressive strength value 

change. 

 

Keywords: Concrete, Aggregate, Cost, Adıyaman. 

 

 

1. Introduction 

 

Concrete is the most used building material in the world. 

An average of 10 billion tons of concrete is produced 

annually in the world. This value is estimated to reach 18 

billion tons annually by 2050 [1-6].  

 

Aggregates are the main component that covers the 

volume of concrete at about 70-80%. Therefore, 

aggregates are expected to have a significant impact on 

concrete properties. At the same time, choosing the 

appropriate aggregate for the type of structure to be 

produced changes the cost of concrete and structure. The 

choice of aggregate type in concrete production is a 

determining factor for concrete quality. Concretes 

produced with the use of aggregates with the same type 

and quality cement as well as aggregates with different 

textural properties and mineralogy may differ, especially 

the compressive strength [7-12]. 

 

 

There are studies in the literature examining how 

aggregate variability affects the properties of concrete. 

Güçlüer [13] determined that the textural properties of 

aggregate in concrete produced with 3 different types of 

aggregates, and especially the surface roughness factor, 

varies in the compressive strength values, and higher 

compressive strength value are obtained in concretes 

produced with aggregates with high surface roughness.  

Beshr et al. [14] conducted mechanical measurements on 

concretes produced with aggregates in 4 different 

mineralogies in their study. They found that aggregate 

quality was directly related to concrete compressive 

strength. Özturan and Çeçen [15] stated that the 

compressive strength value of the concrete test samples  

produced with different types of aggregates vary 

depending on the textural and mechanical properties of 

the aggregate. Yılmaz and Tuğrul [16] found that the 

strength of concrete produced with different types of 

coarse aggregate is affected by aggregate mineralogy and 

surface roughness.  

Ahmed and Alghamdi [17] state that in the concrete they 

produce with basalt and limestone aggregates, the 

mailto:kgucluer@adiyaman.edu.tr
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compressive strength values of concrete with limestone 

aggregates are higher than those with basalt aggregates.  

 

For this purpose, in this study, natural (NS) and crushed 

(CS) stone aggregates obtained from two different 

aggregate quarries in Adıyaman province and concrete 

experiment samples were produced. Besides the effects 

of aggregates on cost, their effects on compressive 

strength were also investigated. 

 

2. Materials and Methods 

 

CEM I 42.5 R type Portland cement compliant with TS EN 

197-1 [18] was used as binder in the study. Physical 

properties and chemical components of cement are given in 

Tables 1 and 2. 

 

Table 1. Chemical component of cement. 

Oxide CaO SiO2 Fe2O3 Al2O3 MgO SO3 K2O LOI 

Cement 62,63 19,29 4,25 3,88 3,42 2,58 0,34 2,86 

 

Table 2. Physical properties of cement. 

Properties Results 

Specific gravity (g/cm3) 3.09 

Setting 

time 

Firstly (min) 125 

Finish (min) 190 

Blaine fineness (cm2/g) 3420 

 

One of the aggregates obtained from the aggregate quarry 

is natural stone aggregate and the other is crushed stone 

aggregate. Physical properties of these two types of 

aggregates are given in Table 3. 

 

Table 3. Physical properties of aggregate. 

Aggregate Specific Gravity 

(g/cm3) 

Water 

Absorption (%) 

Natural Stone 

Aggregate 

2.42 2.48 

Crushed Stone 

Aggregate 

2.44 3.00 

 

The aggregates to enter the concrete mixture are prepared 

according to the method of saturation of dry water. The 

same consistency value was taken as the basis for both 

aggregate types and the amount of water was arranged 

according to this value. In addition, it is aimed that the 

concrete produced from both aggregates will show 

resistance in accordance with the C30/37 class. 

Naphthalene sulfonate-based superplasticizer chemical 

additive was used to facilitate workability in concrete 

mixtures. Concrete mixing ratios are made according to TS 

EN 206-1[19] and slump value of 15cm is targeted for both 

mixtures (Table 4). Compressive strength tests were carried 

out on concrete samples that were kept in the cure pool for 

7 and 28 days in accordance with the TS EN 12390-3 [20] 

standard on cube samples with 15 cm edges. 

Table 4. Concrete mix ratio for 1m3. 

Aggregate 

Type 

Cement 

(kg) 

0-5mm 

Aggregate 

(kg) 

5-15 mm 

Aggregate 

(kg) 

15-22 mm 

Aggregate 

(kg) 

Water 

(kg) 

SP 

(kg) 

NS 

Aggregate 

308 944 366 626 169 4.6 

CS 

Aggregate 

318 988 338 595 175 4.1 

 

The cost calculations of the materials used as concrete 

components were made according to the unit price method. 

The unit prices are based on the values used in the 

enterprises operating in the Adıyaman region. 

 

3. Results  

3.1 Compressive Strength Results 

 

7 and 28 days compressive strength findings of concrete 

experimental samples produced using natural and crushed 

stone aggregates are given in Figure 1. 

 

 

Figure 1. Measured value of compressive strength of 

concrete samples. 

 

Higher values were determined in the compressive strength 

data of concrete produced with crushed stone aggregates 

compared to concrete produced with natural aggregate. 

 

Although there is no effective increase in 7-day curing 

period, after 28 days curing period, 2.5% increase in the 

compressive strength value of concrete produced with 

crushed stone aggregate was found compared to concrete 

produced with natural stone aggregate. The fact that 

crushed stone aggregates have higher surface roughness 

and strengthened adhesion in the cement-aggregate 

interface area may have been effective in this situation. 

Aspect ratio and roundness in aggregates are important 

textural features and are thought to be effective in strength.  

As the roundness value of the aggregates approaches 1, a 

perfect roundness is mentioned. The aspect ratio briefly 

describes the elongation of aggregates (Figure 2). 
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Figure 2. Schematic representation of the aspect ratio 

[21]. 

 

In Figure 3, images of samples taken from natural and 

crushed stone aggregate pile are given. The roundness of 

natural aggregates is seen better than crushed stone 

aggregates. In the study conducted by Güçlüer [7], it was 

determined that the aspect ratio values of crushed stone 

aggregates are higher than the natural aggregate and the 

compressive strength values of the samples produced with 

crushed stone aggregate are higher. This information 

supports the higher compressive strength of concrete 

samples produced with crushed stone aggregates compared 

to concrete samples produced with natural aggregates. 

 

 

 

Figure 3. Natural stone aggregate (a), crushed stone 

aggregate (b). 

 

3.2 Cost Results 

 

Mix ratios and cost calculations of the mixture together 

with unit prices for C30/37 class concretes produced with 

natural and crushed stone aggregates are given in Tables 5 

and 6. 

Cost advantage for C30/37 class concrete produced with 

natural and crushed stone aggregates has been determined 

in concretes produced with natural aggregate. When the 

cost values are examined, the cost of concrete produced 

with natural aggregate is 10.99% lower than the cost of 

concrete produced with crushed stone aggregate. 

 

Table 5. Cost rates for natural stone aggregate. 

Concrete Class 

C30/37 

Amount 

(kg) 

Unit Price 

(TL/ton) 

Price (TL) 

Natural sand           

0-5mm 

944 ₺16,68 ₺ 15,75 

Natural stone 

aggregate           

15-22,4mm 

626 ₺16,68 ₺ 10,44 

Natural stone 

aggregate.            

5-15mm 

366 ₺16,68 ₺ 6,11 

Water 169       ₺7,20 ₺ 1,22 

CEM I 42.5 R 308     ₺200,00 ₺ 61,60 

SP 4,6   ₺2.000,00 ₺  9,20 

Total 
  

104,31 

*SP= Superplasticizer 

 

However, this situation is inversely proportional to the 

compressive strength values. Although the cost of concrete 

produced with crushed stone aggregate is high, 

compressive strength values are determined higher. 

 

Table 6. Cost rates for crushed stone aggregate. 

Concrete Class 

C30/37 

Amount 

(kg) 

Unit Price 

(TL/ton) 

Price (TL) 

Crushed sand 

0-5mm 

988 ₺ 22,24 ₺ 21,97 

Crushed stone 

aggregate 

15-22,4mm 

595 ₺ 22,24 ₺ 13,23 

Crushed stone 

aggregate 

5-15mm 

338 ₺ 22,24 ₺ 7,52 

Water 175 ₺ 7,20 ₺ 1,26 

CEM I 42.5 R 318 ₺ 200,00 ₺ 63,60 

SP 4,1 ₺ 2.000,00 ₺ 8,20 

Total 
  

115,78 

 

Table 7. Aggregate cost ratios in concrete.  

Concrete Class 

C30/37 

Aggregate 

Price (TL) 

Percentage 

of 

aggregate 

cost(%) 

Concrete 

Price (TL) 

NS aggregate ₺32,30 30,96 ₺ 104,31 

CS aggregate ₺42,72 36,89 ₺ 115,78 

a 

b 
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Aggregate based cost percentages are given in Table 7. 

The cost of aggregate in concrete produces with CS 

aggregate is higher than the cost of aggregate in concrete 

produced with NS aggregate 

 

4. Conclusion 

 

In the scope of Adıyaman province, the following 

conclusions have been reached with the research in which 

the cost analysis of the concrete produced with natural and 

crushed stone aggregates is made; 

•The cost of concrete produced with natural stone aggregate 

is cheaper than concrete produced with crushed stone 

aggregate. 

•The compressive strength values of concrete produced 

with crushed stone aggregates are higher than those 

produced with natural stone aggregate. 

• When these data are limited to Adıyaman province, it can 

be said that concrete production with natural aggregate may 

be less costly. However, the use of crushed stone 

aggregates can be recommended at points where strength 

and durability axis expectations are taken into 

consideration. 

Parameters such as raw material supply, distances of the 

quarry and concrete batching plant to each other can 

directly affect the cost of concrete. In this sense, it may be 

beneficial for the literature and concrete industry to carry 

out similar studies on different regions. 
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Abstract 

The N-(3-((2-hydroxybenzylidene)amino)phenyl)benzamide Schiff base ligand (L) was synthesized and 

characterized. The ligand was immobilized on the fullerene material with a reduction copper material. The 

resulting nanocomposite Cu/Ligand@Fullerene (M1) was characterized by FE-SEM EDX, EDX mapping, 

FT-IR, and XRD techniques and tested as a catalyst for reduction of nitrophenols (2-nitrophenol (2-NP), 

4-nitrophenol (4-NP)) and organic dyes (methylene blue (M.B.), Rhodamine B (Rh B)) under ambient 

temperature in water. The catalytic conversions and the reaction rate constant per total weight of the M1 

catalyst were recorded as 89.9% at 300 s for 2-nitrophenol, 97.9% at 300 s for 4-nitrophenol, 90.6% at 

360 s for Rhodamine B, and 98.3% at 60 s for methylene blue. For 4-NP, the reusability study was carried 

out as five cycles between 97.9% - 87.3% conversions, respectively. The fabricated Cu/Ligand@Fullerene 

(M1) nanocomposite has good catalytic efficiency and reusability, low cost, and easy to produce.  

 

Keywords: Copper nanoparticle, Schiff base, Reduction, Nitrophenol, Organic Dyes. 

 

 

1. Introduction 

 

Nitro compounds and organic dyes are currently used in 

many industries and pose a serious threat to 

environmental pollutants and the phenomenon of 

disposal of these wastes stands out as a serious situation. 

Also, amino compounds formed by the reduction of 

these compounds can be used as starting or intermediate 

chemicals in many application areas [1-3]. These 

application areas can be listed as chelating agents in 

pharmaceuticals, polymers, pesticides, explosives, 

fibers, dyes, and cosmetics, etc. [4-10]. The reduction 

reactions are among the frequently used reactions as in 

the past. To provide better catalytic conditions in the 

reduction reactions, both the efficiency of the catalyst 

must be good, and it can be easily produced. In this 

context, many metals (copper [11], cobalt [12], 

palladium [13], ruthenium [3], silver [14], nickel [15], 

etc.) have been used as catalysts in nanoparticle 

reduction reactions. Copper nanoparticles can be seen as 

preferred materials in many aspects especially in recent 

years [16, 17]. Copper nanomaterials, which are also 

frequently used in immobilization processes, are also 

widely used as catalysts [18, 19]. The catalysts obtained 

from the immobilization of copper nanoparticles with  

 

Schiff base ligands have also been used in reduction 

reactions and the successful results have been obtained 

[20, 21]. Both Schiff base compounds and the copper 

nanoparticles are often preferred because they are easy 

to manufacture, synthesize with high yields, and are 

readily available. In this work, the 

Cu/Ligand@Fullerene (M1) nanocomposite was 

fabricated with immobilization methodology as a 

catalyst by fullerene support material, Schiff base 

ligand, and copper nanoparticles. The nanocomposite 

M1 was used in the reduction of nitrophenols and some 

organic dyes under ambient temperature with NaBH4 as 

a hydrogen source in water. The catalytic results were 

quite promising for this type of nanocomposite in the 

reduction reactions. 

 

2. Materials and Methods 

 

All the chemicals and solvents were purchase from 

chemical manufacturers. In the FT-IR analysis was used 

a Perkin Elmer 400 FT-IR/FT-FIR Spectrometer 

Spotlight 400 Imaging System to confirm the molecular 

interaction between Fullerene and ligand and reduced 

copper nanoparticles. For NMR analyses was used a 

Bruker 400. The FE-SEM, EDX, and mapping 

employed a Zeiss GeminiSEM 500 for surface 

morphological characterization and mapping analysis. 

file:///D:/A.FBE/Dergi/Mizampaj/6%20Serkan%20DAYAN/serkandayan@erciyes.edu.tr
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X-ray diffraction (Malvern panalytical XRD) was used 

to confirm for immobilization and reduction 

methodology. The UV-vis spectrophotometer 

(Shimadzu UV-2700) measurements were used for 

monitoring the reduction of nitrophenols and dyes. 

 

2.1. Experimental 

2.1.1. Synthesis of Schiff base ligand (L) 

 

In a typical reaction, the 1,3-diaminobenzene (0.25 

mmol) and benzoyl chloride (0.25 mmol) compounds 

were reacted in THF (10 ml). After the reaction, the 

mixture was filtered-dried and added to 2-hydroxy-

benzaldehyde (0.25 mmol in methyl alcohol (15 ml) 

was stirred for Schiff base ligand formation overnight. 
After the process, the solvent was removed by a vacuum 

system. The residue was dissolved in ethyl alcohol (5 

ml) and the microcrystalline product in the refrigerator 

was filtered off and dried in the vacuum system (Figure-

1). 

 

Figure-1. The numbering synthesis scheme for Schiff 

base ligand (L). 

 

2.1.2. Founded Data for the ligand 

For Schiff base ligand (L) 

 

N-(3-((2-hydroxybenzylidene)amino)phenyl)benzamide: 

Color: Yellow. Yield: 73 %. 1H-NMR (CDCl3, δ 

ppm): 6.94-7.50 (6H, -Hc, -H7, -H6, -H4, -H3, -H2), 7.53 

(d, 2H, J=8 Hz, -Ha), 7.58 (d, 2H, J=8 Hz, -H8,9), 7.80 

(s, 1H, -H1), 7.90 (d, 2H, J=8 Hz, -Hb), 8.68 (s, 1H, -

H5), 13.19 ( 1H, -OH). 13C-NMR (CDCl3, ppm): 112.5, 

117.3, 117.9, 118.3, 119.2, 119.9, 127.0 (-Ca), 128.9 (-

Cb), 129.9, 132.1, 132.5, 133.4, 134.7, 139.0, 149.3, 

161.2, 163.2 (-N=CH), 165.8 (-C=O). FT-IR (cm-1): 

3308, 3127, 3106, 3083, 3057, 3038, 3010, 2986, 2938, 

2881, 1647, 1620, 1596, 1574, 1525, 1490, 1479, 1456, 

1447, 1430, 1403, 1359, 1315, 1303, 1294, 1277, 1259, 

1215, 1201, 1180, 1155, 1150, 1113, 1087, 1074, 1026, 

1002, 983, 963, 924, 909, 886, 861, 852, 837, 800, 793, 

756, 711, 690, 678, 655, 608, 582, 572, 551, 541, 510, 

485, 472. ESI–MS (-) (m/z): 316.200 (calc: 316.121). 

 

2.1.3. Fabrication of Cu/Ligand@Fullerene 

nanocomposite (M1) 

 

The synthesis process of Cu/Ligand@Fullerene 

nanocomposite (M1) materials followed the route: 20 % 

(w/w) of ligand and 80 % (w/w) of Fullerene (C60) as 

adsorbent material was added to a schlenk tube (25 ml) 

as separately with organic solvent media (2-propanol / 

diethyl ether, 5 / 1) and sonicated for 3 hours to form a 

stable suspension. Then, the organic solvents were 

removed by the vacuum system, and the residue was 

dissolved again with methyl alcohol (10 ml) and added 

to CuCl2.2H2O (20 mg) and NaBH4 as a reducing agent 

[22]. The mixture was stirred and sonicated for 3 hours 

to a stable form. Also, the precipitated materials were 

subjected to the following operations in sequence: 

filtering, washing with methanol and water and drying 

process at ambient temperature (Figure-2). After that, 

the nanocomposite was characterized by FT-IR, XRD, 

and FE-SEM-EDX and mapping.  

 

Figure-2. Fabrication of Cu/Ligand@Fullerene 

nanocomposite (M1). 

 

2.1.4. Catalytic Reduction of Nitrophenols and 

Organic Dyes 

 

The catalytic efficiency of M1 was examined for the 

reduction of 2-nitrophenol, 4-nitrophenol, methylene 

blue, rhodamine B in the presence of BH4
- ion as a 

hydrogen source in the aqueous solution at ambient 

temperature. In a typical reaction, 2.5 mg of the M1 

catalyst was added to nitrophenols and dyes and NaBH4 

(0.03 M, freshly, optimum concentration [12, 23]) in 

water (10 ml) at ambient temperature and stirred for a 

period of the desired time. Importantly, the catalytic 

reaction started instantly after the addition of the 

catalyst. At the end of the catalytic period followed, the 

reaction samples are taken from the reaction and filtered 

through the micro-column with cotton. The catalytic 

efficiency of the M1 catalyst was seen by comparing the 

bands which appeared and disappeared after reduction 

on the UV-vis spectrum.  

 

3. Results and Discussion 

3.1. Characterizations 

 

The fabrication process of N-(3-((2-

hydroxybenzylidene)amino)phenyl)benzamide (L) and 

Cu/Ligand@Fullerene (M1) compounds were explained 

in the Figure-1 and experimental section. 

 

In the FT-IR spectra of the bare fullerene were observed 

the specific 1427, 1180, 960, 738, 574, 524 cm-1 peaks.  

For the ligand, the O-H, the aromatic C-H, the aliphatic 

-C-H stretching, the -C=O bond, and the -CH=N- bond 

vibrations were aligned at 3308, 3127 – 3106, 3010 – 

2881, 1647, and 1620, respectively. Also, the peaks of 

the FT-IR spectrum belonging to Cu/Ligand@Fullerene 

(M1) was founded as 3662, 2987, 2971, 2901, 1644, 
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1601, 1518, 1472, 1449, 1406, 1394, 1382, 1323, 1250, 

1242, 1230, 1181, 1075-1066-1057 (Cu-OH-), 1028, 

897 (CuO), 892, 793, 710, 693 (CuO), 575, 525, 502, 

493, 471, 459 cm-1. When the spectrum of 

nanocomposite was examined, the presence of peaks 

originating from both ligand and fullerene structure was 

determined and the comparative spectrums are given in 

Figure-3. 

 
Figure-3. FT-IR comparative spectra of Fullerene, 

Ligand, and Cu/Ligand@Fullerene nanocomposite 

(M1). 

 

The XRD peaks and (hkl) of bare fullerene (C60) were 

observed as 10.79° (111), 17.67° (220), 20.74° (311), 

21.69° (222), 27.38° (331), 28.12° (420), 30.85° (422), 

32.79° (511). For Cu/Ligand@Fullerene nanocomposite 

(M1), the XRD peaks were founded as 6.61°, 9.00°, 

10.76° (Fullerene-111), 12.21°, 13.81°, 14.70°, 17.67° 

(Fullerene-220), 19.56°, 20.74° (Fullerene-311), 21.69° 

(Fullerene-222), 23.37°, 25.13°, 25.49°, 27.41° 

(Fullerene-331), 28.12° (Fullerene-420), 30.82° 

(Fullerene-422), 32.77° (Fullerene-511), 35.63°, 37.05°, 

41.64°, 42.30°, 45.74°.  

 
Figure-4. XRD comparative patterns of Fullerene, 

Cu/Ligand@Fullerene nanocomposite (M1). 

 

According to the obtained XRD pattern data, the 

fabricated nanocomposite contains characteristic peaks 

originating from fullerene as well as peaks originating 

from ligand and metal was founded (Figure-4). 

 

 

 

 

 
 

Figure-5. SEM-EDX (30.00 KX) analysis and copper 

mapping images of Cu/Ligand@Fullerene 

nanocomposite (M1). 

 

The FE-SEM, EDX, and Cu mapping analysis of 

Cu/Ligand@Fullerene nanocomposite (M1) was 

achieved, and the surface morphologies and elemental 

images are given in Figure-5. The surface structures of 

the bare fullerene and M1 nanocomposite (30.00 KX 

zoom) are similar, but the material deposits from ligand 

and copper on the fullerene layers were observed. The 

presence of copper metal (Cu weight: ≈7.00% with 

EDX analysis) dispersed Cu/Ligand@Fullerene 

nanocomposite (M1) was approved by the EDX and 

copper mapping methods. Each sheet was shown to 
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have a length of 20 – 500 nm. The surface analyses 

show that the immobilization and metal reduction 

process was successfully performed (Figure-5).  

 

3.2. Catalytic Studies 

 

We investigated the catalytic efficiency of M1 

nanocomposite by using the reduction of 2-nitrophenol 

(2-NP), 4-nitrophenol (4-NP) as nitrobenzenes, 

methylene blue, and rhodamine B as organic dyes in the 

presence of NaBH4 in the water at ambient temperature. 

The catalytic reaction was monitored 

spectrophotometrically due to the 2-nitrophenol (2-NP) 

reactant and product having different absorption bands 

such as λmax= 414 nm (-NO2 group of 2-NP). Firstly, the 

2-nitrophenol (5x10-4 M) mixture has a yellow colour 

which is the colour of the adsorption band belonging to 

the 2-nitrophenolate, this colour gradually vanished 

because of the formation of the 2-aminophenol and the 

catalytic conversions were seen at different times 

between 30 s to 300 s. The catalytic activity of M1 

nanocomposite was achieved as 34.2%, 73.1%, and 

89.9% at the end of 30, 90, and 300 s, respectively 

(Figure-6). 

 

 

Figure-6. Time-dependent UV–vis absorption spectra 

of the 2-nitrophenol (5.0x10-4 M) reduced by NaBH4 

catalyzed by the M1 nanocomposite (a) UV-vis spectra, 

b) Absorbance-Conversion curve). 

 

We have also worked the reduction of 4-nitrophenol 

(2.5x10-4 M, 4-NP) by M1 nanocomposite under 

likewise reaction conditions. The absorption band of the 

4-nitrophenolate arises at 398 nm from the –NO2 (nitro) 

group to -NH2 (amine) group. The catalytic conversion 

results were obtained to be 51.2% (30 s), 59.1% (90 s), 

97.9% (300 s) for M1 nanocomposite (Figure-7).  

 

Figure-7. Time-dependent UV–vis absorption spectra 

of the 4-nitrophenol (2.5x10-4 M) reduced by NaBH4 

catalyzed by the M1 nanocomposite (a) UV-vis spectra, 

b) Absorbance-Conversion curve). 

 

Moreover, the Cu/Ligand@Fullerene M1 

nanocomposite was used as catalysts for the reduction 

of some dyes (methylene blue (MB) and rhodamine B) 

under the optimized conditions. The adsorption band 

disappeared after reduction at 664 nm for MB, 550 nm 

for Rhodamine B. The catalytic conversions were 

founded as 91.6% (30 s), 98.3% (60 s) for MB dye, 

67.3% (120 s), 83.5% (240 s), 90.6% (360 s) for 

Rhodamine B (Figure-8,9).  

 

 
Figure-8. Time-dependent UV–vis absorption spectra 

of the methylene blue (5.0x10-5 M) reduced by NaBH4 

catalyzed by the M1 nanocomposite (a) UV-vis spectra, 

b) Absorbance-Conversion curve). 
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Figure-9. Time-dependent UV–vis absorption spectra 

of the Rhodamine B (10 ppm) reduced by NaBH4 

catalyzed by the M1 nanocomposite (a) UV-vis spectra, 

b) Absorbance-Conversion curve). 

 

Summarize, the kinetic equation for the reduction of 

nitrophenols and dyes can be represented as ln(Ct/C0) = 

−kt, where t is time for the catalytic reaction and, k is 

the apparent first‐order rate constant (s−1) in Table-1. 

Moreover, the k' = k/M parameter (M: the amount of the 

catalyst) is introduced for quantitative comparison and 

the parameter is defined as the ratio of the rate constant 

k to the weight of the catalyst added [24]. In Table-1, 

the catalytic activity rate constant parameters were 

compared for the nanocomposite (M1). 

 

The reaction rates of nitrophenols with catalyst M1 at 

300 s were recorded as 6.78E-03 s-1 (2-NP) and 1.28E-

02 s-1 (4-NP) and for dyes, the rates were founded as 

6.80E-02 s-1 at 60 s (M. Blue) and 6.58E-03 s-1 at 360 s 

(Rhodamine B).  

 

A mixture of 4-nitrophenol, rhodamine B, and 

methylene blue substrates was prepared to better 

demonstrate the effectiveness of the catalyst, and their 

reduction with the M1 catalyst was observed. In the 

results, after 300 seconds, the M1 catalyst was able to 

reduce all three substrates >90%, simultaneously 

(Figure10). 
 

Table 1. The catalytic efficiency rate constant of M1 catalysts. 

Substrate k (s-1)a  k/M (s-1 g-1)b 

2-NP 
30 s 90 s 300 s 30 s 90 s 300 s 

1.39E-02 1.46E-02 6.78E-03 5.57E+00 5.83E+00 2.71E+00 

4-NP 
30 s 90 s 300 s 30 s 90 s 300 s 

2.39E-02 9.95E-03 1.28E-02 9.58E+00 3.98E+00 5.12E+00 

M. Blue 
30 s  60 s 30 s  60 s 

8.26E-02  6.80E-02 3.30E+01  2.72E+01 

Rhodamine B 
120 s 240 s 360 s 120 s 240 s 360 s 

9.31E-03 7.52E-03 6.58E-03 3.72E+00 3.01E+00 2.63E+00 

a The reaction rate constant. b The reaction rate constant per total weight of tested catalyst (2.5 mg). 
 

 

Figure-10. Time-dependent UV–vis absorption spectra 

of 4-NP, Rh B, and M. Blue reduced by NaBH4 

catalyzed by the M1 nanocomposite. 

 

To determine the efficiency of the catalyst, a reusability 

study was carried out. The 4-nitrophenol was chosen as 

the model substrate and the Cu/Ligand@Fullerene (M1) 

catalyst was used 5 times in the same reaction (Figure-

11). The reusability results (I – V) were recorded as 

97.9%, 97.7%, 97.7%, 97.3%, and 87.3%, respectively. 

According to the reusability results, the efficiency of the 

catalyst was determined to be good and suitable for 

economic purposes. 

 

The production costs are as important as the catalytic 

activities of the catalysts produced. As is known, the 

copper nanoparticles can be manufactured in many easy 

routes. At the same time, their catalytic activities can be 

increased by creating hybrids with many materials. 

 
Figure-11. Catalytic activities of Cu/Ligand@Fullerene 

(M1) nanocomposite in 5 cycles. 
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It can be said that the catalytic activity results in this 

study are at a good level compared to their peers in the 

literature (Table-2). 

 

Considering the substrate concentrations in the solution, 

it can be said that the M1 nanocomposite shows the 

highest activity with 2-nitrophenol. However, the good 

catalytic results with M1 nanocomposite were obtained 

for other substrates and it is well known that dyes such 

as nitrophenols and methylene blue, especially 

Rhodamine B, are serious environmental pollutants. The 

removal of these compounds is very important, and, in 

this study, it was determined that a material that can be 

easily produced reduces these harmful compounds with 

high activity.

Table 2. The comparative data of the reduction reactions. 

Catalyst Substrate Time (s) 
Catalytic rate constant “k” 

(s-1) 
References 

AG-CuO hydrogel 2-Nitrophenol 420 5.11E-03 [25]  

Cu0-NPANI-ZrSiO4 2-Nitrophenol 120 9.73E-03 [26]  

Cu/Ligand@Fullerene 2-Nitrophenol 300 6.78E-03 Present study 

CuO NPs 4-Nitrophenol 360  8.80E-02 [11]  

Cu@Pd NPs 4-Nitrophenol 720 5.80E-03 [27]  

Cu/Ligand@Fullerene 4-Nitrophenol 300 1.28E-02 Present study 

CuVOS-3 M. Blue 480 1.21E-02 [28]  

C@Cu M. Blue 60 8.90E-2 [29]  

Cu/Ligand@Fullerene M. Blue 60 6.80E-02 Present study 

CuVOS-3 Rhodamine B 480 1.55E-02 [28]  

TEA1.5-G150°C-

CuO150°C 
Rhodamine B 210 4.70E-02 [30]  

Cu/Ligand@Fullerene Rhodamine B 360 6.58E-03 Present study 

 

 

4. Conclusion 

 

Herein, we have reported the fabrication of N-(3-((2-

hydroxybenzylidene)amino)phenyl)benzamide (L) 

ligand and Cu/Ligand@Fullerene nanocomposite (M1) 

nanocomposite, and the M1 nanocomposite was tested 

as a catalyst in the reduction of nitrophenols (2-NP, 4-

NP) and organic dyes (M. Blue, Rhodamine B). The 

fabricated nanocomposite M1 is highly efficient in the 

reduction of nitrophenols (2-NP, 4NP) (>90% catalytic 

conversion in 5 min.), M. blue (>90% catalytic 

conversion in 0.5 min.), and Rhodamine B (> 90% 

catalytic conversion in 6 min.) at ambient temperature. 

In this study, the advantages such as the ease of 

synthesis, high activity results, and easy workability of 

the produced material came to the fore. 
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Abstract 

 

Barium titanate (BaTiO3) is the first known ferroelectric ceramics and a suitable candidate for various 

applications due to its unique dielectric, ferroelectric and piezoelectric properties. It is well known that 

BaTiO3 powder features strongly depend on the synthesis route and heat-treatment conditions. In the 

present study, BaTiO3 nanoparticles have been synthesized via the Pechini method, using barium acetate 

and an aqueous solution of titanium(IV) (triethanolaminato) isopropoxide. The starting materials are 

stable in an aqueous environment, and BaTiO3 can be efficiently prepared at an industrial scale. The 

structural properties of BaTiO3 were characterized by X-ray diffraction (XRD), Rietveld refinement, 

scanning electron microscopy (SEM), energy dispersive X-ray spectrometry (EDX), thermogravimetric 

analysis (TGA) and Fourier-transform infrared spectroscopy (FT-IR). XRD and Rietveld refinement 

studies revealed that BaTiO3 has a cubic structure with a space group of Pm-3m (#221). As estimated 

by the Scherrer formula, the average crystallite size was accurately determined to be 51.9 nm for the 

calcined temperature at 800ºC. The SEM micrographs of powder showed that the BaTiO3 grains are 

round-shaped, and the average grain size is observed about 40-90 nm.  

 

Keywords: Barium titanate, Pechini, Rietveld, XRD 

 

1. Introduction 

 

In the early 1940s, after the discovery of barium titanate, 

which is the first oxide compound in perovskite structure 

with ferroelectric behavior, has been used for an 

extensive range of scientific and industrial applications, 

like piezoelectric infrared sensors, capacitors (electrical 

storage circuit element), ultrasonic transducers (the 

electrical device that converts electrical energy into 

mechanical motion). Because of its versatility, barium 

titanate has enhanced one of the most relevant electro-

ceramic elements among ferroelectric materials. Its 

ferroelectric characteristics are connected with three 

structural phase transitions. Three-phase transitions are 

potential in the BaTiO3, endowing with to temperature: 

from orthorhombic to tetragonal (-90⁰C to 5⁰C), 

tetragonal ferroelectric (5⁰C to 120⁰C) to cubic 

paraelectric (T>120⁰C) structure. The dielectric features 

of the BaTiO3 are significant in microelectronic devices 

production. BaTiO3 nano and microstructures with high 

purity are essential for the production of these 

microelectronics [1].  

There are many methods for the synthesis of barium 

titanate system in the literature. The solid-state method, 

co-precipitation, sol-gel process and hydrothermal 

synthesis can be used to synthesize Barium titanate 

perovskite structures [2-6]. Considering these methods in 

general, there are disadvantages such as high temperature 

when using metal oxides and derivatives in the solid-state 

method, the use of expensive and air-sensitive starting 

materials in some other techniques (use of air-sensitive 

TiCl4, etc.), inhomogeneous distribution, porous 

structure. Recently, researchers have focused on new 

methods of synthesis (sonochemical, flame spray 

pyrolysis) at low temperatures in various sizes and 

morphology. However, these new methods are generally 

costly compared to existing powder production 

techniques [7-9].  

 

To address the above problems, wet chemical methods 

have been systematically studied to synthesize high-

quality ceramic materials. In particular, the Pechini 

method (Polymeric precursor technique) has advantages 

over other chemical processes such as controlling 

stoichiometry, lower reaction temperature, higher 
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chemical homogeneity, and distribution equation, 

obtaining nanoscale particles and smaller grain size [6, 

10, 11]. 

 

In the Pechini process, metals form a complex with citric 

acid in the aqueous solution. Ethylene glycol, which is a 

polyalcohol-like, is added to this solution and heated at 

high temperatures. The gel is obtained as a result of the 

polyesterification of metal chelates. It is possible to 

obtain nano-sized crystallites by thermal decomposition 

of the gel. A large number of mixed oxide compositions 

can be prepared using this method [12, 13]. 

 

In the present study, the Pechini synthesis procedure was 

utilized to sufficiently prepare BaTiO3 nanostructures. 

The obtained results pointed out that this technique is a 

promising option for good chemical homogeneity and 

precise control of the stoichiometry. The study also aims 

to produce high-quality materials at an industrial scale 

and economy by consuming commercially available 

organic titanate. 

 

2. Materials and Methods 

 

Barium acetate (Ba(CH3COO)2, 99% purity, Sigma-

Aldrich), titanium(triethanolaminato) isopropoxide 

solution (80%wt. in isopropanol, Sigma Aldrich), citric 

acid (C6H8O7,≥ 99.5%, Sigma-Aldrich) and ethylene 

glycol (C2H6O2, 99.8%, Sigma-Aldrich) were used as 

starting materials. FTIR spectra of the samples were 

recorded on Spectrum BX Perkin Elmer FT-IR System 

spectrometer using KBr pellets. Thermogravimetric 

analysis was performed with an SII 7300 Perkin Elmer 

thermal analyzer using flowing N2 at 2.5 mL/min from 

25 to 1200°C at a heating rate of 10°C/min. The powders 

were characterized by using X-ray diffraction (XRD) on 

a PANalytical Empyrean diffractometer with Cu Kα 

radiation (λ= 1.5406Å). Match! Version 3 Crystal impact 

was used for phase identification [14]. The X-ray pattern 

of the corresponding compound was analyzed by 

Rietveld refinement program FULLPROF [15]. The 

crystallite size estimation calculation for the 

corresponding phase was done by using the Scherrer 

formula: 

L (average in Å) = K λ / (FWHM*cosθ) 

where L refers to crystallite size, K is the Scherrer 

constant, λ is the wavelength of the radiation, θ is the 

diffraction angle of the peak, and FWHM is the full width 

at half maximum of (110) peak. Scanning electron 

microscopy (SEM) was used to analyze the morphology 

of the BaTiO3 structure. SEM images were taken by a 

Zeiss Gemini 500 microscope. The average particle 

diameters were measured from each SEM image. 

Energy-dispersive X-ray spectroscope (EDX) was used 

to ascertain the chemical composition of the material. 

 

2.1. Preparation of BaTiO3 nanoparticles 

 

The BaTiO3 nanoparticles were prepared by the Pechini 

technique. The flow chart of the method is given in 

Figure 1. The metal-citrate solutions were prepared using 

barium acetate, titanium(IV) (triethanolaminato) 

isopropoxide, citric acid and ethylene glycol. 

Considering the molar amounts of starting precursors, 

molar ratio can be expressed as Ba(CH3COO)2: organic 

titanate: citric acid: ethylene glycol = 1: 1: 4.5: 20. 

The preparation steps are given below. 

 

Preparation of Barium Citrate Solution 

2.02 g (7.90 mmol) of barium acetate was dissolved in 

~2.7 mL ethylene glycol, and 1.51 g citric acid was then 

added to this solution. 

 

Preparation of Titanium Citrate Solution 

Titanium citrate solution was prepared by mixing 2.5 g 

(7.90 mmol) titanium (triethanolaminato)isopropoxide 

(80% wt. in isopropanol) and 5.31 g citric acid in 6.2 mL 

ethylene glycol.  

 

 
 

Figure 1. Flow chart of the synthesis of BaTiO3 using the 

Pechini method. 

 

Finally, two solutions (barium citrate and titanium 

citrate) were mixed, and a clear yellow solution was 

achieved. After stirring at 125°C for 2 hours, the yellow 

gel was obtained. The polymeric gel was heated in a 

vacuum oven at 135°C for 24 hours to obtain a dry 

powder. The dried powder was heated up in two steps: 
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firstly, at 400°C for 4 hours, then treated at 800ºC for 4 

hours with a heating rate of 10ºC/min and then slowly 

cooled at room temperature.  

 

The minor amount of BaCO3 was typically observed, 

which result in regards to the open-air system. Powder 

samples were washed with acetic to remove the undesired 

BaCO3 phase. 

 

3. Results and Discussion 

3.1. X-ray diffraction and Rietveld Refinement 

 

The XRD pattern of the heat-treated at 800°C BaTiO3 

powder synthesized via the Pechini method is presented 

in Figure 2. The XRD and Rietveld refinement results 

obtained from in this study positively confirmed the 

BaTiO3 phase maintains a cubic crystal system. The 

refinements of the crystal structure were performed by 

the Rietveld method. Rietveld refinement results of XRD 

profiles are given in Figure 3. All the peaks are indexed 

(identified using JCPDS:79-2263) for cubic phase 

formation, and lattice powders indicate the formation of 

the cubic phase, which belongs to space group Pm-3m 

(#221). The lattice parameters obtained from Rietveld 

refinement were a=4.0047Å, V=64.22 Å3, and the 

calculated density is found 6.03 g/cm³. The parameters of 

refinement are RF= 2.89 and χ2= 3.56. The reliability 

factors and refined structural parameters of BaTiO3 are 

summarized in Table 1. In table 1, R factors present a 

good agreement between refined and experimental XRD 

profile for barium titanate. The average crystallite sizes, 

as estimated by Scherrer formula was 51.9 nm for 

calcined temperature 800ºC using (110) major diffraction 

peak.  

 

Table 1. Structure refinement parameters and crystal 

data for BaTiO3. 

 

Formula  BaTiO3 

Formula weight 233.13 g/mol 

Temperature (K) 298 

λ (Å) 1.54060 

Crystal system cubic 

space group Pm-3m (#221) 

Unit cell dimensions  a=4.0047Å,  

V (Å3) 64.22  

Calc. Density (g/cm3) 6.03 

2θ range  10.0078-79.9922 

(step)(°) 0.0131 

χ2  3.56 

RF ,RBragg(%) 2.89, 4.48 

Rp, Rwp, Rexp (%) 13.3, 11.4, 6.02 

 
Figure 2. XRD pattern of BaTiO3 nanopowders calcined for 4 hours at 800 ºC. 
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Figure 3. Rietveld refinement of BaTiO3 calcined at 800 ºC for 4 hours. Experimental (1) and calculated (2) 

diffraction patterns of BaTiO3 after Rietveld refinement. Difference (3),  Bragg Positions (4).

The crystal structure of BaTiO3 is shown in Figure 4. 

Ba2+ traditionally builds a cuboid box, and TiO6 

octahedron falls within the box. Ti4+ is ideally placed 

around the center of the oxygen octahedron. It can be 

recognized that Barium atom has 12-fold coordination 

for Ti atom is 6. The crystal structure was pictured by the 

VESTA program [16]. 

 

 
 

Figure 4. Schematic illustration of the refined crystal 

structure of the Barium titanate. Ba: yellow, Ti: blue, O: 

red colored. 

3.2. Thermal Analysis 

 

The thermal analysis of the BaTiO3 synthesized through 

the Pechini method was carried out using DTG, DTA, 

and TGA up to 1200 °C at a heating rate of 10°C/min. 

Figure 5. indicated the TGA, DTA, and DTG plots of the 

as-prepared powders of BaTiO3. The thermal analysis of 

Barium titanate shows two degradations. The first weight 

loss for a temperature range between 25°C and 200°C in 

the TGA curve is 5% and which corresponds to the 

adsorbed moisture and volatiles present in the sample. 

This weight loss indicated a maximum at 160°C in the 

DTG curve. The second weight loss between 200-600°C 

is due to dehydration and destruction of organic 

molecules, which are also observed at the FT-IR 

spectrum of dried powder at 135°C. Finally, between 630 

and 850°C, the powder weight remains almost stable, 

with a total reduction of 1% may be due to the evolution 

of CO2 and CO. After the calcination process at 800°C, 

25% of powder was obtained, as seen in the TGA profile.  
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      (a) 

 
(b) 

 

Figure 5. TGA, DTG (a) and DTA (b) plots of as-prepared BaTiO3 powder.

  

3.3. FT-IR Analysis 

 

In order to understand the thermal decomposition of the 

organic components in the reaction medium, FT-IR 

analysis was achieved. The spectrum of the gel powder 

(at 135°C) shows bands at 3319, 2958, 1739, 1591, 1181, 

1076, 647, and 543 cm-1. The absorption bands at 3319, 

2958 cm-1 are assigned to O-H and C-H stretching 

vibrations, respectively, as well as confirm absorbed 

moisture and presence of –CH2 and –CH3 organic groups. 

Two peaks at 1739 and 1591 cm-1 indicate the existence 

of acetate groups also supports the symmetric and 

asymmetric stretching vibrations of carboxylate [17]. 

When the temperature reaches 400°C, a significant 

change is observed in the IR spectrum. The bands of 

organic groups have disappeared. Two new peaks in 

1441 and 858 cm-1 indicate the presence of BaCO3. After 

calcination at 800°C, these peaks are disappeared. The 

new bands below 800 cm-1 indicate the formation of the 

BaTiO3 structure. The FTIR spectrum of BaTiO3 has 

characteristic absorption peaks between 800–400 cm-1, 

related to used to identify the phase formation [18]. A 

new broad absorption peak at 576 cm-1 is due to the 

stretching vibration of Ti-O. These FT-IR analysis results 

confirm the formation of the BaTiO3 structure.  
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Figure 6. FT-IR spectra of BaTiO3 samples at different temperatures.

 

 

3.4. SEM and EDX Analysis 

 

The surface morphology of the calcined sample of 

BaTiO3 was investigated by scanning electron 

microscopy, which is presented in Figure 7. Figure 7(a1) 

shows particles and their agglomerates. The powders 

have been agglomerated because of various operations 

during the heat treatment of the gel precursor. There are 

small and spherical particles coalesced in each cluster. As 

shown in Figure (a2 and a3), round-shaped grains were 

observed with an approximate diameter of 40-90 nm. 

EDX analysis of particles calcined at 800°C is given in 

Figure 8 and confirmed the accuracy of elemental 

composition. The particles are composed of Ba, Ti, and 

O elements.  

 

 
(a1) 

 
(a2) 

 
(a3) 

 

Figure 7. SEM images of BaTiO3 samples synthesized at 800⁰C by Pechini process (a1) 50.000 zoom, (a2) 95.000 

zoom, (a3) 200.000 zoom. Detected grain sizes from selected points (a2: 75.99, 77.77, 99.12, 83.47 nm; a3: 47.14, 

47.83, 48.55, 58.80, 75.83, 80.71 nm). 
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Figure 8. EDX analysis of particles calcined at 800⁰C. 

 

Table 1. Experimental conditions for BaTiO3 by Pechini and Sol-precipitation method. 

 

*organic titanate: titanium(IV)(triethanolaminato)isopropoxide

3.5. Comparison of results with literature data 

 

The synthesis processes of BaTiO3 are summarized in 

Table I (also include the corresponding literature for 

comparison). In the present study, BaTiO3 was 

synthesized from Ba(CH3COO)2 and organic titanate 

precursor with 40-90 nm grain size. When compared with 

the reactions performed with the Pechini method using 

Barium acetate, it is seen that the obtained barium titanate 

is in the cubic phase and has similar morphological 

properties. In these methods, an expensive and easily 

hydrolyzable titanium precursor is used. The Pechini 

method is more advantageous than the conditions 

realized using organic titanate with the sol-precipitation 

[4] method. The smaller grain size was obtained by 

stirring at high speed, precipitated with the centrifuge, 

and sintering for 12 hours. The industrial application of 

the method is not beneficial. In the present study, the 

synthesis process was demonstrated favorable properties, 

such as lack of a minor second phase, using economically 

inexpensive non-air sensitive precursors, simply 

applicability in the industry. 

 

4. Conclusion 

 

In this paper, nanoscale barium titanate powders have 

been synthesized from gel precursors by the Pechini 

process. In the process, it is advantageous to use titanium 

(triethanolaminato)isopropoxide, which is not sensitive 

to air and cheap as a starting material. The XRD results 

of the BaTiO3 sample indicated that the material is in 

pure phase with a cubic structure. TGA-DTG and FT-IR 

analyses confirm that the nanopowders were obtained at 

a calcination temperature of 800°C. The average 

crystallite size was 51.8 nm, as determined by XRD. 

SEM analyses were showed that the grains were 

agglomerated, and the grain size determined between 40-

90 nm.  
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Method Precursors Conditions Phase Morphologies 

(Grain size) 
Reference 

Pechini Ba(CH3COO)2 

organic titanate 

4h, 800°C Cubic 40-90 nm In the present 

study 

Pechini Ba(CH3COO)2  

Ti-isopropoxide 

5h, 600°C Cubic 44±15 nm [5] 

Pechini Ba(CH3COO)2 

Ti-isopropoxide 

3 h, 700⁰C Pseudo-cubic 40-80 nm [19] 

Pechini Ba(CH3COO)2  

Tetra butyl titanate 

6h, 720°C Cubic 20-130 nm [20] 

Sol-

precipitation 

Ba(OH)2 

organic titanate 

12h, 400°C Cubic 23-31 nm [4] 
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Abstract 

 

Aim of this work was to investigate effects of toxic levels of Cu, Zn and Fe treatments on small ubiquitin-

like modifier (SUMO) machinery of Arabidopsis thaliana. SUMO is a 100-115 amino acid post-

translational modifier that can regulate stability, activity or sub-cellular localization of target proteins. A. 

thaliana plants were treated with 50 µM Cu, 700 µM Zn and 400 µM Fe for 7 d and then expressions of 

genes related to SUMOylation and deSUMOylation of target proteins were measured with qRT-PCR. 

Only Cu treatment was able to induce genes related to SUMOylation (SUM3, SAE2, SIZ1) of target 

proteins, while all of the three metals used in this study was effective in inducing a deSUMOylation 

related gene. Results of this study indicate that deSUMOylation of proteins might be a part of plant 

response to metal toxicity.  

 

Keywords: Arabidopsis thaliana, deSUMOylation, metal toxicity, small ubiquitin-like modifier 

(SUMO), SUMOylation 

 

1. Introduction 

 

As sessile organisms, plants should rapidly respond to 

changes in environmental conditions to survive. These 

responses can be at different levels such as 

transcriptional, post-transcriptional, translational or 

post-translational [1]. Among these, post-translational 

modifications are rapid since there is no need for 

transcription of a gene and synthesis of a new protein 

and are involved in stress perception, signaling and 

acclimation [2]. Post-translational modifications are 

defined as addition or removal of small molecules to 

target proteins [3]. In eukaryotic cells activity, stability 

or sub-cellular localization of proteins can be controlled 

via modifications such as phosphorylation, acetylation, 

methylation, glycosylation, disulfide bond formation or 

ubiquitination [4]. Another lesser known post-

translation modification that is involved in regulation of 

cellular functions is small ubiquitin-like modifier 

(SUMO) [5]. SUMO is a polypeptide that contains 100-

115 amino acids and is encoded by four genes in model 

plant Arabidopsis thaliana (SUM1, 2, 3 and 5) [6]. 

During SUMOylation SUMO covalently binds to a 

lysine residue of a protein and this is reversible. In A. 

thaliana SUMOylation occurs with involvement of E1, 

E2 and E3 enzymes, which are SUMO activation, 

conjugation and ligation enzymes, respectively [7].  

 

SUMO is activated by E1 SUMO activation enzyme, 

which is comprised of two small (SAE1a and SAE1b) 

and one large sub-unit (SAE2) [8]. Following 

activation, SUMO polypeptide is transferred to E3 

ligases by the E2 SUMO conjugation enzyme (SCE1). 

E3 ligases that transfer SUMO to target proteins are 

encoded by HIGHPLOIDY2 (HPY2) and SAP & MIZ1 

(SIZ1) in Arabidopsis [9]. On the other hand, removal of 

SUMO modification from target proteins is done by 

deSUMOylation enzymes such as OVERLY TOLERANT 

TO SALT 1 (OTS1), OTS2, EARLY IN SHORT DAYS 4 

(ESD4), ESD4 like SUMO PROTEASE (ELS1), ULP1b, 

ULP2a and ULP2b [10]. 

 

SUMOylation and deSUMOylation can affect protein 

activity and cell metabolism in two different ways. The 

first of these is the regulation of protein-protein 

interactions and therefore signaling pathways and 

circuits in the cell. The second effect of SUMOylation 

on protein activity is that it protects proteins against 

ubiquitin-mediated protein breakdown [11]. Since 

ubiquitin and SUMO bind to the same lysine residues 

on target proteins, binding of SUMO to a protein 

prevents ubiquitin from binding to the protein of 

interest. It is well documented that ubiquitination of a 

protein creates a signal for the degradation of that 

protein by 26S proteasome [12]. The accumulation of 

file:///D:/A.FBE/Dergi/Mizampaj/13%20Barış%20Uzilday/baris.uzilday@ege.edu.tr
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SUMOylated proteins in response to environmental 

stresses such as heat shock, cold, drought, salinity is 

vital for the plant. With the increase in amount of 

SUMOylated proteins, the levels of the free SUMO 

levels decrease. Following this with the relief of stress 

amount of free SUMO levels increases rapidly [13]. 

Moreover, mutants missing the SIZ1 allele were 

susceptible to abiotic stresses. For example, 

SUMOylation of ICE1 mediated by SIZ1 in Arabidopsis 

controls CBF3/DREB1A expression and affects 

freezing tolerance [14]. 

 

Metals such as Cu, Zn, Mn, Fe, Ni, and Co are essential 

for plant growth and development; however, 

accumulation of excess levels of these metal ions in 

plant cells can cause various detrimental toxic effects 

[15]. For example, direct or indirect production of 

reactive oxygen species and oxidative stress is a 

common effect caused by most of the metals, especially 

that of redox active metals such as Fe and Cu. On the 

other hand, some metals such as As, Cd, Cr, Pb, Hg 

might affect protein function by replacing other metals 

in active site of the proteins or by interfering with 

function of functional groups [16]. Metal toxicity is a 

wide-spread phenomenon observed in arable lands that 

can be caused by natural or anthropogenic activities 

such as mining, excessive use of fertilizers and 

irrigation with groundwater [17]. Therefore, it is vital to 

understand plant response to metal toxicity for 

sustainable plant productivity in metal contaminated 

soils. There are numerous studies that investigate 

uptake, translocation, sequestration of metals in plants 

and plant response to heavy metals at biochemical and 

molecular level such as antioxidant response, regulation 

of metalloenzymes and accumulation of phytochelatins 

[18, 19]. However, transcriptional response of SUMO 

metabolism to essential metals such as Cu, Zn and Fe 

has not been elucidated before. 

 

Therefore, aim of this work was to elucidate how metal 

toxicity affects SUMO machinery of A. thaliana at 

transcriptional level. For this A. thaliana plants were 

treated with toxic concentrations of Cu, Zn and Fe and 

expressions of genes related to SUMOylation and 

deSUMOylation were measured with qRT-PCR. 

 

2. Materials and Methods 

2.1. Materials 

 

Arabidopsis thaliana Col-0 ecotype was used in this 

work as plant material. 

 

2.2. Methods  

2.2.1. Growth Conditions and Treatments 

 

Sterilized seeds were sown on ½ Murashige-Skoog 

(MS) medium with Gambrog’s vitamins [20] and 1% 

sucrose in petri dishes and then were grown in a growth 

chamber in 22/20 °C, 12/12 dark/light and 60% relative 

humidity conditions. After 2 days of germination 

period, 5 days old seedlings were treated with 50 µM 

Cu, 700 µM Zn and 400 µM Fe for 7 days. Metal 

concentrations were selected according to previous 

studies [21-23]. At the end of experiments whole 

seedlings were harvested, then flash frozen in liquid 

nitrogen and were stored at -80 °C until further analysis. 

 

2.2.2. Quantitative Real-Time PCR Analysis 

 

Measurement of gene expressions was done according 

to Ozgur et al. [24]. 0.1 g fresh samples were used for 

RNA isolation which was determined with NucleoSpin 

RNA Plant Kit (Macherey-Nagel) according to 

directions. DNAse I was used for DNA digestion to 

prevent any genomic DNA contamination. High-

Capacity cDNA Reverse Transcription Kit (Applied 

Biosystems) was used to perform reverse transcription 

(1μg of RNA). SYBR green Master mix (Applied 

Biosystems) were used to perform qRT-PCR. PCR 

amplification protocol was as follows, 95 °C for 5 

minutes, 95 °C (15 s), 60 °C (15 s) and at 72 °C (30 s) 

for 40 cycles. StepOne Plus software was used to 

analyze the resulting data.  Control group was 

designated as the reference and the value of the control 

groups was set to 1 when calculating the expression 

levels of the genes. ACTIN8 gene was used as house-

keeping gene and expressions of other genes were 

normalized according to it. Primers used in this study 

can be found in Table 1. 

 

Table 1. List of qRT-PCR primers used in the study. 

S
U

M
O

 

SUM1 F GACCGGCAATCTGTGGACAT 

R CCATGTCAAGCTCATCGGGA 

SUM2 F AGGGACAGGCATTTTTCGTTG 

R TCCACAGACTGACGGTCACA 

SUM3 F CAAGAGCCAGGATGGAGACG 

R TCTCCAGGCCACCTATACGA 

SUM5 F TGGTGAGTTCCACAGACACAA 

R ATCCTCTGCTCCCTGTTGGT 

E
1
 

SAE1a F TCCTCGGAGAACAGCAAAGC 

R TCTGGCAAGATCGAGTAGCG 

SAE1b F CACAAAGAAAAAGCTTGATGAAACA 

R TCCACGGTACTGAAACTGCC 

SAE2 F ACGGAAGCATTCTCACAGTCG 

R GAGTTTAGGGAAAGTCGATGGT 

E
2
 SCE1 F GATGGAGACCAGCCATCACC 

R AACCATCTGTCTGTGCAGGG 

E
3
 

HPY2 F TGTCTCCGATAACAGTTCCACG 

R TCAAGGTCCTTAACCTTGTCCG 

SIZ1   F TTTTGGGTTACAGTGGCACA 

R ACACTCTGCATTGTGCTTGC 

d
e
S

U
M

O
y

la
ti

o
n

 ELS1 F TTGGAGACAAGATGAAGAACCA 

R TTGAGATGGTAGCCCAACCT 

OTS1 F TGCGAGCGAGTACAGCCTCA 

R AATCTTGGCAGCGACCGCCA 

OTS2 F GGGAAAGCTGAGCACAGTGCA 

R TCCCAAGACCACTCCCTAGGAGT 

 ACT8 F TCAGCACTTTCCAGCAGATG 

R ATGCCTGGACCTGCTTCAT 
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2.2.6. Statistical Analysis 

 

Experiments were repeated twice with 3 replicates (n = 

6). The results were expressed as mean and error bars 

were used to indicate the standard error of the mean. (± 

SEM). Treatment groups were compared to controls 

using students-t test. Significant differences (p < 0.05) 

were marked with an asterisk (*). 

 

3. Results and Discussion 

3.1. The Expressions of SUMO Encoding SUM1, 

SUM2, SUM3 and SUM5 Genes 

 

Cu, Zn and Fe treatments did not have statistically 

significant effects on the expressions of SUM1, SUM2 

and SUM5 genes (Figure 1). However, the expression of 

SUM3 changed with Cu treatment. Cu toxicity enhanced 

the expression of SUM3 gene by 3.2 folds as compared 

to controls. SUMO3 is responsible for mono-

SUMOylation of proteins while SUMO1 and 2 can form 

poly-SUMO chains on proteins. These results indicate 

that mono-SUMOylation might be required for plant 

response to Cu as it was shown in drought stress 

previously [25]. Although there is no information in 

literature related to transcriptional response of different 

SUM genes to metal stress, it has been demonstrated 

that oxidative stress and heat shock can induce 

accumulation of SUMO conjugates in Arabidopsis [26].  

 

Figure 1. qRT-PCR analysis of SUM1, SUM2, SUM3 

and SUM5 genes under Cu,Zn and Fe toxicity. 

 

3.2. The Expressions of Genes Encoding SUMO E1 

Activating Enzymes (SAE1 and SAE2) and SUMO 

E2 Conjugating Enzyme (SCE1)  

 

The expressions of SAE1A and SAE1B did not change 

under toxic levels of Cu, Zn and Fe treatments (Figure 

2). However, Cu treatment enhanced SAE2 expressions 

2.3 folds as compared to controls while Zn treatment 

decreased it by 2 folds as compared to controls. On the 

other hand, metal treatments did not have any effect on 

the expression of SCE1 expression. Previous studies 

demonstrated that SCE1 expression was induced with 

high temperature stress in rice [27]. Moreover, SCE1 

was also induced in tomato species that is tolerant to 

bacterial pathogens [28]. E1 complex is comprised of 

SAE1A, SAE1B and SAE2, but results of this study 

indicates that SAE1 subunits does not respond to metal 

toxicity, while SAE2 can be induced by Cu toxicity. 

How this changes stoichiometry and activity of this 

protein deserves further scrutiny. 

 

Figure 2. qRT-PCR analysis of SAE1A, SAE1B, SAE2 

and SCE1 genes under Cu,Zn and Fe toxicity. 

 

3.3. The Expressions of SUMO E3 Ligase Encoding 

Genes HPY2 and SIZ1 

 

The expression of HPY2 gene decreased by 2 folds as 

compared to control under Cu toxicity, while Zn and Fe 

treatments did not change the expressions of HPY2 

(Figure 3). Moreover, Cu toxicity increased the 

expression of SIZ1 by 2.3 folds as compared to controls, 

whereas Zn and Fe treatments did not have any effects 

on the SIZ1 expressions. SIZ1 and HPY2 are thought to 

have different roles in plant stress response since heat-

stress induced SUMOylated protein patterns in siz1 and 

hpy2 mutant plants are different [29]. It has been 

demonstrated that siz1 mutation causes Cu stress 

sensitivity [30]. Chen et al. [30] demonstrated that 

SUMOylation controls mRNA levels of YSL1 and 

YSL3 (Yellow Stripe-Like1 and Yellow Stripe-Like3), 

which encode Cu transporters, either through regulation 

of transcription or affecting mRNA stability under 

excess Cu conditions. Moreover, they showed that that 

SIZ1 activity is required for maintenance of basal 

transcription levels of YSL1 and YSL3 under non-stress 

conditions Another role of SIZ1 is related to low 
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temperatures, where SIZ1 mediated SUMOylation of 

ICE1 is required for freezing stress tolerance in 

Arabidopsis thaliana [14]. Moreover, overexpression of 

SIZ1 leads to increased tolerance to cold and salt 

stresses and attenuates response to abscisic acid in 

Arabidopsis thaliana [13]. Results of current study 

supports the idea that HPY2 and SIZ1 have different 

functions in plants, which is evident from induced 

expression of SIZ1 under Cu toxicity, while HPY2 did 

not change.  

 

 

Figure 3. qRT-PCR analysis of HPY2 and SIZ1 genes 

under Cu, Zn and Fe toxicity. 

 

3.4. The Expressions of Genes Encoding 

DeSUMOylation Enzymes ELS1, OTS1 and 

OTS2 

 

Cu and Zn treatments enhanced the expressions of ELS1 

by 3.7 and 8 folds respectively as compared to controls 

while Fe toxicity showed no significant effect on the 

expression of ELS1 (Figure 4). The expression of OTS1 

under Cu and Fe treatments also showed no differences, 

but Zn treatment enhanced the expression of OTS1 by 2 

folds as compared to control.  

 

Figure 4. qRT-PCR analysis of ELS1, OTS1 and OTS2 

genes under Cu, Zn and Fe toxicity.  

The expression of OTS2 was enhanced with all three 

metal treatments. Cu treatments enhanced it by 5 folds, 

while Zn treatments induced it 3 folds as compared to 

control. Moreover, Fe toxicity also enhanced the 

expression of OTS2 by 2 folds as compared to controls. 

deSUMOylation enzymes are vital to control 

accumulation of SUMO substrate and can provide 

specificity since they are encoded by a higher number of 

genes [11]. Moreover, deSUMOylation enzymes are 

important components of plant stress tolerance. For 

example, ots1 ots2 double mutant is sensitive to salt 

stress and accumulates higher levels of SUMO1/2 

conjugated proteins [10]. On the other hand, over-

expression of OTS1 can confer plants tolerant to salt 

stress by reducing SUMO1/2 conjugates [10]. Results 

obtained in this study are consistent with the literature 

since all of the three deSUMOylation genes investigated 

are induced with metal treatments, indicating that 

protein deSUMOylation might be more critical than 

SUMOylation during metal toxicity.  

 

4. Conclusion 

 

Overall, this study demonstrates that among the metals 

tested only Cu induces genes related to SUMO 

polypeptides or SUMOylation enzymes (SUM3, SAE2, 

SIZ1) and Zn and Fe toxicity does not have such effect. 

On the other hand, all three metals, Cu, Zn and Fe, 

induced expressions of deSUMOylation related genes, 

especially that of ELS1, indicating that deSUMOylation 

of proteins might be a part of plant response to metal 

toxicity. Since ELS1 can also play a role in maturation 

of SUMO peptides [11] further roles of ELS1 in metal 

toxicity tolerance should be evaluated by investigating 

SUMO conjugate levels in wild-type and ELS1 mutants 

under metal toxicity.  
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Abstract 

Electricity distribution networks are critical to the delivery of energy and the continuity of the economy. The healthy 

and efficient operation of these networks depends on the prediction of failures, their early detection and the rapid 

recovery of the resulting failures. The causes of failure are internal and external factors. Many studies in different 

sectors that use different techniques for failure prediction in the literature. The use of artificial intelligence 

techniques, which are becoming increasingly important today, in failure estimates; in terms of estimation success 

and effectiveness, it brings many privileges compared to other techniques. In this study, a status prediction model 

has been developed by using artificial neural network (ANN) technique for power outages and healthy working 

conditions of the electricity distribution network installed in Salihli district of Manisa province. In previous studies, 

using artificial intelligence techniques in the energy sector generally focused on one component of network, lifetime, 

energy demand estimation, battery life and goods failures. The effect of meteorological factors has not been studied 

on the distribution network situation using artificial intelligence techniques. In this study we use hourly power 

outages and hourly meteorological factors that cause failures or healthy conditions. It is aimed to effective risk 

management and make anticipation of power outage occurring in electricity transmission network, to make 

preventive maintenance for failures, to make suggestions for early intervention and shortening downtime and 

maintenance. 

 

Keywords: Production and Service Systems, Operations Management, Artificial Intelligence, Electric Power 

Distribution Network, Fault Diagnosis, Risk Management, Reliability 
 

 

1. Introduction 

 

Artificial intelligence (AI) can be defined as the whole 

of multidisciplinary theories, techniques, concepts and 

technologies applied to develop machines that can 

simulate intelligence. AI is a science that has been 

researched and developed in many fields such as 

machine learning (ML), image processing, natural 

language processing and robotics etc. The success of  

 

 

machine learning algorithms is shaped by the 

experience preferences of the model developer. For this 

reason, AI's success in industrial applications depends 

on the developer's capabilities. AI is a discipline that 

focuses on developing, validating, and implementing 

learning algorithms for industrial applications. AI will 

be integrated with cyber physical systems, Internet of 

Industrial Things (IIoT), big data and cloud computing 

in the process of expanding Industry 4.0 integration.  

file:///D:/A.FBE/Dergi/Mizampaj/5%20Mahmut%20SAYAR/mahmutsayar@hotmail.com
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As a result, industry processes will acquire flexible, 

efficient and sustainable capabilities [1]. Artificial 

neural networks (ANN) is one of the artificial 

intelligence techniques. It can be defined as one of the 

important modeling tools used for modeling complex 

problems in many disciplines, which are easier to use 

recently in line with the developments in hardware and 

software. ANNs are composed of interconnected 

adaptable processing elements that can perform parallel 

calculations [2]. The ANN technique uses what is 

known about the functionality of biological organisms 

to solve complex problems. The advantages of ANN 

models are due to the characteristics of biological 

systems such as nonlinearity, high parallelism, error 

tolerance, learning and fuzzy computing privileges [3].  

 

In previous studies, using artificial intelligence 

techniques in the energy sector generally focused on 

issues such as energy demand estimation, battery life, 

battery charging time, wind power plants, lifetime and 

electronic goods failures. Studies on failures in power 

distribution network are generally on one component of 

the network. The effect of meteorological factors has 

not been studied on the distribution network situation 

using artificial intelligence techniques. Factors causing 

failure in electricity distribution networks are separated 

into two groups, internal and external factors. Internal 

factors include transmission cable length, transformer 

properties, equipment, brands, etc. external factors 

include meteorological factors. In this study, it is aimed 

to create a real-time failure and healthy conditions 

prediction system of the electric power distribution 

network in dynamic environment conditions, to increase 

the security level of the system and to reduce system 

failure probabilities using ANN. By using historical, 

real time and predictive meteorology data and 

healthy/faulty status data; system faults and healthy 

conditions have been estimated in Salihli district. 

 

2. Artificial Neural Network (ANN) 

 

Artificial neural networks have been developed based 

on the working principle of the brain's nerve structure. 

As it is known, the learning event of the brain takes 

place through experiments. It consists of three main 

sections: input layer, hidden layer and output layer. The 

first entries of the input data into the neural network are 

done through the input layer. The values in this layer 

are moved to the neural network and neurons transmit 

information to the other layer as value. The hidden layer 

is located between the input and output layers. In this 

layer, the depth and number of neurons are done by 

experimental studies. The output values of the network 

are created in the output layer [4]. 

 

 
Fig. 1. General Structure of an Artificial Neural 

Network [5]. 

 

ANN is defined as a model consisting of one or more 

layers formed by neurons and calculating based on the 

working principle of the human brain. With the 

selection of the calculation type, it is decided that the 

ANN model will have feedforward or back propagation 

architecture. In the ANN learning process, weights of 

neural network connections are adjusted according to 

learning rules. Neural networks can be designed 

according to supervised learning, unsupervised learning 

and reinforcement learning method. While deciding 

which of these learning methods to use, it is taken into 

consideration the problem studied. Activation functions 

such as hyperbolic tangent, sigmoid, radial basic 

function and Rectified Linear Unit are commonly used 

in ANN [6]. The multi-layer perceptron (MLP) consists 

of the input layer, one-multiple hidden layers and 

output layers. Each neuron in one layer is connected 

with every node in the next layer. MLP uses back 

propagation method in supervised learning situations 

[7]. 

  

Fig. 2. Major Components of an Artificial Neuron [8]. 
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ANN, developed by inspiring the brain's nerve 

structure. The brain performs the basic learning event 

with the data obtained from the experiences. This bio-

inspired method will have an important place in the 

computer and computing industry. ANN is different 

from traditional computing and it does not use 

traditional programming methods. In solving the 

problems, it generally generates parallel networks and 

focuses on the training of these networks. ANN 

includes processes such as behaving, reacting, self-

organizing, learning, generalizing, and forgetting [8]. 

 

 
Fig. 3. A Basic Artificial Neuron [8]. 

 

In Fig. 3, x(n) shows the various inputs to the network. 

Each of these input values is multiplied by the link 

weights indicated mathematically with w(n). The results 

of the products are summed or subjected to other 

mathematical calculations. Output is produced after 

processing with a transfer function to produce results 

[8]. 

 

When calculating the output of the hidden layer, the ω𝑖𝑗   

connection weight and the bias 𝑏𝑖 between the hidden 

layer and the previous layer are used: 

 

𝐻𝑗 = 𝑓 (∑ ω𝑖𝑗𝑥𝑖 + 𝑏𝑖

𝑛

𝑖̇=1

) , 𝑗 = 1,2, … . 𝑙    

 

In the formula, 𝑙 represents the number of hidden layer 

neurons and 𝑓 represents the activation function of the 

hidden layer. The final output of the ANN is calculated 

as follows: 

𝑂𝑘 = 𝑓 (∑ ω𝑖𝑗𝐻𝐽 + 𝑏𝑗

𝑛

𝑗̇=1

) , 𝑘 = 1,2, … . 𝑚 

 

Where 𝑚 represents the number of neurons in the 

output layer, ω𝑖𝑗  is connection weight and 𝑏𝑗 is bias 

between the output layer and hidden layer. 

 

The Mean Relative Error Rate (MRER) is determined 

as the error function of the SOH estimation model. 

Mean Absolute Error (MAE) was used as an error 

function in the training process of the RUL estimation 

model. The formulas of MRER and MAE are as 

follows: 

 

𝑀𝑅𝐸𝑅 = 1/𝑚 ∑|(𝑌𝑘 − 𝑂𝑘)/𝑌𝑘|

𝑚

𝑘̇=1

, 𝑘 = 1,2, … . 𝑚   

 

𝑀𝐴𝐸 = 1/𝑚 ∑|(𝑌𝑘 − 𝑂𝑘)|

𝑚

𝑘̇=1

, 𝑘 = 1,2, … . 𝑚     

 

In the formula, 𝑚 indicates the number of observations. 

𝑌𝑘 represents the actual value and 𝑂𝑘 represents the 

estimated value of ANN. The formula of the back 

propagation algorithm used for trainining process as 

follows: 

   

Δω𝑗𝑘 = −𝛾
𝜕𝑒𝑘

𝜕ω𝑗𝑘

, 𝑗 = 1,2, … . 𝑙;  𝑘 = 1,2, … . 𝑚     

 

γ indicates the connection weight that takes values in 

the range of 0-1. It shows the degree of adjustment of 

the connection weight and bias [9]. 

 

ANN is used as alternatives to traditional statistical 

modeling techniques in different disciplines. Gardner 

and Dorling provides a general discussion for the final 

applications of the multilayered perceptron in 

atmospheric sciences, which is a kind of ANN [10]. 

Neural networks are used for solving problems related 

to many areas such as forecasting, optimization, 

clustering, pattern classification, function 

approximation, control etc [3], [5]. 
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Fig. 4. A Classification of Neural Network Architectures [10].

Learning process and testing process in ANNs are two 

important steps. After training process in ANN, the 

success of training process is tested through test data. 

The success of learning is determined by comparing the 

predicted values of the training model with the data 

realized. The working scheme of the ANN is presented 

in Fig. 5.                                         .

 
 

Fig. 5. Artificial neural network scheme used for predictive failure [11]. 

 

2.1. The Multilayer Perceptron Application 

 

Models consisting of interconnected neurons that show 

a nonlinear network between the input and output 

vectors are defined as multilayer perceptron (MLP). 

Neurons are connected by definite weights and output 

values produced. Signals and weights are a function of 

the sum of the inputs to the neuron replaced by the 

activation function. It is formed by combining many 

nonlinear transfer functions that enable the multilayer 

perceptron to converge to nonlinear functions. 

 

Since the logistic function can be easily derived, it is 

widely used in transfer functions. The output of a 

neuron is determined by the connection weight and this 

output is transmitted to the neuron of the next layer. 

With this structure, a multilayered sensor is known as 

feed forward neural network. The structure of a 

multilayer perceptron varies depending on the situation. 

When the input layer of neural networks (NN) is 

examined, no calculation is made in this layer. The task 

of this layer is to ensure that the input vector is 

transferred to the neural network. A multilayered 

perceptron consists of one or more hidden layer. It has 

only one output layer. MLP are defined as fully 

connected to each neurons, depending on each node in 

the previous and next layer [10]. Each layer except the 

input layer takes the necessary actions using the output 

from the previous layer and transfers the results to the 

next layer [12]. 

 

Multilayered perceptron gain the ability to learn using 

training data set consisting of input and relevant 

outputs. During the training process, the appropriate 

amount of training data is given to the multilayer 

perceptron and the weights in the network are adjusted 
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until the desired input-output level is achieved. MLP 

are trained by supervised learning method. During 

training process, the output of the MLP for a given 

input may differ from the desired output. This error is 

defined as the difference between the actual and 

expected value. General error is reduced by using the 

value of the error signal to determine the values of 

connection weights in the network during training. The 

training of a MLP is done through trials where certain 

connection weights are re-determined to resolve the 

network modeling relationship. Many algorithms that 

can be used to train a multi-layered perception. The 

backpropagation algorithm uses this method to find the 

general min value of the error surface [10]. 

 

 
Fig. 6. Structure diagram of a three-layer back propagated neural network (BPNN) [13]. 

 

The back propagation algorithm used by Rumelhalt et al 

is the most suitable method for the training of the MLP. 

Connection weights in neural network are initially 

determined as small random values. After the initial 

calculations, the backpropagation method find out the 

local gradient of the error surface. It updates the 

weights in the steepest local gradient direction. It is 

hoped that the weights will approach the global 

minimum of the error surface. Training must be 

finished when the multi-layer perceptron's performance 

on independent test data is maximized and network 

error is minimized [10]. 

 

 
 

Fig. 7. The back propagation algorithm [10].

 

2.2. Teaching an Artificial Neural Network 

Training an ANN is similar to the learning method of 

the brain. The brain learns through experiences and 

experiments. In ANNs, there are three learning rules 

under reinforcement learning (RL), supervised learning 

(SL) and unsupervised (USL) learning. 

In the SL method, the real output of a NN is compared 

with the desired output. The randomly assigned 

connection weights are then set by the network. In this 

way, the next iteration generates a closer match 

between actual and desired output. While the learning 

method is running, it tries to minimize valid errors of all 

processing items. This global error reduction is 

1-Initialize network 
weights

2-Present first input 
vector from training 
data to the network

3-Propagate the input 
vector through the 

network to obtain an 
output

4-Calculate an error 
signal by comparing 
actual output to the 

expected output

5-Propagate error signal 
back through the 

network

6-Adjust connection 
weights to minimise 

overall error

7-Repeat steps 2-7 with 
next input vector, until 

overall error is 
satisfactorily small
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constantly changing the connection weights until an 

acceptable accuracy value is achieved over time. The 

training data set provides input and output data to the 

neural network that occurred in previous times. The 

corresponding desired output set is also provided for 

each input set. Actual data is used in most applications. 

The learning process can take a long time with the 

hardware that has inadequate processing power. The 

training of neural networks is completed when it 

reaches the level of predefined parameters. When 

training is complete, the current weights are often 

frozen. For the success of the neural networks 

calculation, the training data set must be in a large 

volume containing all the necessary information [8]. 

 

Unsupervised learning is an important area where great 

advances in the future will be made. It paves the way 

for computers to learn robotically on their own in the 

future. Such networks are not widely used. These 

networks do not use any external factors to update their 

connection weights. Instead, it monitors its 

performances internally. These networks examine 

trends or regularity in the input signals and adapt them 

to the network. The network has some information 

about how to organize itself. This information is 

included in learning rules and network architecture. In 

the training of clusters, weights of only the winning 

process elements are updated with the learning 

competition rule [8]. 

 

The learning rate is closely related to the learning 

performance of the network in ANN. The learning rate 

is the value that indicates how important we consider 

the error. Given the high rate of learning values errors 

lead to big changes. Choosing a high learning rate 

reduces the learning ability of the network. Even with 

small values, it extend the learning time of the ANN. 

Therefore, the optimal value should be chosen.  

 

3. Electric Power Distribution 

 
Electrical energy makes our life easier in almost every 

field. It is also a very important component for the 

development of the industry. Electricity is generally 

derived from fossil fuels, nuclear and other non-

renewable sources. New power generation systems can 

easily fail due to random features and effects. For this 

reason, there are many studies on the reliability and 

stability problem of the system. System reliability can 

generally be defined as the probability of reaching 

certain targets at the desired level under certain internal 

and external factors. Reliability engineering started to 

develop after 1940 with the development of statistical 

methods. This engineering field has started to be used 

frequently in defense industry. In the 1960s, electrical 

errors and other system instabilities began to appear in 

many countries such as Japan and the USA. Power 

system reliability has been emphasized in the literature 

since these dates. The power system consists of three 

main parts. The generation system, transmission system 

and distribution system are interconnected to each 

other. The generation system is separated into two 

classes as renewable and traditional electricity 

generation system [14]. 

 

 

Fig. 8. Electric Power Distribution Network [15]. 

 

Transmission lines connect power plants and 

distribution system. The main objective of the 

generation and transmission system is to provide 

sufficient electric power to each main load points within 

the network. Short circuits or other serious defects often 

cause the electrical failures in the transmission system. 

Reliability criteria in the power system are basically the 

probability of failure, expected reduced load and the 

expected load reduction time. Indices evaluating the 

distribution system reliability are used as customer 

average interrupt frequency index (CAIFI), customer 

average interrupt duration index (CAIDI), system 

average interrupt frequency index (SAIFI), system 

average interrupt duration index (SAIDI). Production, 

transmission and distribution system will work 

uninterruptedly in all working situations. Therefore, 

handling three system reliability simultaneously is an 

important approach to increase overall electric power 

system reliability [14]. 
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The success of failure diagnostics plays a crucial role in 

the reliable and healthy operation of power supplies. 

The applications of expert systems on failure 

diagnostics give successful results. Besides, application 

times take a long time [16].  

 

Yongxing et al. calculated the probability of power 

network failure considering their some meteorological 

factors. Calculating the probability of real time failure 

of electric power transmission lines is significant in 

terms of online risk assessment and real time reliability 

of the power system network. In the study, fuzzy 

member functions of the factors were examined first. 

The uncertainty theory is combined with the fuzzy 

evaluation method to designate the weighting 

coefficient of layers. Actual data was collected for 

simulating the model. The model was verified with 

actual weather data and power network fault data. 

Research results showed that the recommended method 

was successful. Mechanical faults are caused by metal 

damage, wire fracture, insulator chain fracture or crack, 

foundation collapse, etc. Current studies on electric 

power network failure mainly includes weather and 

operational risk assessment. In the study, real-time 

failure probability assessment method is presented for 

overhead electric power transmission lines using 

meteorological factors [17]. 

 

McElroy detected four single-phase EHV transformer 

faults at the American public institution caused by 

transformer winding resonance. In previous researches, 

only the errors of the transformer components were 

detected with the help of statistical analysis methods. 

Detailed root causes related to faults have not been 

investigated. In McElroy's study, not only defining the 

fault mode, but also the main causes of failures are 

investigated [18]. Coughlin emphasized that there is no 

scientific research of the relationship between the 

physical effects and quantitative analysis used in 

climate change and energy planning studies in the 

literature. The study includes determinations on how to 

use climate models to define how these risks can 

change over time, including the sensitivity of the 

electrical system to physical weather risk and the 

elimination of uncertainties [19]. 

 

3.1. Previous Studies Using Artificial Neural 

Network 

 

Baqqar uses generalized regression neural network 

(GRNN), back propagated ANN (BPNN) and adaptive 

network-based fuzzy inference system (ANFIS) for 

status monitoring of gearboxes in electric motors [20]. 

Cristaldi et al. [21] used ANN and statistical approaches 

to predict the remaining useful lifes of medium and 

high voltage circuit breakers. Seidgar et al. [22] used a 

multi-purpose algorithm improved with neural networks 

for the maintenance schedule and work order to reduce 

production disruptions [23]. Zhang et al. used methods 

of ANN and partial incremental capacity to predict the 

health and remaining useful lifes of the batteries under 

constant current discharge. Estimations with high 

reliability and accuracy were made with the proposed 

methods [9]. Marugán et al. provide a comprehensive 

review of ANNs used in wind energy systems. 

Researchers determine the most used methods for 

applications and shows that ANNs can be an alternative 

to traditional methods in many cases. According to the 

literature review in the study, the main difficulties and 

technological inadequacies regarding the application of 

ANN to wind turbines are explained [5]. 

 

Mousavian et al. proposes a NN based protection 

method by investigating the risks against cyber-attacks 

associated with the data of electric power system 

transmission. The proposed model can monitor the 

output of power flow calculations and detect data 

abnormalities in real time. In the study, it was 

mentioned that cyber attacks can be as dangerous as 

physical attacks on the power grid due to the great 

damage and losses [24]. Silva et al. used an incremental 

learning algorithm based on real data to predict high 

impedance failures in electrical power distribution 

system. The efficiency of recommended evolutionary 

system to detect and classify failures was compared 

with the multilayered NN, probabilistic NN and support 

vector machine(SVM) methods. The results of the study 

state that the recommended system is suitable for 

changes [25]. Significant progress is being made in the 

field of electric power systems in all sectors. Renewable 

energy sources, their increasing influence, increasing 

the number of customers and appropriate green energy 

policies trigger the development of the electrical 

system. In the light of these developments, Saviozzi et 

al. used ANN to increase the functionality of the load 

estimation and load modeling processes required by 

distribution management systems [26]. 

 

Đozić et al. analyze it by developing a model of ANNs 

to predict CO2 emissions by 2050 based on the EU's 

current energy policy. With the study, ANN has been 

effective in predicting the behavior of CO2 emissions. It 
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will also change the indicator’s value by 2050 to ensure 

that CO2 emissions are reduced in a planned manner, 

ensuring timely improvement of economic and energy 

strategy [27]. Khwaja et al. use ANN based ensemble 

ML to improve short term electrical charge estimation. 

The recommended technique combines both 

strengthening and bagging to train ANN. A group of 

multiple ANN models were trained in parallel. To 

obtain the last estimated load, the estimated loads of 

these models are averaged [28]. The first researches on 

wind speed estimation were generally done using 
numerical and physical mathematical models [29]. 

Lawan et al. proposed a wind condition-forecasting 

model using topographic machine learning to study 

wind energy potential in Sibu. In the study where a 

land-based ANN was developed, it was found that wind 

speed values can be successfully estimated in the areas 

where the model is applied [30]. 

 

Condition based maintenance method (CBM) predicts a 

maintenance plan depends on data obtained in case of 

failure and non-faulty operating situations. Various 

sensors and monitoring devices such as acoustic-

ultrasonic sensor, accelerometer, current measurements 

and thermocouples are needed to monitor the status of a 

system with CBM. In addition, it provides highly useful 

information from environment condition’s data such as 

pressure, humidity, temperature et.al to increase the 

effectiveness of the model. In the light of this data, 

certain KPIs are analyzed to reveal potential tendencies 

that can lead to a critical failure. The aim is to adopt a 

suitable CBM system that provides forecasting and 

monitoring capabilities by simultaneously combining 

important data to ensure maximum reliability [23]. The 

purpose of Mohamed and Rao’s study is to develop a 

fault diagnostic system for distribution networks using 

ANN. In this study, multi-layer feed forward neural 

network with back propagation algorithm was used.  In 

the study, the determination of the error, identification 

of the defective parts and the classification of the errors 

according to the types were carried out [16]. 

 

4. Prediction of Electric Power Distribution 

Condition Using Artificial Neural Network 

 

In this section, a case study of the electricity 

distribution network of Salihli district is presented. The 

data of the district were obtained from the electricity 

distribution company and Turkish State Meteorological 

Service. ANN model was developed for the status of the 

electricity distribution network by matching the data 

obtained from these institutions. Learning for the 

unplanned power outages and healthy conditions of the 

distribution network has been made and the predictions 

of the future system status have been made. 

 

4.1. Data 

 

Salihli, located in Turkey's Aegean province of Manisa 

is one of the districts. The ancient city of Sardes, where 

the first money was used in history and now included in 

the UNESCO World Heritage Temporary List, is 

located in this district. The surface area of the district is 

1359 km² and the altitude is 108m. According to 2019 

data, its population is 162787 people. Totally more than 

5000 unplanned power cuts occurred in the district in 

2017 and 2018. Power outages negatively affects the 

economic and social life in the district. In our study, the 

hourly condition (outage or healthy) of the electricity 

distribution line of Salihli and meteorological data that 

occurred at that time were used. 

 

 

  
Fig. 9. The location of Salihli in Turkey. 
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In this study, we used a total of 11428 hours data set 

regarding meteorological data and power grid status 

(1:Outage - 0:Healthy). We randomly divided 80% 

(9149) of the data set into learning (training) and 20% 

(2279) as test data. We took atmospheric pressure 

(hPa), relative humidity (%), wind speed (m / s), wind 

direction (°), temperature (°C) and amount of 

precipitation (mm = kg / m²) as inputs of the model. 

Example of data set prepared for training process is 

presented in Table 1. 

 

Table 1. Part of The Data Set Ready for The Training Process. 

 

Date & Hour 

Power 

Outage 

(1-0) 

Atmospheric 

Pressure 

Relative 

Humidity 

(%) 

Wind Speed 

(m÷sn) 

Wind 

Direction (°) 

Temperature 

(°C) 

Amount of 

Precipitation 

(mm=kg÷m²)  

17-1-2018  13 0 993.3 46 1.6 146 16.5 0 

17-1-2018  14 1 992.4 49 2.3 138 15.8 0.2 

17-1-2018  15 0 991.6 48 2.7 196 15.4 0 

17-1-2018  16 0 990.7 49 4 212 15.5 0.4 

17-1-2018  17 1 989.8 55 2.4 138 13.6 0 

17-1-2018  18 1 989 57 2.6 267 14.4 0 
17-1-2018  19 0 988.7 57 1.9 38 15 0 

17-1-2018  20 0 988 57 1.5 299 16 0.2 

17-1-2018  21 1 987.4 64 1.8 88 13.9 0 
17-1-2018  22 0 986.4 68 1.8 104 13.4 0 

….. ….. ….. ….. ….. ….. ….. ….. 

….. ….. ….. ….. ….. ….. ….. ….. 
Total 11428 hours of data set  

 

General statistical distribution of input data are presented as Fig. 10, Fig. 11, Fig. 12, Fig. 13, Fig. 14 and Fig. 15. 

 

   

Fig. 10. Atmospheric Pressure Diagram (hPa).           Fig. 11. Relative Humidity Diagram (%). 
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Fig. 12. Wind Speed Diagram.                 Fig. 13. Wind Direction Diagram. 

 

      

Fig. 14. Temperature Diagram.          Fig. 15. Amount of Precipitation Diagram. 

 

As the target of the study, we determined the hourly 

forecast of the healthy status and power outage 

conditions of the electricity distribution networks. 

 

4.2. ANN Model 

 

In this study, the situation of the network is tried to be 

estimated with the supervised learning method by using 

meteorological factors, which are the external factor for 

distribution networks, in cases where the electricity 

distribution network is healthy or outage. We 

established our ANN model after the data cleaning and 

combining processes. The installation parameters of the 

model are determined as follows Table 2. The process 

of cleaning, editing, merging and adapting the data sets 

from different data sources are very important for the 

success of the model of ANN. ANN modeling process 

is shown in Fig. 16 as algorithm steps. 

 

 

 
Fig. 16. ANN Design Procedure.
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We set the input parameters as temperature, relative 

humidity, atmospheric pressure, wind speed, wind 

direction and amount of precipitation and we 

determined the neural network as multilayer 

perceptron (MLP). We tried different network 

structures with the SPSS Modeler in determining the 

appropriate model. For this, we have repeatedly 

updated the model's layers and the number of 

neurons. As a result of these updates, the neural 

network structure in Fig. 17 gave appropriate results. 

Our neural network consists of 12 neurons in the first 

hidden layer and 9 neurons in the second hidden 

layer. We set the model type as classification and 

train neural network 750 times with learning data set. 

During this learning process, the network learned 

9149 hours of data set in total 11428 hours of data 

set.

Table 2. Parameters of ANN Model. 

 

Fields     

 Target  

  Power Grid Status (1:Outage - 0:Healthy) 

 Predictors(Inputs)  

  Relative Humidity (%) 

  Wind Speed (m/s) 

  Amount of Precipitation (mm=kg/m²)  

  Atmospheric Pressure (hPa) 

  Wind Direction (°) 

    Temperature (°C) 

Build Options   

 Basics  

  Neural network model: Multilayer Perceptron (MLP) 

  Hidden Layer-1: 12 

  Hidden Layer-2: 9 

 Stopping Rules  

  Use max training time (per component model): True 

  Customize number of max training cycles: True 

  Maximum number of cycles: 750 

  Accuracy (%): 95.0 

 Advanced  

  Overfit prevention set(%): 2 

  Replicate Results: True 

  Random seed: 75987945 

    Missing values in predictors: Delete listwise 

Training Summary  
 

 Method Neural Networks 

 Records used in training  9149 

 Model type Classification 

 Predictors used in model  

  Amount of Precipitation (mm=kg/m²)  

  Atmospheric Pressure (hPa) 

  Relative Humidity (%) 

  Temperature (°C) 

  Wind Direction (°) 

    Wind Speed (m/s) 
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Fig. 17. Artificial Neural Network Model of Salihli Electricity Distribution Network. 

 

Table 3. Actual and Prediction Results of Power Grid Status With Test Data Set (1:Outage - 0:Healthy). 

 

Result No 
Power Grid Status 

(1:Outage - 0:Healthy) 
Prediction of Power Grid Status 

(1:Outage - 0:Healthy) 
 

1 0 0            True Positive 

2 1 0           False Negative 

3 0 0  

4 1 0  

5 1 0  

6 0 0  

7 0 0  

8 1 1                      True Negative 

9 1 1  

10 0 1           False Positive 

11 1 0  

12 0 0  

13 1 0  

14 0 0  

15 1 1  

… … …  

… … …  

2278 0 0  
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5. Results and Discussion 

 

The ANN model is runned 750 times using the learning 

dataset of 9149 (80%) hours and the test dataset of 2278 

(20%) hours, which is randomly partitioned into two 

parts over the data set of Salihli district. The results of 

the prediction of the model are given in confusion 

matrix (Table 3 and Table 4). 

 

After the learning process, using the 2278 hour test data 

set, in the prediction process regarding the status of the 

network; 1491 healthy conditions (True Positive) and 

117 fault conditions (True Negative) were estimated 

correctly. 

 

Table 4. Classification for Power Grid Status With Test 

Data Set (1:Outage - 0:Healthy). 

 

  Predicted 

Observed 0 1 Total 

0 1491 155 1646 

1 515 117 632 

Total 2006 272 2278 

 

In 155 cases, there was no real fault, but the result of a 

failure situation was estimated (False Positive). It has 

been estimated that the network will operate properly 

for 515 cases where there are actually a failures (False 

Negative). Overall predictive accuracy of the model is 

given Table 5. and Fig. 18. 
 

Table 5. Overall Predictive Accuracy of The Model 

with Test Data. 

  Overall Prediction % 

Correct 1608 70.59% 

Wrong 670 29.41% 

Total 2278 100.00% 

 

According to the results, when all the estimation scores 

are combined, our model predicts the hourly status of 

the electricity distribution network of Salihli district by 

70.59% accuracy and 29.41% error. 

 

 
Fig. 18. Overall Prediction Score Chart. 

 

As a result, when all the estimation scores are 

combined, our model predicts the hourly status of the 

electricity distribution network of Salihli district by 

70.59% accuracy and 29.41% error.

Table 6. Predictor Importance of ANN Model. 

 
 

In this article, where we examine the effect of 

meteorological factors on the status of electricity 

distribution network in Salihli district, it is analyzed 

that the importance of each factor in predicting the 

status of the network is different. Predictors importance 

are given in Table 6. In our ANN model, it is calculated 

Correct

70,59%

Wrong

29,41%

Overall Prediction Success %

Correct

Wrong

32% 19% 18% 13% 10% 9%

Predictor Importance (%)

Wind Speed (m/s) 32%

Amount of Precipitation (mm=kg/m²) 19%

Temperature (°C) 18%

Atmospheric Pressure (hPa) 13%

Relative Humidity (%) 10%

Wind Direction (°) 9%

Predictor Importance
Target: Power Grid Status
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that the wind speed is the best predictor for the network 

status for the district of Salihli (32%). The predictive 

significance levels of precipitation amount and 

temperature values are close to each other; The amount 

of precipitation is 19% and the temperature is 18% 

predictive. Atmospheric pressure is 13% and relative 

humidity is 10% predictive; The wind direction has the 

lowest predictive significance with a value of 9%.  

 

According to the results, the ANN model can make the 

forecast with a high success rate of the distribution 

network status by using the future forecast data of 

meteorological factors. Real-time data sharing between 

electricity distribution companies and meteorological 

measurement institutions is of great importance in terms 

of electricity distribution network security. 

 

6. Conclusion 

 

This study was carried out to draw attention to the need 

for simultaneous evaluation of internal factors 

(transformer information, cable lengths, brand ... etc.) 

and external factors (meteorological) affecting the 

working status of electricity distribution networks. In 

our study, ANN model was developed by using only 

external factors (meteorological) that affect the working 

status of the electricity distribution network. According 

to the obtained results, hourly estimation of the healthy 

and power outage conditions of the network with 

70.59% accuracy has been realized successfully. 

Thanks to our ANN model, the status of the electricity 

distribution network of Salihli can be estimated with 

70.59% accuracy level by using meteorological forecast 

data of the future. It will be appropriate to take 

preventive precaution by the relevant institutions to 

reduce the damage caused by wind speed, air 

temperature and other factors in order of importance to 

the transmission lines. 

In later studies, with the Industry 4.0 infrastructure to 

be integrated into the electricity distribution networks, 

the data on the internal (transmission cable lengths, 

cable cross section, transformer properties, brands, etc) 

and external factors of the network will be obtained 

more accurately and easily. In addition, better 

prediction results can be obtained with deep learning 

models that will be created by using different learning 

algorithms and increasing the number of layers, neurons 

and epoch values in neural networks. 
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Abstract 

 

Analysis of agricultural products is an important area that is widely emphasized today. In this context, 

with the development of technology, computer-aided analysis systems are also being developed. In this 

study, a system has been proposed for classifying maize seeds as haploid and diploid using pre-trained 

convolutional neural networks. For this purpose, AlexNet, GoogLeNet, ResNet-18, ResNet-50, and VGG-

16 pre-trained models have been used as feature extractors for the haploid and diploid seed classification 

process. In the first stage, the deep features of haploid and diploid maize seeds have been obtained in 

these models. The features have been taken from different layers of network architecture. Instead of 

softmax classifier in the last layer of the network, classifiers based on decision tree, k-nearest neighbor, 

and support vector machine have been used. According to the classification results with these features, the 

achievements in network architectures and classifier methods have been observed. The experiments have 

been carried out on a publicly available dataset consisting of 3000 haploid and diploid maize seed images. 

The experimental results revealed that the developed classification systems demonstrate a remarkable 

performance. 

 

Keywords: Haploid Maize Seed Identification, Deep Features, Artificial Learning, Convolutional 

Neural Networks, Image Processing 

 

1. Introduction 

 

The researches have focused on computer-aided 

agriculture systems in terms of providing advantages 

such as growing healthy products, increasing production 

efficiency, and reducing costs in recent years. The main 

contribution of these systems is that they save time and 

labor. Computer-aided agricultural researches have 

gradually gained momentum [1, 2]. These systems are 

utilized extensively in most of the agricultural 

processes. The agricultural tools supported by these 

systems as well are commonly developed today. These 

systems prevent product havoc caused by human errors 

and ensure maximum efficiency.  

 

In vivo maternal haploid breeding method has become 

the standard method in modern maize breeding because 

of its advantages compared to traditional methods [3]. 

In this maize breeding method, artificial chromosome 

folding is performed by treating haploid individuals 

with single chromosomes with colchillin and 100% pure 

lines can be obtained in 1-2 years [4]. Haploids must be 

separated from diploids after hybridization in order to  

 

increase the effectiveness of the method and to be 

successful. Depending on the characteristics of the 

inducer line used, haploid individuals in the range of 2-

15% are obtained [5]. Separation of haploid individuals 

during the seed period is of great importance in terms of 

reducing greenhouse area, labor, and planting costs [4]. 

 

Although different genetic markers have been proposed 

to differentiate haploid maize seeds from diploids, the 

most common and successful method is the R1-nj color 

marker. In this method, which has been first used by 

Nanda and Chase [6], the inducer line carries the 

dominant R1-nj gene, which causes red-purple 

coloration in the embryo and endosperm. Since diploid 

seeds obtained as a result of crossbreeding carry 

chromosomes belonging to the inducer line, this 

coloration occurs in both embryos and endosperms. 

Haploid seeds, on the other hand, carry the chromosome 

of the inducer line in their endosperms, their embryos 

with single n chromosomes consist only of the 

chromosomes of the donor parent. Therefore, R1-nj 

coloration is seen in the endosperms of haploid seeds, 

but R1-nj coloration does not occur in their embryos. 

file:///D:/A.FBE/Dergi/Mizampaj/7%20Emrah%20DÖNMEZ/emrah.donmez@inonu.edu.tr
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This coloration difference occurring in embryos enables 

the visual separation of haploid and diploid seeds [7]. 

This separation is done manually today. In addition to 

this, it causes separation with high error rates; costs 

increase and separation takes a long time. Computer-

aided classification methods are developed to overcome 

these problems. Today, with the advances in machine 

learning methods, deep learning methods based on 

convolutional neural networks (CNN) are widely used 

for computer-aided classification studies. 

 

CNN aims to calculate the features of an object in image 

data based on multiple processing layers of artificial 

neural networks without using an external method [8]. 

Image processing techniques are used for the detection 

of the features (color, shape, texture, pattern, etc.) of the 

objects, segmenting the related objects properly and/or 

classification of the objects in the image data. Feature 

inputs used for traditional machine learning methods are 

obtained by processing image data. In the CNN method, 

the image data feeds the network input layer directly. 

Features are acquired from these layers without using 

additional image processing methods. More data may be 

required to train the network comparing to traditional 

methods. On the other hand, the transfer learning 

approach can be utilized to retrain classification part of 

a pre-trained CNN model to speed-up the training 

phase.  

 

In summary, the CNN approach can provide great 

flexibility and remarkable achievements in the 

classification of object images. In this context, different 

CNN models have been used to classify images of 

maize seeds as haploid and diploid. 

 

Related studies are given in the second part of the study. 

In the third section, the dataset and recommended 

methods are mentioned. The experimental findings 

obtained on the dataset are given in the fourth section. 

In the fifth section, the results obtained within the scope 

of the study are discussed and future studies are 

mentioned. In the last part, the references for the study 

are given.  
 
2. Related Studies 

 

There are some prominent studies using computer-aided 

methods and approaches to facilitate the separation of 

maize seeds. Some studies have focused to identify seed 

characteristics by using special imagining equipment or 

software tools. Recently, a remarkable number of 

studies have investigated the machine learning (ML) 

methods to extract features of the maize seeds. Then 

these features are used to train classification algorithms 

based on ML. Moreover, electro-mechanical systems 

have been also developed to classify the maize seeds. 

Based on all these studies, literature have been deeply 

investigated and state-of-the-art studies have been 

analyzed.  

Couto and Davide [9] aims to identify haploids by flow 

cytometry and relate nuclear DNA content to the 

morphological and morphometric properties of the seeds 

that reveal them. In the study, molecular markers have 

been used to confirm the androgenetic nature of haploid. 

Boote et al. [10] have developed a new fluorescent-

based method for inbred haploid discrimination in 

maize kernels using R1-nj color marker with 

fluorescence microsproscopy and imaging. In the study, 

seven inbred lines have been used with the changing 

R1-nj marker. As a result of the experiments carried out; 

the fluorescent response of diploid nuclei at the 

embryonic spot point is shown to have a lower intensity. 

Yu et al. [11] have proposed a nonlinear feature 

analytical method to identify haploid maize seeds based 

on Supervised Virtual Sample Kernel Locality 

Preservation Projection to take full advantage of class 

label information. They have said that using near-

infrared spectroscopy technology to distinguish haploid 

seeds from hybrid seeds has the advantages of being 

non-destructive, fast, and cost-effective. Lin et al. [12] 

emphasized that maize haploid seeds have been 

automatically selectable using near-infrared (NIR) 

spectrum properties, thanks to the diffuse transmission 

technology of NIR spectroscopy. However, the NIR 

spectra of maize seeds have also been expressed to 

contain a lot of unnecessary features and noise that will 

reduce the identification performance. They have 

explained that they have overcome this problem by 

designing a low size and uniform size of the seed 

spectrum properties to improve the collected spectra. 

Wang et al. [13] aimed to investigate a fast and accurate 

method to identify haploid maize kernel using infrared 

hyperspectral imaging technology. This technology has 

been utilized to overcome the current automatic haploid 

identification limitations and provide a more accurate 

screening of haploid. Fuente et al. [14] focuses on 

defining the haploid lineage. In the study, six inbred 

lines have been developed with the maternal haploid 

inducer 'RWS / RWK-76' and a seed sample has been 

manually aligned for each line. 

 

Wang et al. [15] have carried out the selection model 

design of high accuracy maize haploid seeds from 

diploid ones based on optimum waveband selection of 

the LSTM-CNN algorithm with deep learning and 

hyperspectral imaging technology. As a result of the 

experiments, it has been claimed that the accuracy rate 

reached 97% in the optimum waveband of 1367.6-

1526.4nm. Altuntaş et al. [7] have proposed a method to 

classify haploid and diploid maize seeds using image 

processing and classification methods. Firstly, five 

different features are obtained from each maize seed 

image. Then the feature vectors are classified using a 

support vector machine classifier. In the study [16], 

texture features of maize seed embryos have been used. 

These features are derived from the gray level co-

occurrence matrix. In another of their study [17], it is 

inspired by the latest achievements of deep transfer 
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learning, they address this problem as a computer vision 

task to present a non-destructive, fast, and low-cost 

model. To achieve this goal, CNN have been used to 

automatically recognize haploid and diploid maize seeds 

with a transfer learning approach. Altuntaş and 

Kocamaz [18] have proposed a computer-based method 

for the identification of haploid maize seeds. Maize seed 

embryos have been segmented by the k-means 

clustering method. In RGB, HSV, and Lab color spaces, 

the first four-degree color moments have extracted for 

each color channel. The obtained features then have 

been classified with SVM. 

 

Song et al. [19] have designed an automatic separation 

system that can separate the haploid maize seeds from 

hybrid seeds marked with the R1-nj label, in their study. 

The system includes seed feeding, image acquisition, 

sorting, and system control units. The seed feeding unit 

distributes the maize seeds on a synchronous belt. The 

image acquisition unit acquires images of maize seeds 

and separates the heterozygous from the haploid nuclei 

depending on the color property of the endosperm. 

Finally, the separation unit performs physical separation 

with mechanical arms and solenoid valves that can 

select the heterozygous seeds using air intake. 

 

3. Materials and Methods 

3.1. Dataset 

 

The dataset consisting of 3000 maize seed images in 

total [17] contains 1230 haploid and 1770 diploid maize 

seed images. The dataset occupies 49.3 MB of disk 

space. Each image obtained is in RGB color space and 

format is JPEG. Since the resolutions of the images in 

the dataset vary between 300x289 pixels and 610x637 

pixels depending on seeds size, the images have been 

resized to the appropriate resolution according to the 

input layer of each CNN model. In this context, while 

227x227 resolution is used for the AlexNet model, 

224x224 resolution is used for GoogLeNet, Resnet18, 

ResNet50, and VGG16 models. Sample maize seeds 

have been demonstrated in Figure 1. 

 

 

Figure 1. Sample diploid (top) and haploid (bottom) 

maize seed images from the dataset. 

 

3.2. Deep Feature Extraction 

 

A deep feature in the context of deep learning is that a 

unit (layer) within a hierarchical model responds 

consistently to an input, where this response contributes 

to the model's decision. Deep features are obtained from 

pre-trained CNN models. In other words, pre-trained 

CNN models can be used as feature extractors to feed 

any classifiers. Depending on where the model is 

located along with its hierarchical structure, one layer 

can be considered deeper than the other. Each of the 

network layers has deep features. Deep features are used 

in the network layers of the CNN model like 

convolution, pooling, etc. Their values/weights vary 

depending on the filter and mathematical operations 

applied in the layers. Deep features are expected to 

represent the highest level of images of objects intended 

to be classified.  

 

AlexNet [20] is one of the pioneering deep learning 

algorithms. It has been introduced for the first time in 

2012 as part of the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC). In this competition, 

it has attracted attention to the CNN architecture by 

providing a remarkable high performance. AlexNet is a 

CNN architecture with a total of 25 layers: input, 

convolution, ReLU (Rectified Linear Unit: it simply 

changes all the negative activations to 0. It is a basic 

layer for all CNN architectures), normalization, pooling, 

fully connected layer, drop-out, classification, and 

output. The AlexNet model has a total of 60 million 

computational parameters. The architecture takes 

227x227 colored images as input. 

 

ResNet [21] is a CNN architecture that uses the residual 

learning framework module to facilitate network 

training. The focus of this architectural model is the 

degradation problem. The novelty of the model is the 

use of residual blocks and the depth in its architecture. 

In a conventional convolutional deep learning model, 

stacked layers fit a desired underlying mapping, while 

the ResNet model allows these layers to be seated in a 

residual mapping. In this study, Resnet-18 and ResNet-

50 have been used. 

 

GoogLeNet [22] is another deep learning network that 

has managed to attract attention. Similarly, it has been 

revealed in the ILSVRC competition held in 2014. The 

most important difference in this architecture is the 

inception module added to the layers as a new block. 

This module consists of branching to more than one 

depth that works like a shortcut between layers. The 

most prominent feature of this CNN architecture is that 

the architecture increases width and depth while 

keeping the computational cost constant. It makes this 

possible with the newly added inception module. The 

module has improved the level of utilization of 

computing resources within the network architecture. 

GoogLeNet consists of 22 layers in total and 7 million 

computational parameters.  

 

VGGNet [23] is a CNN architecture presented for the 

first time in the ILSVRC competition held in 2014. The 

most unique property about VGG16 is that instead of 

having many hyper-parameters, it is focused on having 

the convolution layers of a step-1 (stride-1) and 3x3 

filter, and use always the same fill and maxpool layer of 
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the 2x2 step-2 (stride-2) filter. The convolution and 

maximum pool layers have been maintained 

consistently throughout the entire architecture. VGG16 

is a fairly large network, it consists of 41 layers in total 

and has about 138 million (approximately) parameters.  

 

3.3. Classifier Methods  

 

A classification method uses a learning algorithm to 

define the model that is optimal to the relationship 

between the feature set of input data and the class 

label/tag. Therefore, the primary goal of the learning 

algorithm is to create a smart model that accurately 

predicts class tags of previously unknown records. The 

classifier method is employed to determine the label 

data of different classes in the utilized data set in this 

study. 

 

Support Vector Machine (SVM) [24] are supervised 

learning models used for classification and regression 

analysis, analyzing data, with associated learning 

algorithms in machine learning. An SVM is a separator 

classifier that is formally defined by a separator 

hyperplane. In other words, when labeled training data 

is given, the algorithm produces an optimal hyperplane 

that categorizes new samples. The general SVM 

function dual version is given below (1). The second-

order (quadratic) SVM classifier has been used to avoid 

the local minimum, in the study. 

𝒇(𝒙) = ∑ 𝒂𝒊 ∙ 𝒚𝒊 ∙ 𝑲(𝒙, 𝒙𝒊) + 𝒃
𝑵

𝒊=𝟏
 (1) 

The 𝑁 value given in the equation indicates the number 

of support vectors. Parameter 𝐾(𝑥, 𝑥𝑖) expresses 

support vectors. The parameter 𝑎 refers to weight. The 

𝑦𝑖 parameter indicates the class to which the 

observations belong. The 𝑏 corresponds to the bias rate 

threshold. The SVM model is the representation of 

samples as points in space so that samples of individual 

categories are divided into as wide space as possible. In 

addition to performing linear classification, SVMs can 

perform a nonlinear classification by indirectly 

matching their input to high-dimensional property 

fields. Given a set of training examples, each marked as 

one or the other of two classes, an SVM algorithm is 

used as a non-probable binary linear classifier by 

assigning new samples to one class or the other. 

 

K-Nearest Neighbor (KNN) [25] is one of the basic 

classification algorithms in machine learning. Its 

classification approach is quite simple and can be easily 

applied to various problems. It is mainly based on 

feature similarity. KNN checks how similar a data point 

is to its neighbor and classifies the data point into the 

class it most closely resembles. In the experiments 

carried out in this study, Euclidean distance has been 

used for the KNN classifier. This distance calculation is 

made with equation (2). 

√∑(𝒙𝒊 − 𝒚𝒊)
𝟐

𝒌

𝒊=𝟏

 (2) 

The equation simply calculates the distance between the 

pairs (𝑥, 𝑦) in 2d Cartesian space. Unlike most 

algorithms, KNN is a non-parametric model, meaning it 

makes no assumptions about the dataset. This makes the 

algorithm more effective as it can process realistic data. 

KNN is a lazy algorithm, which means that it 

memorizes the training dataset rather than learning a 

distinctive function from the training data. In this study, 

weighted KNN will be used as a classifier. Unlike the 

traditional KNN method, 𝐾 is weighted with the nearest 

neighbor 1 / 𝑘 in weighted KNN, while the weight of 

other data is considered to be 0. For this purpose, the 

closest neighbor ′𝑖. ′ is weighted for n samples with the 

following equation (3). 

∑ 𝒘𝒏𝒊 = 𝟏

𝒏

𝒊=𝟏

 (3) 

Decision Tree (DT) [26] is a simple and widely used 

classification technique. It applies a simple approach to 

solve the classification problem. The DT classifier 

performs a series of specially crafted branching about 

the features of the test data. If a result is reached about 

the class label of the data as a result of the branching, 

the algorithm is terminated; otherwise, the next 

branching continues until a result is reached. Within the 

scope of the study, the maximum deviation reduction 

(MDR) has been used as the division criterion. It is also 

known as the entropy function and found by the 

following equation (4). 

𝑰𝑬(𝑵) = −𝑲 ∑ 𝒇(𝑵, 𝒋)𝒍𝒐𝒈𝒇(𝑵, 𝒋) (4) 

Here, 𝐾 is the proportion of observations, function 𝒇 is 

the frequency of class 𝒋 in node 𝑵. The purpose of 

MDR is to reduce uncertainty until a pure leaf node is 

established. In DT, root and internal nodes contain 

feature test conditions to separate data with different 

features. All terminal nodes are assigned a class label 

'Yes' or 'No'. Once DT is created, it is quite easy to 

classify a test record. Starting from the root node, the 

test condition is applied to the data and the appropriate 

branch is monitored according to the result of the test. 

The branching then takes place towards another inner 

node or a leaf node to which a new test condition is 

applied. 

 

4. Results 

 

The computer used in the experiments within the scope 

of the study has an I7 6700HQ CPU, 8GB RAM, 2GB 

GTX950 GPU, and 240GB SSD HDD. Experiments 

have been carried out using MATLAB (2019b) 

environment. 



 

              Celal Bayar University Journal of Science  
              Volume 16, Issue 3, 2020, p 323-331 

              Doi: 10.18466/cbayarfbe.742889                                                                                               E. Dönmez 

 

327 

The features of 3000 maize seed images have been 

obtained on the CNN models within the scope of the 

study. For this purpose, it is provided to extract features 

from 9 different layers in total over five different CNN 

models. Obtained features have been given to the 

classifier algorithms as input to perform the 

classification process. SVM, KNN, and DT classifiers 

have been used for this process. Regarding the 

classifiers used; in the DT classifier, the maximum split 

parameter (max split) value has been set to 20. The 

partition criterion is made according to the MDR 

technique. In the KNN classifier; a weighted tree 

structure has been used and the k neighborhood 

parametric value is set to 20. On the other hand, 

Euclidean distance has been used to measure 

neighborhood distance. The squared inverse technique 

is used as the weighting approach. As support vector 

classifier; the second-order (quadratic) SVM method 

has been used. The box constraint level is set to 1. 

Kernel scaling has been used in auto mode. All these 

classifier adjustments have been determined empirically 

with different parametric combinations. The overall 

structure of the proposed model is shown in Figure 2.

 

Figure 2. Overall structure of the proposed model. 

In the AlexNet model feature extraction has been made 

from three layers: 'FC6', 'FC7', and 'FC8' layers. In the 

GoogLeNet model, features have been obtained from 

the fully connected layer named "Loos-3". In ResNet-18 

and ResNet-50 models, the features have been obtained 

from the "FC1000" fully connected layers. Finally, in 

the VGG16 model, it has been provided to obtain 

features from 'FC6', 'FC7', and 'FC8' layers which are 

fully connected layers similar to the AlexNet model. 

The number of features obtained and the elapsed times 

of obtaining the features are given in Table 1. The 

elapsed time of acquiring the features vary according to 

the number of layers of the models, processes like the 

applied mathematical filter, convolution and etc. In a 

low-complexity CNN model, features can be obtained 

more quickly. 

 

Table 1. Feature acquiring times. 

CNN Model 
Feature 

Number 

Feature Acquiring 

Time 

AlexNet FC6 4096 382,86s 

AlexNet FC7 4096 422,20s 

AlexNet FC8 1000 212,50s 

GoogLeNet 1000 332,08s 

ResNet18 1000 324,89s 

ResNet50 1000 310,17s 

VGG16 FC6 4096 1101,48s 

VGG16 FC7 4096 1121,74s 

VGG16 FC8 1000 958,94s 

In the study, 10-fold cross-validation method has been 

used to divide the dataset into training and test sets for 

obtain more generalized results. The effects of deep 

features obtained from fully connected layers on 

classification performance have been analyzed. 

Accuracy, precision, sensitivity, F-score, and 

classification times have been used as performance 

metrics to evaluate these effects. Accuracy, precision, 

sensitivity, and F-score performance metrics are 

calculated based on confusion matrix. The classification 

times refer to the time elapsing to classify the maize 

seed types according to the features. 

 

The confusion matrix allows the measurement of model 

performance by comparing the number of true and false 

predictions made by classifiers on the test set for the 

CNN models. Since there are fewer haploid maize seeds 

compared to diploid maize seeds in this study, the 

positive class has been determined as haploids and the 

negative class has been determined as diploids. Among 

the samples labeled as haploid in the dataset, it is the 

true positive (TP) data that the proposed methods 

predict as haploid. What the method predicts as diploid 

is handled as false negative (FN). Among the samples 

labeled as diploid in the dataset, they are true negative 

(TN) data that the method predicts as diploid. Finally, 

the data estimated by the method as haploid have been 

evaluated as false positive (FP). Mathematical 

calculation formulas for performance metrics are as 

follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

(5) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (6) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (7) 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (8) 

Feature classification experiment results performed with 

the SVM classifier are given in Table 2. The values 

given in the table are; confusion matrix (TP, FP, FN, 

and TN), accuracy (Acc.), precision (Prec.), sensitivity 

(Sens.), F-Score, and runtime of the SVM classifier. 

According to the acquired results, the CNN model with 

the highest performance of the SVM method is 

ResNet50 with an accuracy rate of 91.4%. While the 

network with the second-highest performance is VGG16 

with 91% accuracy, this performance has been achieved 

with the obtained features from the FC6 fully connected 

layer of the network. While the third-highest accuracy 

model is VGG16, 89.6% accuracy has been achieved 

with the features acquired from the FC7 layer of this 

network. While the highest precision is 0.91 in the 

ResNet50 model, the highest sensitivity is in the 

VGG16 model with 0.93. The F1-Score used to 

eliminate extreme situations that occurred on the 

ResNet50 model has been determined by about 0.90. 

When the classification working times of SVM 

classifier according to the obtained features from the 

models are examined; in layers where 1000 features are 

obtained, the elapsed time is less than 1 minute, while in 

layers where 4096 features are obtained, this time is 

over 2 minutes. 

 

Table 2 Classifier Results with SVM Method. 

CNN Model TP FP FN TN Acc. Pre. Sen. F-Score Time 

AlexNet FC6 1120 110 214 1556 89,2% 0,88 0,91 0,87 148,39s 

AlexNet FC7 1104 126 230 1540 88,1% 0,87 0,90 0,86 154,82s 

AlexNet FC8 1083 147 255 1515 86,6% 0,86 0,88 0,84 38,59s 

GoogLeNet 1076 154 254 1516 86,4% 0,86 0,87 0,84 45,64s 

ResNet183* 1103 127 209 1561 88,8% 0,88 0,90 0,87 32,04s 

ResNet501* 1136 94 165 1605 91,4% 0,91 0,92 0,90 27,51s 

VGG16 FC62* 1139 91 178 1592 91,0% 0,90 0,93 0,89 139,54s 

VGG16 FC7 1116 114 198 1572 89,6% 0,89 0,91 0,88 133,91s 

VGG16 FC8 1093 137 198 1572 88,8% 0,89 0,89 0,87 32,60s 

*1, 2, 3; top three CNN models and layers with the highest performance

 

Figure 3. SVM classifier and performance metrics of 

CNN models. 

Accuracy, precision, sensitivity, and F-Score values 

obtained in the pre-trained CNN models with the SVM 

classifier are given graphically in Figure 3. 

Feature classification experiment results performed with 

the KNN classifier are given in Table 3. The highest 

performance has been obtained in the ResNet50 model 

with 87.5% accuracy in the classification experiments 

using the KNN classifier. The second-highest 

performance has been achieved in the VGG16 FC6 

layer with an 84.9% accuracy rate, while the third-

highest performance has been achieved in the ResNet18 

model with 84.3% accuracy. The highest sensitivity 

value has been realized in the ResNet50 model with 

0,84, while the highest sensitivity is in the FC6 layer 

with 0,94 in the VGG16 model. The highest F-Score 

value has been obtained in the ResNet50 model with 

0.86. The acquired classification times in the KNN 

classifier are less than 1 minute for layers with 1000 

features, and over 1 minute for layers with 4096 

features. 
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Table 3. Classifier Results with KNN Method. 

CNN Model TP FP FN TN Acc. Pre. Sen. F-Score Time 

AlexNet FC6 1048 182 382 1388 81,2% 0,78 0,85 0,79 92,07s 

AlexNet FC7 1001 229 382 1388 79,6% 0,78 0,81 0,77 83,75s 

AlexNet FC8 955 275 379 1391 78,2% 0,79 0,78 0,74 51,49s 

GoogLeNet 1021 209 360 1410 81,0% 0,80 0,83 0,78 54,00s 

ResNet183* 1096 134 337 1433 84,3% 0,81 0,89 0,82 51,99s 

ResNet501* 1130 100 276 1494 87,5% 0,84 0,92 0,86 51,51s 

VGG16 FC62* 1162 68 385 1385 84,9% 0,78 0,94 0,84 93,08s 

VGG16 FC7 1106 124 384 1386 83,1% 0,78 0,90 0,81 83,08s 

VGG16 FC8 1104 126 371 1399 83,4% 0,79 0,90 0,82 18,26s 

*1, 2, 3; top three CNN models and layers with the highest performance 

 

Figure 4. KNN classifier and performance metrics of 

CNN models. 

Accuracy, precision, sensitivity, and F-Score values 

obtained through KNN classifier and pre-trained CNN 

models are graphically given in Figure 4. 

 

Feature classification experiment results performed with 

the DT classifier are given in Table 4. The highest 

accuracy in the DT classifier is again in the ResNet50 

model with a rate of 82.5%. The second and third best 

accuracy rates have been obtained from ResNet18 and 

VGG16 FC6 models as 80.5% and 79.8%, respectively. 

The best sensitivity value is realized in the ResNet50 

model as 0.82. The best sensitivity value has been found 

as 0.84 in the ResNet50 model. In F-Score values, the 

best value has been obtained as 0.80 with the ResNet50 

model. When the obtained values according to the 

classification times of the DT classifier are examined; it 

has been observed that classifiers took less than 1 

minute in all models. However, in layers containing 

1000 features, this time is around 30 seconds at most, 

while in layers containing 4096 features, it is quite close 

to the 1-minute.

Table 4. Classifier Results with DT Method. 

CNN Model TP FP FN TN Acc. Pre. Sen. F-Score Time 

AlexNet FC6 894 336 407 1363 75,2% 0,77 0,73 0,71 59,79s 

AlexNet FC7 958 272 429 1341 76,6% 0,76 0,78 0,73 58,79s 

AlexNet FC8 920 310 430 1340 75,3% 0,76 0,75 0,71 12,47s 

GoogLeNet 962 268 380 1390 78,4% 0,79 0,78 0,75 31,47s 

ResNet182* 933 237 335 1435 80,5% 0,81 0,80 0,77 30,97s 

ResNet501* 1031 199 326 1444 82,5% 0,82 0,84 0,80 30,51s 

VGG16 FC63* 984 246 360 1410 79,8% 0,80 0,80 0,76 57,84s 

VGG16 FC7 954 276 373 1397 78,4% 0,79 0,78 0,75 56,89s 

VGG16 FC8 956 274 345 1425 79,4% 0,81 0,78 0,76 12,57s 

*1, 2, 3; top three CNN models and layers with the highest performance 

60,0%

65,0%

70,0%

75,0%

80,0%

85,0%

90,0%

95,0%

KNN Classifier

Acc. Pre. Sen. F-Score



 

              Celal Bayar University Journal of Science  
              Volume 16, Issue 3, 2020, p 323-331 

              Doi: 10.18466/cbayarfbe.742889                                                                                               E. Dönmez 

 

330 

 

Figure 5. DT classifier and performance metrics of 

CNN models. 

 

Accuracy, precision, sensitivity, and F-Score values 

obtained for the decision tree classifier and pre-trained 

CNN models are graphically given in Figure 5. 

 

5. Discussion and Conclusion 

 

In this study, including haploid and diploid seeds; 

features of 3000 maize seed images have been obtained 

from fully connected layers of pre-trained CNN models. 

Three different classifier methods have been proposed 

to classify maize seeds using these features. As a result 

of the experiments carried out, the highest accuracy in 

CNN models has been obtained in the ResNet50 model. 

While the best performance in precision (haploid 

recognition rate) values occurred in the ResNet50 

model, the best model in sensitivity (diploid recognition 

rate) values is VGG16. In the VGG16 model, the layer 

with the highest value has been observed as the FC6 

fully connected layer. 

 

When the results are analyzed in terms of classification 

performance, the SVM classifier generally demonstrates 

the best classification performance in all CNN models. 

When using the SVM classifier, the highest accuracy 

has occurred in the ResNet50 model with 91.4%, while 

the lowest performance is in the GoogLeNet model with 

86.4%. The second-best performance has been achieved 

with the KNN classifier. The highest performance with 

KNN is 87.5% in the ResNet50 model, while the lowest 

performance is 78.2% in the FC8 layer of the AlexNet 

model. DT classifier has shown the lowest classification 

performance. The highest achievement in accuracy with 

this classifier is again 82.5% in the ResNet50 model and 

the lowest has been observed in the AlexNet model FC6 

layer with 75.2%. This study successfully demonstrates 

the potential to perform computer-aided maize seed 

classification based on deep features obtained using pre-

trained CNN models. The study will be a source of 

inspiration for the systems that can be implemented in 

different types of agricultural products. 

In future studies, in order to increase the performance, it 

is aimed to give embryo areas on the maize seed by 

segmenting them instead of giving all maize seed 

images as input directly to the models. On the other 

hand, based on the knowledge gained from this study, it 

is aimed to increase the performance to higher levels 

with the fusion of the features obtained from different 

CNN models. In other words, deep features from 

different CNN models will be used together. Fusion 

approaches will be developed to improve overall 

performance by readjusting these features. 
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Abstract 

 

The ability parameter of persons/examinees estimates can be obtained using the Joint Maximum 

Likelihood (JML) estimation in Item Response Theory (IRT). However, JML estimates can be biased in 

some cases. Although the Bootstrap method has been considered for JML, existing studies remain far 

from satisfactory concerning the ability parameter estimation. This research evaluates the performances of 

JML and Bootstrap estimates of the ability parameter in terms of Standard Error Measurement (SEM) in 

the 2-Parameter Logistic (2-PL) model conducting a detailed Monte Carlo simulation study. According to 

the results, the average SEM estimates of the Bootstrap method are less than the average SEM estimates 

of JML in terms of the ability parameter. 

 

Keywords: ability parameter, difficulty parameter, discrimination parameter, joint maximum 

likelihood estimation, two-parameter logistic model 

 

1. Introduction 

 

Measurement and evaluation methods have gained 

importance in many fields such as education, 

psychology, and medicine in past decades [1]. In 

general, researchers have considered measuring the 

ability parameter of persons/examinees (latent variable) 

such as intelligence, mathematical or scholastic abilities. 

Evaluating results of measurement techniques can be 

difficult in some fields where the latent variable has an 

important role. Classical Test Theory (CTT) is unable to 

assess the true measurement of the ability of examinees 

and the characteristics of items. The mathematical or 

verbal ability of students in education, consumer 

preferences in marketing, political attitude of voters in 

politics, etc. can be given as an example of the field 

where the ability parameter of examinees cannot be 

measured by CTT directly. Thus, Item Response Theory 

(IRT) has been widely used to estimate both items and 

examinee parameters in literature [2, 3].  

 

IRT is a mathematical model that indicates the relation 

among examinee and item parameters and provides 

parameter estimates of both ability parameter and item 

parameters [4]. This model is based on the probability 

of giving the correct answer to a given specific item. 

This probability is the chance that the i-th  

 

examinee correctly answers to the j-th item and is 

denoted by ( 1 )ij iP Y =   

 

IRT models have three basic assumptions: 

unidimensionality, local independence, and 

monotonicity. The unidimensionality indicates that all 

items should measure only one examinee parameter. 

The local independence states that the probability of the 

correct response from the examinee is based solely on 

the ability of the examinee and each individual item, 

and not the interrelationship of multiple items. The 

monotonicity describes the functionality between an 

examinee's ability and performance on each item of the 

assessment [5].  

 

IRT models are generalized linear models since they 

involve a transformation of the expected values with the 

help of a link function to depend on a linear 

formulation, and they are also mixed because one or 

more weights in the linear component are random 

variables [6]. Logit and Probit are widely used link 

functions in IRT. The logit link function is benefitted 

from standard logistic distribution and rather preferable 

function because of the computation easiness. The most 

widely used models in IRT are one-parameter logistic 

(1-PL), two-parameter logistic (2-PL) and three 

mailto:ezgicabuk@cumhuriyet.edu.tr
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parameter logistic (3-PL) models. 1-PL model is also 

known as Rasch model and contains only item 

discrimination parameter (
ja ).  2-PL model, which is 

known as Birnbaum model, consist of both item 

discrimination and difficulty parameters [4]. In addition 

to the item discrimination and difficulty parameters, 3-

PL model has a chance parameter (
jc ) [7]. 

 

Item discrimination ( a ) and difficulty parameter ( b ) 

ranges from  −    to +  . However, it is assumed that, 

in practice, b value ranges from -3 to +3, when the 

examinee parameter ( ) has the standard normal 

distribution. The discrimination parameter indicates 

how well the item differentiates examinees. A higher 

discrimination parameter differentiates better among 

examinees. In the same way, a higher difficulty 

parameter indicates that the item is hard [1, 4]. The 

chance parameter ( c ) ranges from 0 to 1 and it is 

generally  0.25c  . 

 

Liou and Yu [8] mentioned that the Bootstrap method 

can be used to determine the statistical accuracy of 

ability estimates in with given item parameters. 

Atanasov [9] studies on estimation of IRT parameters of 

the items with a small sample size using bootstrapping.  

Heene et al. [10] evaluated the performance of the 

Bootstrap for the Rasch model under the violations of 

non-intersecting item response functions. Wolfe and 

McGill [11] indicated that the Bootstrap critical values 

allow for greater statistical power in diagnosing item 

misfit caused by varying item slopes and lower 

asymptotes for the Rash model. Patton et al. [12] 

compared the performance of bootstrap standard error 

with the asymptotic standard error under 20 and 40 

items for 500 and 2000 samples.  Olmuş and Nazman 

[13] evaluated parameter estimations of 2-PL model 

using JML estimation. Liu and Yang [14] proposed a 

resampling-based method, namely bootstrap calibration, 

to reduce the impact of the carry over sampling error on 

the interval estimates of ability parameter. Liu et al [15] 

reviewed Monte Carlo methods in the literature in 

recent years. Chen et al. [16] used pseudo-population 

bootstrap to perform in terms of relative bias and 

coverage probability. However, there is still need to 

clear the performance of the Bootstrap method for 

higher item numbers. Therefore, we considered the 2-

PL model in order to evaluate JML and the Bootstrap 

ability parameter estimation considering Standard Error 

Measurement (SEM) conducting a detailed Monte Carlo 

simulation study. The study was organized as follows: 

The model, item information function, test information 

function and standard error of measurement were 

explained in the second section. Parameter estimation of 

the model, JML estimation and the Bootstrap method 

were presented in the third section. Monte Carlo 

simulation study and obtained results were shown in the 

fourth and fifth sections, respectively. 

 

2. Materials and Methods 

2.1. Two-Parameter Logistic (2-PL) Model  

 

The most widely used model in IRT is two-parameter 

logistic (2-PL) model. Let’s consider a testing situation 

in which n examinees answer to k items. Let i=1, …, n 

and  j=1, …, k  be the random variables associated with 

the response of the i th examinee to the j-th item. These 

responses can be binary or discrete with a number of 

categories. 
ijY  is the response for the i-th examinee to 

the j-th item and assumed to be identical for each item 

in the test. Here 
i  denotes the ability parameter for i-th 

examinee.   

P( 1 )ij iY =  denotes for the chance that the i-th 

examinee correctly answers the j-th item. Logit term of 

this probability and 2-PL model equation were given 

below respectively [3, 7]. 

                                          

( )ij

ij i j i j

ij

P( 1)
logit(P( 1))

1- P( 1)

Y =
Y = =ln θ =a θ -b

Y =

 
  
 

     (2.1) 

( )
( )

j i j

ij i

j i j

P( 1 )
1

exp a θ -b
Y = θ =

exp a θ -b+

 
 

 
 

                            (2.2) 

or  

( )
ij i

j i j

1
P( 1 )

1
Y = θ =

exp -a θ -b+  
 

                          (2.3) 

where 

ja : the item discrimination parameter of j th item 

jb : the item difficulty parameter of j th item 

 

2.1.1. Item Information Function (IIF) 

 

An examinee’s unknown ability do not depend upon the 

examinee’s responses to the items. On the other hand, 

an examinee’s unknown ability depends only on the 

parameter values of k items [17]. In 2-PL model, the 

general interest is mostly the estimated value of ability 

parameter for an examinee. The amount of information 

based on an item is able to be computed for any ability 

level. Item Information Function (IIF) for 2-PL model is 

shown as in Eq. (2.4): 

                                          

( ) ( ) ( )2

i j j j i j i jI θ,b ,a =a P θ,b Q θ,b                            (2.4) 

 

where 

( )
( )

i j

j i j

1
P

1

θ,b

exp -a θ -b

=

+  
 

and ( ) ( )i j ji
1 PQ θ,b θ,b= − . 

The value of discrimination parameter is required to 

compute IIF [3, 15]. 
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2.1.2. Test Information Function (TIF) 

 

A study such as survey or test is a set of items. Thus, the 

test information gives the ability level is computed from 

the sum of the item informations at that level. The Test 

Information Function (TIF) for 2-PL model is defined as 

in Eq.(2.5): 

                      

( ) ( )

( ) ( )

k

i i i j j
j 1

k
2

j j j j j
j 1

, 1, 2, ...,

I θ = I θ ,b ,aij

a P θ,b ,a Q θ,b ,a i n

=

=



= =

 (2.5) 

 

In general, TIF tends to be higher than that for IIF [18].  

 

2.1.3. Standard Error of Measurement (SEM)  

 

The variance of ability estimate in the 2-PL model can 

be estimated as the reciprocal value of TIF at the ability 

estimate. This standard error of ability parameter is 

given as in Eq.(2.6) [18]. 

                                          

( ) ( )
k

2

j j j j j j
j 1

1SEM(θ)= / a P θ,b ,a Q θ,b ,a
=
                (2.6)        

 

2.2. Parameter Estimation of 2-PL Model 

 

Let 
i1 i2 iky ,y ,...,y  be the dichotomous response 

variables of the i th examinee to k items, 

( )1 2 k= a ,a ,...,aa  and ( )1 2 k= b ,b ,...,bb  be the vectors of 

discrimination and difficulty parameters.  When we 

assume that an examinee taking the test responses each 

item independently, the probability of observing a 

particular response matrix of the i-th examinee is given 

as in Eq.(2.7): 

                                         

( ) ( )
k

i1 i1 ik ik i ij ij i
j 1

P Y =y ,...,Y =y θ , , = P Y =y θ , ,
=
a b a b    (2.7) 

 

Then the likelihood function for all responses of 

examinees become as in Eq.(2.8): 

 

ij ij
n 1

j j
i 1

y y
( ) (1 )L θ,a,b = P -P

−

=
                             (2.8) 

 

This function represents the likelihood of obtaining the 

observed data as a function of the model parameters. 

Therefore, it is logical to estimate these model 

parameters using those values that maximize this 

likelihood function.  

 

2.2.1. Joint Maximum Likelihood Estimation (JML) 

 

One of the important tasks when a test is examined is to 

estimate these parameter values because actual values of 

item parameters in a test are unknown. In IRT, 

estimation of both item and ability parameters is a 

crucial process. In the case of the 2-PL model, the log-

likelihood for examinees is shown in Eq.(2.9): 

                                            
n k

ij ij ij ij
i 1 j 1

( ) (1 ) (1 )lnL(θ,a,b)= y ln P y ln P
= =

+ − −        (2.9) 

 

Its partial derivations are taken with respect to each 

parameter and set them to zero. The obtained equations 

are not linear. Therefore, the Newton-Rapson method is 

used to obtain item and ability parameter estimations. 

JML method is used to estimate both item and ability 

parameters treating the parameters as fixed parameters. 

In the first stage, the item parameters are estimated 

assuming known examinee abilities. In the second stage, 

it is assumed that the item parameter values are known 

for the estimated examinee’s ability parameters.  Then, 

the process yields estimates for both item and ability 

parameters [18]. 

 

2.2.2 Bootstrap Method 

 

The bootstrap resampling method allows researchers to 

quantify uncertainty by calculating standard errors and 

confidence intervals and performing significance tests. 

They require fewer assumptions than traditional 

methods and generally give more accurate answers [19].  

In this study, the bootstrap method steps for 2- PL 

model as shown [12]: 

 

Step 1: Estimate item and person parameters based on 

the original sample.  

Step 2: Select the values of the item and person 

parameters randomly from the estimated values. 

Step 3: Generate simulated data sets that fit the 2-PL 

model for each the bootstrap resampling. 

Step 4: Compute the statistics of interest (the average 

estimates of the item and ability parameters) for each of 

the resamples. 

Step 5: Compute averages of the statistics of interest 

across the bootstrap rasamples. 

Step 6: Compare the value of the statistics of interest to 

the average bootstrap values.  

 

3. Simulation Study 

 

A Monte Carlo simulation study was conducted to 

compare estimated ability parameter with JML and 

Bootstrap method using MATLAB R2017b. Item 

numbers and sample sizes were determined as 60, 90, 

180, and 150, 500, 1000, respectively. The ability 

parameters and the item difficulty parameter values 

were generated from N(0,1). Item discrimination 

parameters were randomly selected from the possible 

values of  {0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6}. First, the 

data set of 0’s and 1’s were generated using n ability 

examinees and k items each with two parameters. Using 

n*k data matrix of simulated responses, the JML 

estimates were obtained for item and ability parameters 
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[20, 21]. In addition, the estimated values of ability 

estimation and SEM of ability parameters were obtained 

using the Bootstrap method when all item and ability 

parameters were estimated, SEM of the ability 

parameter estimates of JML were compared with SEM 

of the ability parameter estimates of the Bootstrap 

method. With this aim, we run 100 bootstrap resampling 

for each examinee. For each bootstrap resampling, item 

and ability parameter values were estimated using JML 

estimates again.  

 

4. Results and Discussion 

Estimation and standard error values (SEM) for the 

ability parameter of JML and the Bootstrap were given 

in Table1. The average SEM estimates for the ability 

and item parameters were estimated by using JML and 

the Bootstrap was given in Table1.  

 

Table 1. Average estimations for ability parameter and SEM using JML and bootstrap methods. 

n k a b 𝜽 SEM(𝜽) 𝒂𝒃𝒐𝒐𝒕 𝒃𝒃𝒐𝒐𝒕 𝜽𝒃𝒐𝒐𝒕 SEM(𝜽𝒃𝒐𝒐𝒕) 
 

150 

60 1.0348 0.0040 -0.0032 0.0227 1.2378 -0.0218 0.0038 0.0199 

90 0.9177 -0.1941 0.0098 0.0205 1.0519 -0.1677 0.0194 0.0184 

180 0.9252 0.0119 -0.0009 0.0144 1.0139 0.0180 -0.0083 0.0133 

 

 

500 

60 0.9408 -0.0093 -0.0018 0.0135 1.0644 -0.0166 -0.0118 0.0124 

90 0.9328 -0.0423 0.0004 0.0109 1.0196 -0.0340 0.0084 0.0103 

180 0.9289 0.0988 -0.0033 0.0078 0.9860 0.0941 -0.0139 0.0074 

 

1000 

60 0.9630 -0.1698 0.0043 0.0096 1.0892 -0.1634 0.0066 0.0086 

90 0.9786 -0.1141 0.0022 0.0076 1.0658 -0.1225 0.0030 0.0071 

180 0.9551 0.0470 -0.0042 0.0054 1.0119 0.0544 -0.0044 0.0052 

 

 

Figure 1. Average JML and Bootstrap estimates of 

ability parameter. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Average JML and bootstrap SEM estimates  

of ability parameter. 

 

The Figure1 shows the variations of the discrimination 

parameter for various sample sizes and item numbers in 

this study.   

 

3.1. Comments on Discrimination Parameter:  

 

As shown in Figure2, when the number of items was 

low (k=60), for all sample sizes, it was seen that the 

average JML estimates of item discrimination 



 

              Celal Bayar University Journal of Science  
              Volume 16, Issue 3, 2020, p 333-338 

              Doi: 10.18466/cbayarfbe.622868                                                                                               E. Nazman 

 

337 

parameters were obtained less than the Bootstrap 

method. When the sample size is low (n=150), for all 

item numbers, it was obtained that the average 

discrimination parameter JML estimates were less than 

the Bootstrap method of item discrimination parameters. 

When the sample size increased for all item numbers, 

the average JML estimates differed from the average 

Bootstrap estimates in terms of item discrimination 

parameter. All in all, the Bootstrap method caused an 

increase in the average estimated value of the 

discrimination parameter.  Figure 2 shows the variations 

of the difficulty parameter for various sample sizes and 

item numbers in this study.  The major findings of this 

parameter are as follows: 

 

3.2. Comments on Difficulty Parameter:  

 

The average JML estimates of the item difficulty 

parameters tended to be so close with the average 

Bootstrap estimates of the item difficulty parameters 

when the sample size increased for item number 60, 90, 

and 180.  

 

 

Figure 3. Average JML and Bootstrap estimates of 

discrimination parameter. 

 

When the item number and sample size increased, an 

increase was observed in the average estimate values of 

the item difficulty parameter. The Figure3 shows the 

variations of the ability parameter for various sample 

sizes and item numbers.   

 

 

 

 

3.3. Comments on Ability Parameter:  

 

When the item number and sample size increased, the 

averages JML and Bootstrap estimates of ability 

parameters tended to be so close. Also, when the sample 

size and item number increased, the ability level of the 

examinee is on the decrease. When the sample size was 

and item number was low (n=150 and k=60), the ability 

level tended to increase. However, the average 

Bootstrap estimates were less than the average JML 

estimates in terms of ability parameters. Figure 4 shows 

the variations of the average SEM of the ability 

parameter for various sample sizes and item numbers in 

this study.  

 

3.4. Comments on Standart Error (SEM) of Ability 

Parameter:  

 

When the sample size increased for the low item 

number, the average SEM of JMLs was less than the 

average SEM of the Bootstrap estimates for the ability 

parameter. However, the average SEM of JMLs and the 

Bootstrap estimates were closer when the item number 

and sample sizes increase.  

 

 

Figure 4. Average JML and Bootstrap estimates of 

difficulty parameter. 

 

4. Conclusion 

 

The major focus of this study was to compare the 

performances of Joint Maximum Likelihood and 

Bootstrap methods concerning the ability parameter and 

standard error measurement of ability parameter in two-

parameter logistic model. It is well known that Joint 
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Maximum Likelihood estimates can be biased in some 

cases. According to the study, the Bootstrap is one of 

the approaches that may reduce the bias of Joint 

Maximum Likelihood estimates. It is seen that bootstrap 

method cause decrease on bias of ability parameter 

estimates in this study.  

 

In general, item number has large impact on the 

accuracy of ability estimation than sample size. 

Therefore, Joint Maximum Likelihood and Bootstrap 

estimates give the same results when item number 

increase. The results show that in general for two-

parameter logistic model, as item number increases, the 

accuracy of ability estimate measured by standard error 

measurement increases. However, it is result that 

bootstrap estimates causes an increase in estimation 

variability which can be shown in standard error 

measurement of ability parameter. It is seen that 

bootstrap method cause decrease on bias of estimated 

ability parameter. 
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Abstract 

 

In the present paper we study pointwise bi-slant submersions from almost Hermitian manifolds onto 

Riemannian manifolds as a generalization of anti-invariant, semi-invariant, slant, bi-slant, pointwise semi-

slant, pointwise slant, pointwise hemi-slant submersions. We mainly focus on pointwise bi-slant 

submersions from Kaehler manifolds onto Riemannian manifolds. We give some characterizations for 

such maps. We obtain necessary and sufficient conditions for the totally geodesicness of the distributions 

𝐷1 and 𝐷2 mentioned in the definition of the pointwise bi-slant submersions. Also we investigate the 

geometry of vertical and horizontal distributions. Then we give necessary and sufficient conditions for 

pointwise bi-slant submersions to be totally geodesic. 

Keywords: Almost Hermitian manifold, Pointwise bi-slant submersion. 

 

1. Introduction 

Given 𝑀 and 𝑁 𝐶∞-Riemannian manifold of dimension 

𝑚 and 𝑛 respectively. A surjective 𝐶∞-map 𝜋: 𝑀 → 𝑁 

is a 𝐶∞-submersion if it has maximal rank at any point 

of 𝑀. According to the conditions on the map 𝜋, we 

have several types the following: Riemannian 

submersion [9, 13], slant and semi-slant submersions 

[10, 11, 14, 17], anti-invariant and semi-invariant 

Riemannian submersions [1, 15, 16], pointwise slant 

submersions [4, 12], hemi-slant submersions [2, 19], 

Lagrangian submersions [20], generic submersions [18] 

etc. 

 

The study of Riemannian submersion between 

Riemannian manifolds was initiated by O’Neill [13] and 

Gray [9] in 1960s. Later such submersions were 

considered by Watson [22] under the name of almost 

Hermitian submersions between almost Hermitian 

manifolds. The notions of anti-invariant Riemannian 

submersions and semi-invariant submersions were 

introduced by B. Sahin. Also, Sahin investigated slant 

submersion from almost Hermitian manifold and 

obtained some characterizations. Pointwise slant 

submersions which extend slant submersion were 

studied by J.W. Lee and B. Sahin. They examined the 

relation between slant submanifolds and pointwise slant 

submanifolds and found some important results. 

 

On the other hand, as a generalization of CR-

submanifolds, slant and semi-slant submanifolds, bi-

slant submanifolds in almost contact metric manifolds 

defined by Cabrerizo et al. [6]. In Carriazo [7] studied 

bi-slant immersions in almost Hermitian manifolds. 

Uddin et al. [21] studied warped product bi-slant 

immersions in Kaehler manifolds and obtained some  

 

results. Also Alqahtani et al. [3] investigate geometric 

properties warped product bi-slant submanifolds of 

cosymplectic manifolds and gave an example for 

warped product pseudo-slant submanifolds. 

 

In purpose of the present paper is to examine pointwise 

bi-slant submersions from almost Hermitian manifolds 

onto Riemannian manifolds. In section 2, we review and 

collect some basic properties about almost Hermitian 

manifolds and Riemannian submersions. In section 3 we 

define pointwise bi-slant submersions and investigate 

the geometry of leaves of distributions and we a need 

and sufficient condition to be geodesic of such 

submersions. 

 

2. Preliminaries 

 

In this section we recall some information about almost 

Hermitian manifolds and Riemannian submersions. A 

2𝑛-dimensional smooth manifold 𝑀 is called an almost 

Hermitian manifold with a tensor field 𝐽 of type (1,1) 

and a Riemannian metric 𝑔 such that  

𝐽2 = −𝐼    and    𝑔(𝑋, 𝑌) = 𝑔(𝐽𝑋, 𝐽𝑌). 

An almost Hermitian manifold is said to be Kahler 

manifold if  

(∇𝑋𝐽)𝑌 = 0,    ∀𝑋, 𝑌 ∈ Γ(𝑇𝑀) 

file:///C:/Users/User/Downloads/saykurt@ahievran.edu.tr
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where ∇ is the Levi-Civita connection on 𝑀. 

 

Let 𝜋: 𝑀 → 𝑁 be a 𝐶∞-map between (𝑀, 𝑔𝑀) and 

(𝑁, 𝑔N) 𝐶∞-Riemannian manifolds of dimension 𝑚 and 

𝑛 respectively. A 𝐶∞-submersion 𝜋: 𝑀 → 𝑁 is called a 

Riemannian submersion if at each point 𝑝 of 𝑀, 𝜋∗𝑝 

preserves the length of the horizontal vectors [8]. 

For each 𝑞 ∈ 𝑁, 𝜋−1(𝑞) is an (𝑚 − 𝑛)-dimensional 

submanifold of 𝑀 called fiber. If a vector field on 𝑀 is 

always tangent (or orthogonal) to fibers then it is said to 

be vertical (or horizontal) [13]. A vector field 𝑋 on 𝑀 is 

called basic if it is horizontal and 𝜋∗𝑋𝑝 = 𝑋∗𝜋(𝑝) for 

𝑋∗ ∈ 𝛤(𝑇𝑁) all 𝑝 ∈ 𝑀. We will show the projection 

morphisms on the distributions (ker𝜋∗) and (ker𝜋∗)⊥ 

by 𝒱 and ℋ, respectively. 

 

A Riemannian submersion 𝜋: 𝑀 ⟶ 𝑁 determines two 

(1,2) tensor fields 𝒯 and 𝒜 on 𝑀. These tensor fields 

are called the fundamental tensor fields or the invariants 

of 𝜋. For 𝑋, 𝑌 ∈ Γ(𝑇𝑀), these tensor fields can be given 

by the formulae     

𝒯𝑋𝑌 = ℋ∇𝒱𝑋𝒱𝑌 + 𝒱∇𝒱𝑋ℋ𝑌                        (2.1) 

𝒜𝑋𝑌 = 𝒱∇ℋ𝑋ℋ𝑌 + ℋ∇ℋ𝑋𝒱𝑌                     (2.2) 

where ∇ is the Levi-Civita connection of (𝑀, 𝑔𝑀). On 

the other hand for 𝑈, 𝑉 ∈ Γ(ker𝜋∗) and 𝜉, 𝜂 ∈
Γ((ker𝜋∗)⊥) the tensor fields satisfy the following 

equations    

𝒯𝑈𝑉 = 𝒯𝑉𝑈                                         (2.3) 

𝒜𝜉𝜂 = −𝒜𝜂𝜉 =
1

2
𝒱[𝜉, 𝜂].                     (2.4) 

Note that a Riemannian submersion 𝜋: 𝑀 ⟶ 𝑁 has 

totally geodesic fibers if and only if 𝒯 vanishes 

identically. 

We now remember the following lemma. 

 

Lemma 2.1. ([13]) Let 𝜋: 𝑀 ⟶ 𝑁 be a Riemannian 

submersion between Riemannian manifolds and 

suppose that 𝜉 and 𝜂 are basic vector fields of 𝑀 𝜋-

related to 𝜉∗ and 𝜂∗ on 𝑁. Then  

i.  𝑔𝑀(𝜉, 𝜂) = 𝑔𝑁(𝜉∗, 𝜂∗) ∘ 𝜋,  

ii. [𝜉, 𝜂]ℋ is a basic vector field, 

iii. [𝑉, 𝜉] is vertical for any vector field 𝑉 of (ker𝜋∗),  

iv. (∇𝜉
𝑀𝜂)

ℋ
 is the basic vector field i.e.  

𝜋∗ ((∇𝜉
𝑀𝜂)

ℋ
) = ∇𝜉∗

𝑁 𝜂∗, 

where ∇𝑀 and ∇𝑁 are the Levi-Civita connection on 𝑀 

and 𝑁, respectively.  

Furthermore from (2.1) and (2.2) we have   

∇𝑈𝑉 = 𝒯𝑈𝑉 + ∇̅𝑈𝑉                            (2.5) 

∇𝑈𝜉 = ℋ∇𝑈𝜉 + 𝒯𝑈𝝃                             (2.6) 

∇𝜉𝑈 = 𝒜𝜉𝑈 + 𝒱∇𝜉𝑈                           (𝟐.7) 

∇𝜉𝜂 = ℋ∇𝜉𝜂 + 𝒜𝜉𝜂                            (2.8) 

for 𝜉, 𝜂 ∈ Γ((ker𝜋∗)⊥) and 𝑈, 𝑉 ∈ Γ(ker𝜋∗), where 

∇̅𝑈𝑉 = 𝒱∇𝑈𝑉. Moreover, if 𝜉 is basic then ℋ∇𝑈𝜉 =
𝒜𝜉𝑈. 

Let (𝑀, 𝑔𝑀) and (𝑁, 𝑔N) be Riemannian manifolds and 

𝜓: 𝑀 ⟶ 𝑁 is a smooth mapping between them. The 

second fundamental form of 𝜓 is given by  

∇𝜓∗(𝑋, 𝑌) = ∇𝑋
𝜓

𝜓∗(𝑌) − 𝜓∗(∇𝑋
𝑀𝑌)              (2.9) 

for 𝑋, 𝑌 ∈ Γ(𝑇𝑀), where ∇𝜓 is the pullback connection. 

The smoooth map 𝜓 is said to be harmonic if 

𝑡𝑟𝑎𝑐𝑒∇𝜓∗ = 0 and 𝜓 is called a totally geodesic map if 

(∇𝜓∗)(𝑋, 𝑌) = 0 for 𝑋, 𝑌 ∈ Γ(𝑇𝑀) [5]. 

 

3. Pointwise Bi-slant submersions from Almost                                                                              

Hermitian Manifolds  

 

Definition 3.1. Let (𝑀, 𝑔𝑀, 𝐽) be an almost Hermitian 

manifold and (𝑁, 𝑔𝑁) a Riemannian manifold. A 

Riemannian submersion 𝜋: 𝑀 ⟶ 𝑁 is called a 

pointwise bi-slant submersion if for 𝑖 = 1,2 the angles 

𝜃𝑖 between 𝐽𝑈𝑖 and a pair of orthogonal distributions 𝐷𝑖 , 

respectively, are independent of the choice of the 

nonzero vector 𝑈𝑖 ∈ 𝛤(𝑘𝑒𝑟𝜋∗) such that 𝑘𝑒𝑟𝜋∗ = 𝐷1 ⊕
𝐷2 and 𝐽𝐷𝑖 ⊥ 𝐷𝑗 for 𝑗 = 1,2. Then the angle 𝜃𝑖¸ is called 

the slant function of the pointwise slant submersion.  

 

Let 𝜋: (𝑀, 𝑔𝑀 , 𝐽) → (𝑁, 𝑔𝑁) be a pointwise bi-slant 

submersion. For 𝑈 ∈ Γ(ker𝜋∗), we can write  

𝑈 = 𝑃𝑈 + 𝑄𝑈                                   (3.1) 

where 𝑃𝑈 ∈ Γ(𝐷1) and 𝑄𝑈 ∈ Γ(𝐷2). 

Also, for 𝑈 ∈ Γ(ker𝜋∗), we obtain  

𝐽𝑈 = 𝜙𝑈 + 𝜔𝑈                                 (3.2) 

where 𝜙𝑈 ∈ Γ(ker𝜋∗) and 𝜔𝑈 ∈ Γ(ker𝜋∗)⊥. 

For 𝜉 ∈ Γ(ker𝜋∗)⊥, we have  

𝐽𝜉 = 𝐵𝜉 + 𝐶𝜉                                    (3.3) 

where 𝐵𝜉 ∈ Γ(ker𝜋∗) and 𝐶𝜉 ∈ Γ(ker𝜋∗)⊥. 

The horizontal distribution (ker𝜋∗)⊥ is decompesed as  

(ker𝜋∗)⊥ = 𝜔𝐷1 ⊕ 𝜔𝐷2 ⊕ 𝜇 (3.4) 

where 𝜇 is the complementary distribution to 𝜔𝐷1 ⊕
𝜔𝐷2 in (ker𝜋∗)⊥.Using (3.2) and (3.3) we arrive  

𝜙𝐷1 = 𝐷1, 𝜙𝐷2 = 𝐷2, 𝐵𝜔𝐷1 = 𝐷1 , 𝐵𝜔𝐷2 = D2  

Thus we can give the following result.  

 

Theorem 3.1. Let 𝜋 be a Riemannian submersion from 

an almost Hermitian manifold (𝑀, 𝑔𝑀 , 𝐽) onto a 

Riemannian manifold (𝑁, 𝑔𝑁). Then 𝜋 is a pointwise bi-



 

              Celal Bayar University Journal of Science  
              Volume 16, Issue 3, 2020, p 339-343  

              Doi: 10.18466/cbayarfbe.683771                                                                                        S. Aykurt Sepet 

 

341 

slant submersion if and only if there exist bi-slant 

function 𝜃𝑖 defined on 𝐷𝑖  such that  

𝜙2 = −(cos2𝜃𝑖)𝐼, 𝑖 = 1,2.  

Proof. The proof of this theorem is the same as slant 

submersions [17].  

Theorem 3.2. Let 𝜋 be a pointwise bi-slant submersion 

from Kaehlerian manifold (𝑀, 𝑔𝑀 , 𝐽) onto a Riemannian 

manifold (𝑁, 𝑔𝑁) with bi-slant functions 𝜃1, 𝜃2. Then 

the distribution 𝐷1 defines a totally geodesic foliation if 

and only if  

sin2𝜃1𝑔𝑀([𝑈, 𝜉], 𝑉) = sin2𝜃1𝜉[𝜃1]𝑔𝑀(𝑈, 𝑉) +

𝑔𝑀(𝒜𝜉𝜔𝜙𝑈, 𝑉) − 𝑔𝑀(𝒜𝜉𝜔𝑈, 𝜙𝑉) −

𝑔𝑀(ℋ∇𝜉𝜔𝑈, 𝜔𝑉)   

and 𝑔𝑀(𝒯𝑈𝜔𝑉, 𝜙𝑊) + 𝑔𝑀(ℋ∇𝑈𝜔𝑉, 𝜔𝑊) = 0 

where 𝑈, 𝑉 ∈ 𝐷1, 𝑊 ∈ 𝐷2 and 𝜉 ∈ Γ((ker𝜋∗)⊥).  

Proof. For any 𝑈, 𝑉 ∈ 𝐷1 and 𝜉 ∈ 𝐷2 we can write   

𝑔𝑀(∇𝑈𝑉, 𝜉) = −𝑔𝑀([𝑈, 𝜉], 𝑉) − 𝑔𝑀(∇𝜉𝑈, 𝑉)     

                       = −𝑔𝑀([𝑈, 𝜉], 𝑉) − 𝑔𝑀(∇𝜉𝜙𝑈, 𝐽𝑉)

− 𝑔𝑀(∇𝜉𝜔𝑈, 𝐽𝑉) 

                            = −𝑔𝑀([𝑈, 𝜉], 𝑉) + 𝑔𝑀(∇𝜉𝜙2𝑈, 𝑉)

+ 𝑔𝑀(∇𝜉𝜔𝜙𝑈, 𝑉) − 𝑔𝑀(∇𝜉𝜔𝑈, 𝐽𝑉). 

From Theorem 3.1, the above equation takes the form 

 sin2𝜃1𝑔𝑀(∇𝑈𝑉, 𝜉) = −sin2𝜃1𝑔𝑀([𝑈, 𝜉], 𝑉) 

                                +𝑔𝑀(∇𝜉𝜔𝜙𝑈, 𝑉) − 𝑔𝑀(∇𝜉𝜔𝑈, 𝐽𝑉) 

                               +sin2𝜃1𝑋[𝜃1]𝑔𝑀(𝑈, 𝑉). 

Thus using (2.8) we have  

sin2𝜃1𝑔𝑀(∇𝑈𝑉, 𝜉) = −sin2𝜃1𝑔𝑀([𝑈, 𝜉], 𝑉)  

                                 +𝑔𝑀(𝒜𝜉𝜔𝜙𝑈, 𝑉) − 𝑔𝑀(𝒜𝜉𝜔𝑈, 𝜙𝑉)

+ sin2𝜃1𝑋[𝜃1]𝑔𝑀(𝑈, 𝑉) 

                             −𝑔𝑀(ℋ∇𝜉𝜔𝑈, 𝜔𝑉).  

Furthermore, for 𝑊 ∈ Γ(𝐷2)       

𝑔𝑀(∇𝑈𝑉, 𝑊) = 𝑔𝑀(∇𝑈𝜙𝑉, 𝐽𝑊)  + 𝑔𝑀(∇𝑈𝜔𝑉, 𝐽𝑊)  

                 = −𝑔𝑀(∇𝑈𝜙2𝑉, 𝑊) + 𝑔𝑀(∇𝑈𝜔𝑉, 𝐽𝑊) 

From the equation (2.6) and Theorem 3.1 we arrive at  

sin2𝜃1𝑔𝑀(∇𝑈𝑉, 𝑊) = 𝑔𝑀(𝒯𝑈𝜔𝑉, 𝜙𝑊)  

                                    +𝑔𝑀(ℋ∇𝑈𝜔𝑉, 𝜔𝑊).  
 

Theorem 3.3. Let 𝜋 be a pointwise bi-slant submersion 

from Kaehlerian manifold (𝑀, 𝑔𝑀 , 𝐽) onto a Riemannian 

manifold (𝑁, 𝑔𝑁) with bi-slant functions 𝜃1, 𝜃2. Then 

the distribution 𝐷2 defines a totally geodesic foliation if 

and only if  

sin2𝜃2𝑔𝑀([𝑊, 𝜉], 𝑍) = sin2𝜃2𝜉[𝜃1]𝑔𝑀(𝑊, 𝑍) +

𝑔𝑀(𝒜𝜉𝜔𝜙𝑊, 𝑍) − 𝑔𝑀(𝒜𝜉𝜔𝑊, 𝜙𝑍) −

𝑔𝑀(ℋ∇𝜉𝜔𝑊, 𝜔𝑍)  

and   

𝑔𝑀(𝒯𝑊𝜔𝑍, 𝜙𝑈) + 𝑔𝑀(ℋ∇𝑊𝜔𝑍, 𝜔𝑈) = 0 

where 𝑈 ∈ 𝐷1, 𝑊, 𝑍 ∈ 𝐷2 and 𝜉 ∈ Γ((ker𝜋∗)⊥).  

Proof. By using similar method in Theorem 3.2 the 

proof of this theorem can be easily made.  

Theorem 3.4. Let 𝜋 be a pointwise bi-slant submersion 

from Kaehlerian manifold (𝑀, 𝑔𝑀 , 𝐽) onto a Riemannian 

manifold (𝑁, 𝑔𝑁) with bi-slant functions 𝜃1, 𝜃2. Then 

the distribution (𝑘𝑒𝑟𝜋∗)⊥ defines a totally geodesic 

foliation on 𝑀 if and only if  

𝑔𝑀(ℋ∇𝜉𝜂, 𝜔𝜙𝑈) = (cos2𝜃1 − cos2𝜃2)𝑔𝑀(𝐴𝜉𝜂, 𝑄𝑈)  

+𝑔𝑀(𝜔𝒜𝜉𝜂, 𝜔𝑈) + 𝑔𝑀(𝐶ℋ∇𝜉𝜂, 𝜔𝑈).  

where 𝜉, 𝜂 ∈ Γ(ker𝜋∗)⊥ and 𝑈 ∈ (ker𝜋∗).  

Proof. Suppose that 𝜉, 𝜂 ∈ Γ(ker𝜋∗)⊥ and 𝑈 ∈ (ker𝜋∗). 

So we can write   

𝑔𝑀(∇𝜉𝜂, 𝑈) = −𝑔𝑀(∇𝜉𝜂, 𝜙2𝑃𝑈) + 𝑔𝑀(𝐽∇𝜉𝜂, 𝜔𝑈) 

                   −𝑔𝑀(∇𝜉𝜂, 𝜔𝜙𝑈) − 𝑔𝑀(∇𝜉𝜂, 𝜙2𝑄𝑈). 

From Theorem 3.1 we obtain  

𝑔𝑀(∇𝜉𝜂, 𝑈) = cos2𝜃1𝑔𝑀(∇𝜉𝜂, 𝑃𝑈) − 𝑔𝑀(∇𝜉𝜂, 𝜔𝜙𝑈) 

                         +𝑔𝑀(𝐽∇𝜉𝜂, 𝜔𝑈) + cos2𝜃2𝑔𝑀(∇𝜉𝜂, 𝑄𝑈).  

Using the equations (2.8) and 𝑃𝑈 = 𝑈 − 𝑄𝑈 we have  

sin2𝜃1𝑔𝑀(∇𝜉𝜂, 𝑈) = −𝑔𝑀(ℋ∇𝜉𝜂, 𝜔𝜙𝑈) +

𝑔𝑀(𝜔𝒜𝜉𝜂, 𝜔𝑈) + 𝑔𝑀(𝐶ℋ∇𝜉𝜂, 𝜔𝑈) + (cos2𝜃2 −

cos2𝜃1)𝑔𝑀(𝐴𝜉𝜂, 𝑄𝑈).  

Considering above equation we have the desired 

equation.  

 

Theorem 3.5. Let 𝜋 be a pointwise bi-slant submersion 

from Kaehler manifold (𝑀, 𝑔𝑀, 𝐽) onto a Riemannian 

manifold (𝑁, 𝑔𝑁) with bi-slant functions 𝜃1, 𝜃2. Then 

the distribution (𝑘𝑒𝑟𝜋∗) defines a totally geodesic 

foliation on 𝑀 if and only if   

𝑔𝑀(𝒜𝜉𝜔𝑈, 𝜙𝑉) = −sin2𝜃1𝑔𝑀([𝑈, 𝜉], 𝑉) +

sin2𝜃1𝜉[𝜃1]𝑔𝑀(𝑃𝑈, 𝑃𝑉)−𝑔𝑀(ℋ∇𝜉𝜔𝑈, 𝜔𝑉)  +

sin2𝜃2𝜉[𝜃2]𝑔𝑀(𝑄𝑈, 𝑄𝑉) − 𝑔𝑀(𝒜∇𝜉𝜔𝜙𝑈, 𝑉) 

+(cos2𝜃1 − cos2𝜃2)𝑔𝑀(𝒱∇𝜉𝑈, 𝑉) 

where 𝜉 ∈ Γ(ker𝜋∗)⊥ and 𝑈, 𝑉 ∈ (ker𝜋∗).  

Proof. Given 𝜉 ∈ Γ(ker𝜋∗)⊥ and 𝑈, 𝑉 ∈ (ker𝜋∗). Then 

we derive  

𝑔𝑀(∇𝑈𝑉, 𝜉) = −𝑔𝑀([𝑈, 𝜉], 𝑉) − 𝑔𝑀(𝐽∇𝜉𝑈, 𝐽𝑉)  

                    = −𝑔𝑀([𝑈, 𝜉], 𝑉) − 𝑔𝑀(∇𝜉𝜙2𝑃𝑈, 𝑉) 

                       −𝑔𝑀(∇𝜉𝜙2𝑄𝑈, 𝑉) + 𝑔𝑀(∇𝜉𝜔𝜙𝑈, 𝑉)         

                       −𝑔𝑀(∇𝜉𝜔𝑈, 𝐽𝑉). 

By using Theorem 3.1 we have  

𝑔𝑀(∇𝑈𝑉, 𝜉) = sin2𝜃1𝜉[𝜃1]𝑔𝑀(𝑃𝑈, 𝑃𝑉)  
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              −𝑔𝑀([𝑈, 𝜉], 𝑉) − cos2𝜃2𝑔𝑀(∇𝑈𝑄𝑉, 𝜉) 

                  +𝑔𝑀(∇𝜉𝜔𝜙𝑈, 𝑉) − cos2𝜃1𝑔𝑀(∇𝜉𝑃𝑉, 𝜉) 

                       +sin2𝜃2𝜉[𝜃2]𝑔𝑀(𝑄𝑈, 𝑄𝑉)  

                      −𝑔𝑀(∇𝜉𝜔𝑈, 𝐽𝑉)   

Making use of equations (2,7), (2.8) and 𝑃𝑈 = 𝑈 − 𝑄𝑈 

we arrive   

sin2𝜃1𝑔𝑀(∇𝑈𝑉, 𝜉) = (cos2𝜃1 − cos2𝜃2)𝑔(𝒱∇𝜉𝑄𝑈, 𝑉) 

                             −sin2𝜃1𝑔𝑀([𝑈, 𝜉], 𝑉)−𝑔𝑀(𝒜𝜉𝜔𝑈, 𝜙𝑉) 

                          +𝑔𝑀(𝒜𝜉𝜔𝜙𝑈, 𝑉) − 𝑔𝑀(ℋ∇𝜉𝜔𝑈, 𝜔𝑉)  

                             +(sin2𝜃1)𝜉[𝜃1]𝑔𝑀(𝑃𝑈, 𝑃𝑉)  

                             +(sin2𝜃2)𝜉[𝜃2]𝑔𝑀(𝑄𝑈, 𝑄𝑉)  

Using above equation we obtain the desired equation.  

 

Theorem 3.6. Let 𝜋 be a pointwise bi-slant submersion 

from Kaehler manifold (𝑀, 𝑔𝑀 , 𝐽) onto a Riemannian 

manifold (𝑁, 𝑔𝑁) with bi-slant functions 𝜃1, 𝜃2. Then 𝜋 

is totally geodesic if and only if  

cos2𝜃1𝒯𝑈𝑃𝑉 + cos2𝜃2𝒯𝑈𝑄𝑉 = 𝐶ℋ∇𝑈𝜔𝑉 + 𝜔𝒯𝑈𝜔𝑉 

and  

cos2𝜃1𝒜𝜉𝑃𝑈 + cos2𝜃2𝒜𝜉𝑄𝑈 = −𝐶ℋ∇𝜉𝜔𝑉 − 𝜔𝒜𝜉𝜔𝑉 

where 𝜉 ∈ Γ(ker𝜋∗)⊥ and 𝑈, 𝑉 ∈ (ker𝜋∗).  

Proof. Firstly since 𝜋 is a Riemannian submersion for 

𝜉, 𝜂 ∈ Γ(ker𝜋∗)⊥ we have  

(∇𝜋∗)(𝜉, 𝜂) = 0. 

Therefore for 𝜉, 𝜂 ∈ Γ(ker𝜋∗)⊥ and 𝑈, 𝑉 ∈ (ker𝜋∗) it is 

enough to show that (∇𝜋∗)(𝑈, 𝑉) = 0 and 

(∇𝜋∗)(𝜉, 𝑈) = 0. So we can write  

(∇𝜋∗)(𝑈, 𝑉) = −𝜋∗(∇𝑈𝑉). 

Then using the equation (2.6) and (2.7), we obtain   

(∇𝜋∗)(𝑈, 𝑉) = −𝜋∗(∇𝑈𝑉) = −𝜋∗(𝐽∇𝑈𝜙𝑉 + 𝐽∇𝑈𝜔𝑉) 

         = −𝜋∗(∇𝑈𝜙2𝑃𝑉 + ∇𝑈𝜙2𝑄𝑉 +
                             𝐽∇𝑈𝜔𝑉). 

From Theorem 3.1 we find  

(∇𝜋∗)(𝑈, 𝑉) = −𝜋∗(−cos2𝜃1∇𝑈𝑃𝑉 − cos2𝜃2∇𝑈𝑄𝑉
+ 𝐽∇𝑈𝜔𝑉) 

                        = 𝜋∗(cos2𝜃1(𝒯𝑈𝑃𝑉 + ∇̅𝑈𝑃𝑉) +
                              cos2𝜃2(𝒯𝑈𝑄𝑉 + ∇̅𝑈𝑄𝑉)−𝐽𝒯𝑈𝜔𝑉 −
                              𝐽ℋ∇𝑈𝜔𝑉). 

Therefore we arrive at the first equation of Theorem 3.6. 

On the other hand, we have  

(∇𝜋∗)(𝜉, 𝑈) = −𝜋∗(∇𝜉𝑈). 

Then using the equation (2.7) and (2.8), we arrive   

(∇𝜋∗)(𝜉, 𝑈) = 𝜋∗(cos2𝜃1(𝒜𝜉𝑃𝑈 + 𝒱∇𝜉𝑃𝑈)

+ cos2𝜃2(𝒜𝜉𝑄𝑈 + 𝒱∇𝜉𝑄𝑈)−𝐽𝒜𝜉𝜔𝑈

− 𝐽ℋ∇𝜉𝜔𝑈). 

This concludes the proof.  

 

Author’s Contributions 

 

S. Aykurt Sepet: Drafted and wrote the manuscript, 

performed the experiment and result analysis. 

 

Ethics 

 

There are no ethical issues after the publication of this 

manuscript. 

 

References 

 
1. Akyol, MA, Sahin, B. 2016. Conformal anti-invariant submersions 

from almost Hermitian manifolds. Turkish Journal of Mathematics.; 
40: 43-70. 

 

2. Akyol, MA, Gündüzalp, Y. 2016. Hemi-slant submersions from 
almost product Riemannian manifolds. Gulf Journal of Mathematics; 

4(3): 15-27. 

 
3. Alqahtani, LS, Stankovic, MS, Uddin, S. 2017. Warped Product Bi-

slant Submanifolds of Cosymplectic Manifolds. Filomat; 31(16): 

5065-5071. 
 

4. Aykurt Sepet, S, Ergüt, M. 2016. Pointwise slant submersions from 

cosymplectic manifolds. Turkish Journal of Mathematics; 40: 582-
593. 

 
5. Baird, P, Wood,  JC. Harmonic morphisms between Riemannian 

manifolds. London Mathematical Society Monographs, Oxford 

University Press, Oxford 2003. 
 

6. Cabrerizo, JL, Carriazo, A, Fernandez, LM, Fernandez, M. 1999. 

Slant Submanifolds in Sasakian Manifolds. Geometriae Dedicata; 
183-199. 

 

7. Carriazo, A. “Bi-slant Immersions,” In Proceeding of the ICRAMS, 
2000, 88-97. 

 

8. Falcitelly, M, Ianus, S, Pastore, AM. Riemannian Submersions and 
Related Topics, World Scientific, River Edge, NJ, 2004. 

 

9. Gray, A. 1967. Pseudo-Riemannian almost product manifolds and 
submersions. Journal of Mathematics and Mechanics.; 16: 715-737. 

 

10. Gündüzalp, Y. 2013. Slant submersions from almost product 
Riemannian manifolds. Turkish Journal of Mathematics.; 37: 863-873. 

 

11. Gündüzalp, Y. 2016. Semi-slant submersions from almost product 
Riemannian manifolds. Demonstratio Mathematica; 49(3): 345-356. 

 

12. Lee, JW, Sahin, B. 2014. Pointwise slant submersions. Bulletin of 

the Korean Mathematical Society; 51(4): 1115-1126. 
 

13. O’Neill, B. 1966. The fundamental equations of a submersion. 

Michigan Mathematical Journal.; 13: 458-469.  
 

14. Park, KS, Prasad, R. 2013. Semi-slant submersions. Bulletin of the 

Korean Mathematical Society; 50(3):   951-962. 
 

15. Şahin, B. 2010. Anti-invariant Riemannian submersions from 

almost Hermitian manifolds. Central European Journal of 
Mathematics; 8(3): 437-447.  

 

16. Şahin, B. 2011. Semi-invariant Riemannian submersions from 
almost Hermitian manifolds. Canadian Mathematical Bulletin; 56: 

173-183. 

 



 

              Celal Bayar University Journal of Science  
              Volume 16, Issue 3, 2020, p 339-343  

              Doi: 10.18466/cbayarfbe.683771                                                                                        S. Aykurt Sepet 

 

343 

17. Şahin, B. 2011. Slant submersions from almost Hermitian 

manifolds. Bulletin Mathématique de la Société des Sciences 

Mathématiques de Roumanie; 54(102): 93-105.  
 

18. Sayar, C, Taştan, HM, Özdemir, F, Tripathi, MM. 2020. Generic 

submersions from Kaehlerian Manifolds. Bulletin of the Malaysian 
Mathematical Sciences Society; 43: 809-831. 

 

19. Taştan HM, Şahin B, Yanan, Ş. 2016. Hemi-slant submersions. 
Mediterranean Journal of Mathematics; 13: 2171-2184. 

20. Tastan, HM. 2017. Lagrangian submersions from normal almost 

contact manifolds. Filomat; 31(12): 3885-3895. 
 

21. Uddin, S, Chen, BY, Al-Solamy, FR. 2017. Warped Product Bi-

slant Immersions in Kaehler Manifolds. Mediterranean Journal of 
Mathematics; 14 (95). 

 

22. Watson, B. Almost Hermitian submersions. 1976. Journal of 

Differential Geometry; 11(1): 147-165. 

 



 

              Celal Bayar University Journal of Science  
              Volume 16, Issue 3, 2020, p 345-349 

              Doi: 10.18466/cbayarfbe.681519                                                                                                     M. İnce 

 

345 

Celal Bayar University Journal of Science 

 

Optimization of Base Energy Resolution in Hemispherical Deflector 

Analyzer by using Genetic Algorithm 
 

Murat İnce1*, Nimet Işık2 

 
1 Vocational School of Technical Sciences, Isparta University of Applied Sciences, Isparta, Turkey  
2 Mathematics and Science Education Department, Burdur Mehmet Akif Ersoy University, Turkey 

*muratince@isparta.edu.tr 

*Orcid No: 0000-0001-5566-5008 

 

Received: 29 January 2020 

Accepted: 14 September 2020 

DOI: 10.18466/cbayarfbe.681519 

 

Abstract 

 

The aim of this study is to demonstrate the Genetic Algorithm (GA) optimization results for energy 

resolutions of the Hemispherical Deflector Analyzer (HDA). The HDAs are designed specifically to 

distinguish electrons according to their energies. In this context, high energy resolutions are important for 

the prevention of experimental data loss. Thus, the energy resolution values can be obtained in a short 

time with the aid of the genetic algorithm implemented in the proposed software. Genetic algorithm (GA) 

is an effective method developed with artificial intelligence technology. For the first time, analyzer 

resolution values in the widest range in the literature were calculated by genetic algorithm software. 

Optimum solutions not only for centric entry HDA but also for paracentric entry Hemispherical Deflector 

Analyzer (HDA) were obtained by the genetic algorithm. 

 

Keywords: Artificial intelligence, electron optics, electrostatic energy analyzer, genetic algorithm, 

optimization. 

 

1. Introduction 

 

Energy resolution studies are investigations aimed at 

increasing the resolution of energy analyzers used in a 

wide range of fields, from atomic and molecular physics 

to medical physics [1]. An ideal energy analyzer with 

high resolution means that the detector located at the 

analyzer output can better represent, solve, and 

distinguish different energetic charged particles. The 

numerically calculations to determine the energy 

resolution of hemispherical deflector analyzer dates back 

to the results by Kuyatt and Simpson [2] in the late 

1960s, but novel methods of producing fast and effective 

solutions remain important today. Energy profiles of 

transmitted particles and variation of the observed 

energy resolution of an HDA with mean kinetic energy 

are given by Imhof et al. [3]. It has been proposed to 

improve the energy resolution of charged particles 

analyzed by slowing down in subsequent studies [4-7]. 

Benis and Zouros [8] first showed that the energy 

resolution of an HDA can be improved by displacing the 

HDA input to a new position from the conventional 

position of R (mean radius). With this method, called 

with paracentric entry HDA, high energy resolution has 

been achieved [9,10]. The computational results of base 

energy resolution as a the function of beam entry 

diameter are given by Sise et al. [11]. These calculations 

are carried out by the electron ray-tracing program 

SIMION which uses the finite difference method [12]. 

The basic parameters used to determine the energy 

resolution are dispersion, magnification M and deviation 

coefficients. For this reason, the calculation values 

obtained for the different configurations of these 

parameters are also given by Sise et al. [13]. In these 

studies, the energy resolution is calculated for some 

values of parameters. Although these studies in the 

literature are successful, they need an appropriate dataset 

to predict an unknown data with high accuracy. 

Moreover, some of these studies require a training 

dataset. In this study, the energy resolution is calculated 

for a wide range of parameter values to get a dataset for 

future studies without any previously known data. 

 

The aim of this study is the investigation of optimum 

base energy resolution of the centric and paracentric 

entry HDA using the genetic algorithm. GA is an 

artificial search algorithm based on the mechanics of 

biological evolution [14]. The GA is used widely for 

many search and optimization problems such as science, 

business, engineering and education areas [15,16]. In 

physics, GAs is used for irreversible radiative-type heat 

engine optimization [17] and lithium-ion battery model 

optimization [18]. Similarly, in this study, the GA is 
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used effectively to optimize the base energy resolution of 

the hemispherical deflector energy analyzers over a wide 

range of parameters. The energy resolution equation has 

many parameters in a wide range of values. Thus, the 

GA is useful for these types of equations to get optimum 

values in a fast and simple way. 

 

This study consists of three basic parts: In Section 2, the 

energy resolution of the HDA and the genetic algorithm 

explained. Section 3 gives the results of the proposed 

method. The last section concludes the study. 

 

2. Material and Methods 

2.1. Base Energy Resolution of Hemispherical 

Deflector Analyzer 

 

The HDA base energy resolution is related to the 

maximal beamwidth of electrons. It is defined as the full 

width of the energy transmission function. The base 

energy resolution of HDA is given by 

 
∆E

E
=

∆rπ−M∆r0

D
−

P1

D
α −

P2

D
α2              (2.1) 

 

Here, 𝑀 and 𝐷 represent the analyzer magnification, and 

energy dispersion, respectively. 𝑃1  and 𝑃2 stand for the 

angular aberration coefficients. ∆r0 stands for the 

beamwidth of the analyzer entry and ∆rπ represent the 

exit beam width for the hemispherical deflector analyzer. 

Boundaries of these parameters are as follow; 0 < 𝛼 < 5, 

0 < ∆𝑟𝜋< 2, 0 < ∆𝑟0 < 2, -2 < 𝑀 < 4, 100 < 𝐷 < 500, -250 

< 𝑃1  < 250 and -250 < 𝑃2 < 250. 

 

2.2. Basic Principles of the Genetic Algorithm 

Method 

 

A genetic algorithm is a heuristic optimization and 

search method to find the best solutions for many 

problems [19]. As an evolutionary algorithm, the GA is 

inspired by evolutionary genetics in biology.  

Inheritance, mutation, selection, and crossover are 

fundamental components of the GA [20]. The basic steps 

of the GA are shown in Figure 1. Firstly, the population 

is initialized with random chromosomes. Then, 

according to the fitness function, each individual 

chromosome is evaluated. Best fitted chromosomes are 

selected to the new population. Selected chromosomes 

are reproduced by crossing over and mutated [21]. 

Thereafter, the new population is exposed to the new 

iteration. When the maximum number of generation 

count or termination conditions is reached, the GA is 

stopped [22]. The GA is used for many optimizations, 

search, and selection problems. The best parameters of 

components, arrangement, pinch, and approach point are 

obtained by optimization of a heat recovery steam 

generator [23]. In Askarzadeh’s study [24], power 

generation in a Microgrid is optimized for minimization 

of the energy production cost in the smart grid 

framework. In another study, optimal sensor placement 

is obtained for the construction of accurate strain maps 

for large-scale structural components [25]. Armaghani 

et. al. [26] make airblast prediction to minimize or 

reduce the environmental effects of overpressure. In 

another study, the electrical power load is forecasted to 

balance the electricity supply and demand [27]. 

 

 
Figure 1. Flow chart of genetic algorithm. 

 

3. Results and Discussion 

 

The proposed GA is used to find a base energy 

resolution of HDA using Equation (2.1).  

 

1. The initial population is generated. 

𝛼, ∆𝑟𝜋, ∆𝑟0, 𝑀, 𝐷, 𝑃1 and 𝑃2 that are variables in 

base energy resolution equation which are encoded 

as a chromosome with real numbers according to the 

boundaries (Figure 2). In this encoding, each 

chromosome is regarded as a candidate solution 𝐶𝑆1 

to 𝐶𝑆𝑛 where n is population size. 𝐶𝑆1𝐺1 to 𝐶𝑆𝑛𝐺1 

are genes that represent 𝛼, 𝐶𝑆1𝐺2 to 𝐶𝑆𝑛𝐺2 are 

genes that represent, ∆𝑟𝜋, 𝐶𝑆1𝐺3 to 𝐶𝑆𝑛𝐺3 are genes 

that represent  ∆𝑟0, 𝐶𝑆1𝐺4 to 𝐶𝑆𝑛𝐺4 are genes that 

represent 𝑀, 𝐶𝑆1𝐺5 to 𝐶𝑆𝑛𝐺5 are genes that 

represent 𝐷, 𝐶𝑆1𝐺6 to 𝐶𝑆𝑛𝐺6 are genes that 

represent 𝑃1, 𝐶𝑆1𝐺7 to 𝐶𝑆𝑛𝐺7 are genes that 

represent 𝑃2.  

2. In Equation (2.1), 
∆E

E
 is expected to be have a 

maximum value. Therefore, the fitness function 

which is to be minimized is founded as:  

 

F(x) = 1 (
∆rπ−M∆r0

D
−

P1

D
α −

P2

D
α2)⁄   (3.1) 
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3. Calculate the initial chromosome population 

according to the F(x) fitness function. Then, using 

the election rate, the best chromosomes that 

minimize the F(x) are selected to the new population 

(Figure 3). After, new chromosomes are regenerated 

and mutated by the mutation rate. The population 

size was 100, the mutation rate was 0.25, the 

election rate was 0.15, and the maximum generation 

count (ε) was 1000.  

4. When the maximum generation count (ε) is reached, 

GA is finished. The best chromosome in the last 

population is shown as the base energy resolution of 

the HDA (Figure 4). In Fig. 5, the genetic algorithm 

solutions for the M versus P1 and P2 values for α=0˚, 

Δrπ=0, Δr0 =1.97, D=100 mm are given. Although 

the variation of energy resolution parameters has 

been examined using different methods in the 

literature [10,11], for the first time in the literature, 

the variation of these parameters in Fig. 5 is given in 

detail, to the best of our knowledge. 

 

 

 

Figure 2. Encoded chromosomes and their boundaries for base energy resolution optimization. 

 

 

Figure 3. Fitness function values that is to be 

minimized. 

 

 

Figure 4. Base energy resolution values that is to be 

maximized. 

 

The computation results are obtained with the genetic 

algorithm for the HDA. The calculations are performed 

using Equation (1) according to 0 < 𝛼 < 5, 0 < ∆𝑟𝜋< 2, 0 

< ∆𝑟0 < 2, -2 < 𝑀 < 4, 100 < 𝐷 < 500, -250 < 𝑃1  < 250 

and -250 < 𝑃2 < 250. For this context, comparison of  𝑀 

versus 𝑃1  and 𝑃2 values for α=0˚, Δrπ=0, Δr0 =1.97, 

D=100 mm are given in Figure 5. Moreover comparison 

of  𝑀  versus 𝑃1  and 𝑃2   values for α=0˚, Δrπ=0, Δr0 

=1.97, D=100 mm are given in Figure 6. Considering 

the results, the GA gives the analyzer parameter values 

over a wide range of the operation. 

 

 

Figure 5. The genetic algorithm solutions for the M 

versus P1 and P2 values for α=0˚, Δrπ=0, Δr0 =1.97, 

D=100 mm. 
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Figure 6. The genetic algorithm solutions for the M 

versus Δrπ and Δr0 values for α=1˚, D=100 mm, P1=P2=-

250. 

 

4. Conclusion 

 

In this study, the base energy resolution of the 180˚ 

hemispherical deflector energy analyzers are calculated 

for optimization over a wide range of parameters. An 

artificial intelligence method, GA, is used for these 

calculations. The results have been presented in 

graphical form to show the effectiveness of the 

algorithm. The evolutionary computing based GA is 

useful for experimental studies in terms of giving 

solutions for many problems with a large number of 

parameters. While searching for solutions for the base 

energy resolutions, the fact that being trapped within the 

local minimums can be prevented by running the GA 

several times. The results show that the GAs prove to be 

an efficient tool to provide usable optimal solutions in a 

short amount of time. The proposed algorithm for HDA 

base energy resolution equations provides a list of good 

solutions and not just a single solution. Therefore, the 

GA method is very useful when the search space is very 

large and there are a large number of parameters 

involved. Without using any training dataset like ANN, 

Regression, etc., the GAs are very simple to apply for 

many problems and also fast for other methods. This 

article can guide for experimentalists to acquire 

optimum parameter values for the HDA having high 

energy resolution. 
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Abstract 

The study of operators plays an essential role in Mathematics, especially in Geometric Function Theory in 

Complex Analysis and its related fields. Many derivative and integral operators can be written in terms of 

convolution of certain analytic functions. The class of analytic functions, which has an essential place in 

the theory of geometric functions, has been studied by many researchers before. This topic still maintains 

its popularity today. In this paper, we investigate certain subclasses of analytic functions defined by 

generalized differential operators involving binomial series. Also, we obtain coefficient estimates 

involving of the nonhomogeneous Cauchy-Euler differential equation of order 𝑟. 

Keywords: Analytic functions, coefficient bounds, differential operator, subordination. 

1. Introduction 

Let 𝐴 denote the class of all analytic functions in the 

open unit disc 

𝔻 = {𝑧 ∈ ℂ ∶ |𝑧| < 1} 

and having the form for 𝑧 ∈ 𝔻, 

𝑓(𝑧) = 𝑧 + ∑ 𝑎𝑛𝑧𝑛

∞

𝑛=2

.                          (𝟏) 

A function 𝑓 ∈ 𝐴 is said to belong to the class 𝑆∗(𝛼) of 

starlike functions of order 𝛼 if and only if 

Re (1 +
𝑧𝑓′(𝑧)

𝑓(𝑧)
) > 𝛼                             (𝟐) 

for 𝑧 ∈ 𝔻 and 0 ≤ 𝛼 < 1. 

Also, a function 𝑓 ∈ 𝐴 is said to belong to the class 

𝐾(𝛼) of convex functions of order 𝛼 if and only if 

Re (1 +
𝑧𝑓′′(𝑧)

𝑓′(𝑧)
) > 𝛼                             (𝟑) 

for 𝑧 ∈ 𝔻 and 0 ≤ 𝛼 < 1. 

The classes 𝑆∗(𝛼) and 𝐾(𝛼) considered by Silverman 

[9]. We consider that 𝑆∗(0) and 𝐾(0) are respectively, 

the classes of starlike functions and convex functions. 

Let the functions 𝑓, 𝑔 ∈ 𝐴 be analytic in 𝔻. Then 𝑓 is 

said to be subordinate 𝑔 if there exists a Schwarz 

function  𝑤(𝑧) on 𝔻 with 𝑤(0) = 0, |𝑤(𝑧)| < 1, such 

that 𝑓(𝑧) = 𝑔(𝑤(𝑧)) for 𝑧 ∈ 𝔻. We denote this 

subordination by 𝑓(𝑧) ≺ 𝑔(𝑧) for 𝑧 ∈ 𝔻. In particular, 

if the function 𝑔 is univalent in 𝔻, then we get 

𝑓(𝑧) ≺ 𝑔(𝑧) ⇔ 𝑓(0) = 𝑔(0) and 𝑓(𝔻) ⊂ 𝑔(𝔻). 

Making use of the binomial series for 𝑘 ∈ ℕ ≔
{1,2,3, ⋯ }, 𝑚 ∈ ℕ0 = ℕ ∪ {0} 

(1 − 𝜆)𝑘 = ∑ (
𝑘

𝑚
) (−1)𝑚𝜆𝑚

𝑘

𝑚=0

 

and for 𝑓 ∈ 𝐴, 𝜆 ∈ ℝ, 𝜇 ≥ 0 with 𝜆 + 𝜇 > 0 and 𝛿 ∈
ℕ0, Wanas [11] introduced the differential operator 

𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧) which is defined as follows: 

𝑊𝜆,𝜇
𝑘,0𝑓(𝑧) = 𝑓(𝑧) 

𝑊𝜆,𝜇
𝑘,1𝑓(𝑧) 

=
[1 − (1 − 𝜆)𝑘]𝑓(𝑧) + [1 − (1 − 𝜇)𝑘]𝑧𝑓′(𝑧)

2 − (1 − 𝜆)𝑘 − (1 − 𝜇)𝑘
 

⋮ 

𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧) = 𝑊𝜆,𝜇

𝑘,1 (𝑊𝜆,𝜇
𝑘,𝛿−1𝑓(𝑧)).         (𝟒) 

If 𝑓 is given by (𝟏), then from (𝟒) we see that 

𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧) 

= 𝑧 + ∑ [ ∑ (
𝑘

𝑚
) (−1)𝑚+1 (

𝜆𝑚 + 𝑛𝜇𝑚

𝜆𝑚 + 𝜇𝑚
)

𝑘

𝑚=1

]

𝛿

𝑎𝑛𝑧𝑛 .

∞

𝑛=2

(𝟓) 

If we choose the parameters 𝜆, 𝜇, 𝑘 and 𝛿 special, we 

obtain operators which studied by various authors; 

mailto:hbayram@uludag.edu.tr
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(i) 𝑊𝜆,𝜇
𝑘,1 = 𝐼𝜆,𝜇

𝛿  ([10]), 

(ii) 𝑊𝜆,1
1,𝛿 = 𝐼𝜆

𝛿  ;  𝛼 > −1 ([3,4]), 

(iii) 𝑊1−𝜇,𝜇
1,𝛿 = 𝐷𝜇

𝛿  ;  𝜇 ≥ 0 ([2]), 

(iv) 𝑊0,1
1,𝛿 = 𝑆𝛿  ([8]). 

In references ([12-20]) can be found similar studies on 

analytical functions in recent years. 

Herefrom we introduce the following subclasses of 

analytic functions with using 𝑊𝜆,𝜇
𝑘,𝛿

. 

1.1 Definition 

Let 𝑝: 𝔻 → ℂ be a convex function such that 𝑝(0) = 1 

and 𝑅𝑒{𝑝(𝑧)} > 0, 𝑧 ∈ 𝔻. We denote by 𝑆𝑔
∗,𝛿(𝜆, 𝜇, 𝑘; 𝛼) 

the subclass of 𝐴 given by 

𝑆𝑔
∗,𝛿(𝜆, 𝜇, 𝑘; 𝛼) = 

{𝑓: 𝑓 ∈ 𝐴 𝑎𝑛𝑑 
1

1 − 𝛼
(

𝑧 (𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧))

′

𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧)

− 𝛼) ∈ 𝑔(𝔻) } 

(𝟔) 

where 𝑧 ∈ 𝔻, 𝜆 ∈ ℝ, 𝜇 ≥ 0 with 𝜆 + 𝜇 > 0 and 𝛿 ∈ ℕ0, 

𝑘 ∈ ℕ, and 𝛼 ∈ [0,1). 

1.2 Definition 

A function 𝑓 ∈ 𝐴 in the class 𝐶𝑔
𝛿(𝜆, 𝜇, 𝑘, 𝑡; 𝑟) if it 

satisfies the following non-homogeneous Cauchy-Euler 

differential equation of order 𝑡; 

𝑧𝑡
𝑑𝑡𝑤

𝑑𝑧𝑡
+ (

𝑡

1
) (𝑟 + 𝑡 − 1)𝑧𝑡−1

𝑑𝑡−1𝑤

𝑑𝑧𝑡−1
+ ⋯

+ (
𝑡

𝑡
) 𝑤 ∏(𝑟 + 𝑖)

𝑡−1

𝑖=0

= 𝑔(𝑧) ∏(𝑟 + 𝑖 + 1)

𝑡−1

𝑖=0

,              (𝟕) 

where 𝑤 = 𝑓(𝑧), 𝑓 ∈ 𝐴, 𝑔(𝑧) ∈ 𝑆𝑔
∗,𝛿(𝜆, 𝜇, 𝑘; 𝛼), 𝑟 ∈

ℝ\(−∞, −1] and 𝑡 ∈ ℕ2 = ℕ − {1} = {2,3, ⋯ }. 

Clearly, by suitably specializing parameters for 

𝑔(𝑧) =
1 + 𝐴𝑧

1 + 𝐵𝑧
    (−1 ≤ 𝐵 ≤ 𝐴 ≤ 1, 𝑧 ∈ 𝔻) 

and 

𝑔(𝑧) =
1 + (1 − 2𝛼)𝑧

1 − 𝑧
    (0 ≤ 𝛼 < 1, 𝑧 ∈ 𝔻), 

𝑆𝑔
∗,𝛿(𝜆, 𝜇, 𝑘; 𝛼) reduces to the various subclasses of 

analytic functions (see [9]). Motivated from the recent 

work of Al-Hawary [1] (see also, for example [5,6,7]) 

the main object of our investigation is to obtain some 

coefficient bounds for functions in the subclasses 

𝑆𝑔
∗,𝛿(𝜆, 𝜇, 𝑘; 𝛼) and 𝐶𝑔

𝛿(𝜆, 𝜇, 𝑘, 𝑡; 𝑟) of analytic functions 

of order 𝛼 by using the subordination principle between 

analytic functions. 

To prove our main results, we recall 1.3 Lemma. 

1.3 Lemma 

Let 

𝑔(𝑧) = ∑ 𝑏𝑛𝑧𝑛

∞

𝑛=1

. 

This function where 𝑧 ∈ 𝔻 be convex in 𝔻. 

Let 

𝑓(𝑧) = ∑ 𝑎𝑛𝑧𝑛

∞

𝑛=1

. 

This function where 𝑧 ∈ 𝔻 be analytic in 𝔻. If 𝑓(𝑧) ≺
𝑔(𝑧) where 𝑧 ∈ 𝔻 then 

|𝑎𝑛| ≤ |𝑏𝑛| 

for 𝑛 ∈ ℕ. 

2. Coefficient Bounds for the Classes 𝑺𝒈
∗,𝜹(𝝀, 𝝁, 𝒌; 𝜶) 

and 𝑪𝒈
𝜹 (𝝀, 𝝁, 𝒌, 𝒕; 𝒓) 

We start by acquiring coefficient bounds for functions 

in the class 𝑆𝑔
∗,𝛿(𝜆, 𝜇, 𝑘; 𝛼). 

2.1. Theorem 

Let the function 𝑓 ∈ 𝐴 be given by (𝟏). If 𝑓 ∈

𝑆𝑔
∗,𝛿(𝜆, 𝜇, 𝑘; 𝛼), then 

 

|𝑎𝑛| ≤
∏ ( 𝑗 + (1 − 𝛼)|𝑔′(0)|)𝑛−2

𝑗=0

(𝑛 − 1)! |∑ ( 𝑘
𝑚

)(−1)𝑚+1 (
𝜆𝑚 + 𝑛𝜇𝑚

𝜆𝑚 + 𝜇𝑚 )𝑘
𝑚=1 |

𝛿
 (𝟖) 

 

for 𝑛 ∈ ℕ2. 

Proof.  

By the equation (𝟓), the function 𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧) has the 

Taylor-Maclaurin series expansion 

𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧) = 𝑧 + ∑ 𝐴𝑛𝑧𝑛

∞

𝑛=2

 

for 𝑧 ∈ 𝔻 where 

𝐴𝑛 = [ ∑ (
𝑘

𝑚
) (−1)𝑚+1 (

𝜆𝑚 + 𝑛𝜇𝑚

𝜆𝑚 + 𝜇𝑚
)

𝑘

𝑚=1

]

𝛿

      (𝟗) 

for 𝑛 ∈ ℕ2. 

We see that 𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧) is analytic in 𝔻 with 

 

𝑊𝜆,𝜇
𝑘,𝛿𝑓(0) = (𝑊𝜆,𝜇

𝑘,𝛿𝑓)
′
(0) − 1 = 0. 

 

Now, from Definition 1.1 we have 

 

1

1 − 𝛼
(

𝑧 (𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧))

′

𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧)

− 𝛼) ∈ 𝑔(𝔻). 

 

Let us define the function 𝑝(𝑧) by 
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𝑝(𝑧) =
1

1 − 𝛼
(

𝑧 (𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧))

′

𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧)

− 𝛼).       (𝟏𝟎) 

 

We deduce that 𝑝(0) = 𝑔(0) = 1 and 𝑝(𝑧) ∈ 𝑔(𝔻) 

(𝑧 ∈ 𝔻). Therefore, we have 𝑝(𝑧) ≺ 𝑔(𝑧), (𝑧 ∈ 𝔻). 

Thus according to Lemma 1.3, we obtain 

 

|
𝑝(𝑛)(0)

𝑛!
| ≤ |𝑔′(0)|     𝑛 ∈ ℕ             (𝟏𝟏) 

 

where 𝑝(𝑧) = 1 + 𝑝1(𝑧) + 𝑝2(𝑧) + ⋯ is analytic in 𝔻. 

From (𝟏𝟎), we easily get 

 

𝑧 (𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧))

′

− 𝛼𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧)

= (1 − 𝛼)𝑝(𝑧)𝑊𝜆,𝜇
𝑘,𝛿𝑓(𝑧)           (𝟏𝟐) 

for 𝑧 ∈ 𝔻. 

Since 𝐴1 = 1, from (𝟏𝟐), it follows that 
(𝑛 − 𝛼)𝐴𝑛 = (1 − 𝛼)(𝑝𝑛−1 + 𝑝𝑛−2𝐴2 + ⋯ + 𝑝1𝐴𝑛−1). 
Especially, for 𝑛 = 2,3,4, ⋯, we have 

 
|𝐴2| ≤ (1 − 𝛼)|𝑔′(0)|, 

 

|𝐴3| ≤
(1 − 𝛼)|𝑔′(0)|(1 + (1 − 𝛼)|𝑔′(0)|)

2!
 

and 
|𝐴4| ≤ 

 
(1 − 𝛼)|𝑔′(0)|(1 + (1 − 𝛼)|𝑔′(0)|)(2 + (1 − 𝛼)|𝑔′(0)|)

3!
 

respectively. 

Thus, by appealing to the principle of mathematical 

induction, we obtain 

 

|𝐴𝑛| ≤
∏ ( 𝑗 + (1 − 𝛼)|𝑔′(0)|)𝑛−2

𝑗=0

(𝑛 − 1)!
       (𝟏𝟑) 

for 𝑛 ∈ ℕ2. 

We now immediately find from (𝟗) that 

 

|𝑎𝑛| ≤
∏ ( 𝑗 + (1 − 𝛼)|𝑔′(0)|)𝑛−2

𝑗=0

(𝑛 − 1)! |∑ ( 𝑘
𝑚

)(−1)𝑚+1 (
𝜆𝑚 + 𝑛𝜇𝑚

𝜆𝑚 + 𝜇𝑚 )𝑘
𝑚=1 |

𝛿
. 

 

This completes the proof. 

Next, we give coefficient bounds for functions In the 

𝐶𝑔
𝛿(𝜆, 𝜇, 𝑘, 𝑡; 𝑟). 

 

2.2. Theorem 

Let the function 𝑓 ∈ 𝐴 be given by (𝟏). If 𝑓 ∈

𝐶𝑔
𝛿(𝜆, 𝜇, 𝑘, 𝑡; 𝑟), then 

 
|𝑎𝑛| ≤ 

∏ (𝑗 + (1 − 𝛼)|𝑔′(0)|)𝑛−2
𝑗=0 ∏ (𝑟 + 𝑖 + 1)𝑡−1

𝑖=0

(𝑛 − 1)! |∑ ( 𝑘
𝑚

)(−1)𝑚+1 (
𝜆𝑚 + 𝑛𝜇𝑚

𝜆𝑚 + 𝜇𝑚 )𝑘
𝑚=1 |

𝛿

∏ (𝑟 + 𝑖 + 𝑛)𝑡−1
𝑖=0

(𝟏𝟒) 

 

for 𝑡, 𝑛 ∈ ℕ2 where 𝑟 ∈ ℝ\(−∞, −1]. 
Proof.  

Let the function 𝑓 ∈ 𝐴 be given by (𝟏) and 

 

𝑔(𝑧) = ∑ 𝑏𝑛𝑧𝑛

∞

𝑛=1

∈ 𝑆𝑔
∗,𝛿(𝜆, 𝜇, 𝑘; 𝛼). 

 

Then from (𝟕), we get 

 

𝑎𝑛 =
∏ (𝑟 + 𝑖 + 1)𝑡−1

𝑖=0

∏ (𝑟 + 𝑖 + 𝑛)𝑡−1
𝑖=0

𝑏𝑛 

 

for 𝑛 ∈ ℕ2, 𝑟 ∈ ℝ\(−∞, −1]. Hence from Theorem 2.1 

we obtain inequality (𝟏𝟒). This completes the proof. 
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