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Abstract 

 

In this study, flower shape hybrid protein-inorganic hybrid nanostructures were synthesized using a 

common protein (bovine serum albumin, BSA) and metal ion (Cu2+) at different protein concentrations 

(0.01, 0.02, 0.05, and 0.1mg mL-1) and pHs (PBS pH:6-9) at +4 oC for investigation of thermal properties 

the first time in detail. These synthesized protein-inorganic hybrid nanostructures (BSA-Cu3(PO4)2. 3H2O 

hNFs) were defined using SEM, EDX, elemental mapping XRD, FTIR, etc. Morphologies of BSA-

Cu3(PO4)2.3H2O hNFs were characterized by SEM. Element analysis of BSA-Cu3(PO4)2.3H2O hNFs was 

achieved by EDX. Peak positions of BSA-Cu3(PO4)2. 3H2O hNFs were investigated using XRD. And, the 

FTIR technique was used to substantiate the creation of hNFs. Also, the thermal behavior such as glass 

transition and crystallization of BSA-Cu3(PO4)2.3H2O hNFs were investigated in detail using thermal 

gravimetric analysis (TGA).  

 

Keywords: BSA, Copper phosphate, Hybrid nanoflowers, Thermal analysis 

 

1. Introduction 

 

Protein-inorganic hybrid nanostructures obtained from 

biomolecules and metal ions are a material that focuses 

on biological and chemical applications. Furthermore, 

bioinorganic hybrid nanostructures can show not only a 

combination of properties of different components but 

also synergistic properties resulting from the interplay 

between biological molecules and inorganic substances 

[1-4]. Because of the unified structural properties and 

functional practices of biomolecules and nanomaterials, 

particular attention is paid to the production of 

bioinorganic hybrids owing to their high composition 

elasticity and good biocompatibility [5-9].  

 

Nanoflower can be distinguished among nanomaterials 

by their properties. These nanostructures have attracted 

the attention of scientists because of the properties of 

the nano-layers, which let a higher surface-to-volume 

rate comparatively traditional spherical nanoparticle 

[10].  

 

 

 

Recently there has been a noticeable increase in the 

synthesis of hybrid nanostructures. In 2012, Zare et al.  

firstly synthesized the protein-inorganic hybrid 

nanostructures and reported the formation method of 

flower-like protein-inorganic hybrid nanostructures 

using Cu (II) ion as inorganic component and some 

proteins and enzymes (lactalbumin, laccase, carbonic 

anhydrase, lipase, and BSA) as an organic component 

[11]. Flower-shaped hybrid nanostructures are created 

as a result of a hierarchical unit of nano-sized leaf-

shaped structures and growth mechanisms. These nano-

sized leaf-shaped structures come together to connect 

and form structures with flower-like shapes. For this 

reason, the synthesized structures were named "flower-

shaped nanostructures" (Nanoflowers). 

 

In recent years, many studies have been carried out 

using some small or macromolecules (biomolecules) 

such as proteins, enzymes, DNA, etc.  for of synthesis 

organic-inorganic hybrid nanomaterials [12-16] Bovine 

serum albumin (BSA) was used as a protein in some of 

these studies for different purposes. Yılmaz et al., 

synthesized BSA-Cu (II) hybrid nanoflowers (BSA-

mailto:ozdemirn@erciyes.edu.tr
mailto:BSA@Cu3(PO4)2.H2O
https://orcid.org/0000-0002-4375-8669
https://orcid.org/0000-0003-4171-7297
https://orcid.org/0000-0003-0082-8521
https://orcid.org/0000-0003-3796-3962
http://orcid.org/0000-0002-8930-5198
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hNF), and these synthesized structures were used as 

adsorbents for the detection of cadmium and lead ions 

in various samples such as hair, food [17]. Zhang et al., 

synthesized BSA/Zn3(PO4)2 hybrid materials. Then, 

these synthesized structures were used for the 

adsorption of Cu2+ [18]. Zhang et al., Mn3(PO4)2@BSA 

hybrid nanoflower synthesized used as a new support 

material [19].  

 

Although there are many studies on protein-inorganic 

hybrid nanoflowers, there are very few studies on the 

thermal behavior of these hybrid nanoflowers [20, 21]. 

Song et al. reported a new and easy method for the 

synthesis of flower-like cobalt phosphate nanocrystals 

(Co3(PO4)2 nanoflowers). Subsequently, they formed an 

excellent nano biocatalyst system through biomimetic 

mineralization of cobalt phosphate with Co-type nitrile 

hydratase (NHase). The encapsulated NHase 

(NHase@Co3(PO4)2) showed high catalytic efficiencies 

and stability. They examined the thermal properties of 

the synthesized nanocrystals. According to the TGA 

curve, when the temperature rose above 100 °C, there 

was a sudden tilt due to the water loss of the crystal. 

However, the NHase@Co3(PO4)2 curve fell again in the 

200-350 °C range due to the degradation of the proteins, 

confirming the successful incorporation of NHase. 

Munyemana et al. synthesized protein-inorganic hybrid 

materials with hierarchical nanostructures. They used 

manganese as the inorganic component and collagen as 

protein. The as-prepared CL–Mn3(PO4)2 nanoflowers 

exhibited good catalytic activity towards water 

oxidation. At the same time, Thermogravimetric 

analysis (TGA) was performed under a nitrogen 

atmosphere, employing a heating rate of 10 °C min-1 

from 25 °C to 500 °C.  

The thermal properties of BSA@inorganic hybrid 

nanostructures (BSA-Cu3(PO4)2.3H2O hNFs) have not 

been studied. In our study, for the first time, the thermal 

behavior of BSA-Cu3(PO4)2.3H2O hybrid nanoflowers 

was investigated using TGA. At the same time, these 

synthesized hybrid nanoflowers were characterized by 

SEM, EDX, FTIR, elemental mapping, and XRD 

analysis. 

 

2. Materials and Methods 

2.1. Materials 

 

All chemical reagents were analytically pure. Bovine 

serum albumin (lyophilized powder) and Copper (II) 

sulfate pentahydrate (CuSO4·5H2O), potassium 

phosphate dibasic (KH2PO4), calcium chloride dihydrate 

(CaCl2·2H2O), magnesium chloride (MgCl2.6H2O), 

sodium chloride (NaCl), potassium chloride (KCl), 

sodium phosphate (Na2HPO4) were obtained from 

Sigma–Aldrich. In all experiments, pure water was 

used. 

 

2.1.1. Preparation of flower shape protein-inorganic 

hybrid nanoflowers (BSA@Cu3(PO4)2.3H2O hNFs) 
 

BSA@Cu3(PO4)2.3H2O hNFs were fabricated using 

available methods [22-26]. Initial, CuSO4.5H2O stock 

solution (120 mM) was prepared made ready using pure 

water. Later, certain volume of this solution was added 

to 8 mL of 10 mM PBS solution (pH:6-9) including at 

different concentrations BSA (0.01- 0.1 mg/mL). These 

mixtures were strongly vortexed 30 s and then were 

incubated for 3 days at 4 oC. Following incubation, each 

reaction tube was centrifuged throughout for 20 min at 

6,500 rpm. Finally, the collected hNFs were dried at 

room temperature. 

Fig 1. A synthesis scheme of BSA@Cu3(PO4)2.3H2O 

hNFs. 
 

2.1.2. Characterization of BSA@Cu3(PO4)2.3H2O 

hNFs 
 

The morphologies of the BSA@Cu3(PO4)2.3H2O hybrid 

nanoflowers were achieved using Scanning electron 

microscopy (SEM) (ZEISS EVO LS10). The powder 

diffraction spectra of the synthesized nanoflowers were 

determined with X-ray diffraction analysis (XRD) 

BRUKER AXS D8). For determining weight and 

atomic percentage of elements such as Cu, N, P, O, Cl 

in BSA@Cu3(PO4)2.3H2O hNFs were used  

 

 

Fig 2. Characterization scheme of 

BSA@Cu3(PO4)2.3H2O hNFs. 

Energy-dispersive X-ray (EDX) (ZEISS EVO LS10). 

Bond vibration of hNFs was investigated using the 

Fourier Transform Infrared Spectroscopy (FTIR) 

(Perkin Elmer Spectrum 400) spectrum. The thermal 

properties of BSA@Cu3(PO4)2.3H2O hNFs were 

investigated utilizing TGA (Perkin Elmer Diamond). 

mailto:BSA@Cu3(PO4)2.3H2O
mailto:BSA@Cu3(PO4)2.3H2O
mailto:BSA@Cu3(PO4)2.3H2O
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2.1.3. Determination of thermal properties of 

BSA@Cu3(PO4)2.3H2O hNFs hybrid Nanoflowers 
 

The thermal properties of BSA@Cu3(PO4)2.3H2O hNFs 

were investigated utilizing TGA (Perkin Elmer 

Diamond). The scanning temperature for each sample 

was adjusted from 50 °C to 1200 °C (rate of 15 °C 

min−1). 
 

3. Results and Discussion 

3.1. Preparation and characterization of 

BSA@Cu3(PO4)2.3H2O hNFs 
 

BSA@Cu3(PO4)2.3H2O hNFs were prepared by mixing 

Cu2+ ions and BSA at +4 oC for 3 days in PBS solution 

(Figure 1). The nucleation and growth phase, which are 

important in BSA@Cu3(PO4)2.H2O hNFs formation, are 

briefly discussed. In nucleation phage, Cu2+ ions react 

with phosphate groups to form copper phosphate 

nanocrystals. Then, the amine groups in the protein 

molecules (BSA) are connected to the Cu2+ ions through 

the coordination reaction to start nucleation. In the 

growth phase, anisotropic growth occurs and hNFs are 

formed completely.  
 

The morphologies and elemental mapping of hNFs were 

defined using SEM. Chemical and crystal structures of 

hNFs were defined using FTIR, EDX, and XRD 

techniques. To sight the formation of nanoflowers, SEM 

images of the hNFs were taken.  
 

BSA@Cu3(PO4)2.3H2O HNFs were synthesized at 

different pH (pH: 6-10) and concentrations (0.01, 0.02, 

0.05 and 0.1, mg mL-1) at +4oC. And the differences in 

the morphology of the synthesized the hNFs were 

examined by SEM images (Figure 3-7). 
 

 

Fig 3. SEM images of BSA@Cu3(PO4)2.3H2O hNFs 

prepared at different protein concentrations (pH:6) a) 

0.01 mg/mL b) 0.02 mg/mL c) 0.05 mg/mL d) 0.1 

mg/mL.  

 

Fig 4.  SEM images of BSA@Cu3(PO4)2.3H2O hNFs 

prepared at different protein concentrations (pH:7.4) a) 

0.01 mg/mL b) 0.02 mg/mL c) 0.05 mg/mL d) 0.1 

mg/mL. 

 

Fig 5.  SEM images of BSA@Cu3(PO4)2.3H2O hNFs 

prepared at different protein concentrations (pH:8) a) 

0.01 mg/mL b) 0.02 mg/mL c) 0.05 mg/mL d) 0.1 

mg/mL. 

 

 

Fig 6. SEM images of BSA@Cu3(PO4)2.3H2O hNFs 

prepared at different protein concentrations (pH:9) a) 

0.01 mg/mL b) 0.02 mg/mL c) 0.05 mg/mL d) 0.1 

mg/mL  

(c) 

(a) (b) 

(d) 

(a) 

(d) (c) 

(b) 

(a) 

(d) (c) 

(b) 

(a) 

(d) 

(b) 

(c) 

 

mailto:BSA@Cu3(PO4)2.H2O
mailto:BSA@Cu3(PO4)2.3H2O
mailto:BSA@Cu3(PO4)2.3H2O
mailto:BSA@Cu3(PO4)2.3H2O
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The formations of the BSA@Cu3(PO4)2.3H2O hNFs 

were explored using different concentrations of BSA 

(0.1-0.01 mg mL−1) and pHs (pH:6-10). When BSA 

concentration decreases from 0.1 to 0.01 mg mL−1 were 

observed significant distinctions in the morphology of 

BSA@Cu3(PO4)2.3H2O hNFs (Fig.3-7). However, as 

the concentration increased, it showed that all leaves 

were stiffly intertwined and there were no pores, yet 

cracks occurred over the surfaces of the 

BSA@Cu3(PO4)2.3H2O hNF for both concentrations. 

On the surface of the BSA@Cu3(PO4)2.3H2O hNFs 

synthesized in 0.1 mg mL−1 BSA concentration, pores 

were comparatively formed. BSA@Cu3(PO4)2.3H2O 

hNFs synthesized in 0.02 mg mL−1 and 0.01mg mL−1 

BSA concentrations have quite uniform and spherical 

pores. 

 

Fig 7. SEM images of BSA@Cu3(PO4)2.3H2O hNFs 

prepared at different protein concentrations (pH:10) a) 

0.01 mg/mL b) 0.02 mg/mL c) 0.05 mg/mL d) 0.1 

mg/mL. 

The effect of pH values (pH 6-9) on the morphology of 

the BSA@Cu3(PO4)2.3H2O hNFs was investigated. The 

isoelectric point of BSA used in the study is ∼4.5-5, and 

the protein net charge above or below of this value 

varies positive and negative. The formation of hybrid 

nanostructures below pH 5 and above pH 10 did not 

occur. Since pH is above 10, BSA is loaded with a very 

negative charge, and pH is under 5, with a very positive 

charge, protein molecules that are highly positive or 

highly negative repel each other and as a result of this 

repulsion, the formation of nanostructures is prevented. 

EDX analysis of BSA@Cu3(PO4)2.3H2O hNFs 

synthesized at pH 7.4 at different BSA concentrations is 

shown in figure 8. 

 

The EDX analysis (Fig. 8) of BSA@Cu3(PO4)2.3H2O 

hNFs were performed to determine elemental 

composition of the hybrid structures.  The synthesized 

HNFs include 2 major components: protein (Bovine 

serum albumin) and metal phosphate (Cu3(PO4)2.3H2O) 

nanocrystals. The peak of N and Cu, O and P in the 

EDX spectrum of the BSA@Cu3(PO4)2.3H2O hNFs 

come from BSA and Cu3(PO4)2.3H2O nanocrystals, 

respectively. 

 

 

 

 

Fig 8. EDX analysis of the BSA@Cu3(PO4)2.3H2O 

hNFs synthesized at different BSA concentration a) 

0.01 mg/mL, b) 0.02 mg/mL, c) 0.05 mg/mL, d) 0.1 

mg/mL. 

Table 1. wt % of elements in BSA@Cu3(PO4)2.3H2O 

hNFs synthesized at different concentrations. 

wt % of elements at different concentrations 

Element 
0.01 

mg/mL 

0.02 

mg/mL 

0.05 

mg/mL 

0.1 

mg/mL 

N %5.23 %5.96 %5.88 %6.88 

Cu %25.25 %25.20 %43.14 %37.64 

O %35.50 %21.49 %24.38 %27.68 

P %10.93 %8.69 %16.46 %13.89 

 

 

(b) 

 

(d) 

(a) 

(c) 

(a) 

(b) 

(c) 

(d) 

mailto:BSA@Cu3(PO4)2.3H2O
mailto:BSA@Cu3(PO4)2.3H2O
mailto:BSA@Cu3(PO4)2.3H2O
mailto:BSA@Cu3(PO4)2.3H2O
mailto:BSA@Cu3(PO4)2.3H2O
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Zeta potential measurements of BSA@Cu3(PO4)2.3H2O 

hNFs were taken. At pH 6, BSA@Cu3(PO4)2.3H2O 

showed a negative load with hNF −19.6 mV zeta 

potential. The zeta potentials of hNFs at pHs 7.4, 8, and 

9 were −27.5 mV, −30.3 mV, and −35.6 mV, 

respectively.  

 

The chemical structure and formation of the 

BSA@Cu3(PO4)2.3H2O hNFs were appraised by using 

FTIR (PerkinElmer Spectrum 400). The FTIR spectrum 

revealed the characteristic peaks of 

BSA@Cu3(PO4)2.3H2O hNFs (Fig. 9). 

 

The FTIR spectrum revealed BSA@Cu3(PO4)2.3H2O 

hNFs characteristic peaks (Figure 9). The bending 

vibrations of O = P = O groups were observed between 

∼535 cm−1 and ∼557 cm–1. P = O and P-O stretching 

bands appeared at ∼926 cm−1 and ∼979 cm−1. The 

typical BSA's vibration bands at ∼1520-1640 cm−1 

belong to the NH2 groups and the stretching bands at 

3048–3300 cm-1 are connected to the CH2 and CH3 

groups. 

 

Fig 9. FTIR spectra of BSA and BSA@Cu3(PO4)2.3H2O 

hNFs. 
 

 

 

Fig 10. X‐ray diffraction patterns of BSA@ 

Cu3(PO4)2.3H2O  hNFs [black line, Cu3(PO4)2.3H2O, 

JCPDS card (00–022‐0548)]. 

 

 

Also, BSA@Cu3(PO4)2.3H2O hNFs were characterized 

using XRD analysis (Fig. 10). The crystal structure of 

hNFs were brighten with the diffraction peaks of 

Cu3(PO4)2.3H2O in the BSA@Cu3(PO4)2.3H2O hNFs, 

which were compatible with them of JCPDS card (00-

022-0548). 

 

It is seen from Fig. 11, Cu, N, O, and P elements are 

homogeneously distributed inside the 

BSA@Cu3(PO4)2.3H2O hNFs   

 

 

 

 
Fig 11. Elemental mapping of BSA@Cu3(PO4)2.3H2O 

hNFs a) mix, b) O, c) P, d) Cu 
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3.2. Thermal Studies of BSA@Cu3(PO4)2.3H2O hNFs 
 

Thermal analysis studies were performed to confirm the 

optimum conditions of the fabricated hybrid 

nanoflowers at different concentrations of BSA and pH.  

 

 

Fig 12. TGA results of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs with different pH at 0.01 

mg/mL BSA concentration. 

 

 

Table-2.TGA data of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs (0.01 mg/mL) 
 

Hybrid Nanoflowers 
Ste

p 

DTGmax

/ °C 

Ton
o

C 

Tend
o

C 

Mass 

loss/

% 

BSA@Cu3(PO4)2.3H2

O hNFs 

(0.01mg/mL), pH=6 

I 133 78.6 214.3 4.72 

II 324 
214.

3 
353.3 8.32 

III 506 
353.

3 
644.6 10.19 

IV - 
644.

6 
700.0 0.12 

BSA@Cu3(PO4)2.3H2

O hNFs 

(0.01mg/mL), 

pH=7.4 

I 93 61.7 122.6 3.79 

II 167 
122.

6 
204.9 3.46 

III 318 
204.

9 
362.4 6.67 

IV 524 
362.

4 
636.9 11.05 

V - 
636.

9 
700.0 1.12 

BSA@Cu3(PO4)2.3H2

O hNFs 0.01mg/mL), 

pH=8 

I 102 63.2 128.9 3.11 

II 173 
128.

9 
221.4 3.53 

III 316 
221.

4 
373.1 6.79 

IV 516 
373.

1 
623.4 12.34 

V - 
623.

4 
700.0 1.39 

BSA@Cu3(PO4)2.3H2

O hNFs 
(0.01mg/mL), pH=9 

I 131 58.6 212.8 8.70 

II 314 
212.

8 
389.3 7.60 

III 489 
389.

3 
573.2 6.22 

IV - 
573.

2 
700.0 1.45 

* Ton – thermal degradation onset temperature, Tmax – maximum weight loss 

temperature, Tend – final thermal degradation temperature 

 

 
Fig 13. TGA results of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs with different pH at 0.02 

mg/mL BSA concentration. 

 

Table-3.TGA data of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs (0.02 mg/mL) 

 

Hybrid Nanoflowers 
Ste

p 

DTGmax

/ °C 

Ton
o

C 

Tend
o

C 

Mass 

loss/

% 

BSA@Cu3(PO4)2.3H2

O hNFs 

(0.02mg/mL), pH=6 

I 231 68.5 360.9 6.30 

II 528 
360.

9 
643.9 7.80 

III - 
643.

9 
700.0 0.68 

BSA@Cu3(PO4)2.3H2

O (0.02mg/mL), 

pH=7.4 

I 109 73.6 120.3 3.36 

II 180 
120.

3 
220.0 3.62 

III 322 
220.

0 
366.8 10.41 

IV 498 
366.

8 
611.7 7.46 

V - 
611.

7 
700.0 0.53 

BSA@Cu3(PO4)2.3H2

O (0.02mg/mL), 

pH=8 

I 194 81.2 253.6 5.31 

II 304 
253.

6 
351.9 6.00 

III 545 
351.

9 
700.0 11.39 

BSA@Cu3(PO4)2.3H2

O (0.02mg/mL), 

pH=9 

I 125 86.5 200.8 5.97 

II 272 
200.

8 
356.3 6.95 

III 485 
356.

3 
700.0 3.32 

* Ton – thermal degradation onset temperature, Tmax – maximum weight loss 

temperature, Tend – final thermal degradation temperature 

 

According to SEM analysis and literature information, 

BSA@Cu3(PO4)2.3H2O hNFs in the optimum conditions 

were prepared as pH:7.4 and 0.02 mg/ml BSA 

concentration. Of course, this result was obtained to 

obtain the nanoflower structure in a smooth morphology 

and we determined the thermal behavior of the same 

materials in this study. The pH values were used as 6, 

7.4, 8, and 9, as well as, the BSA concentrations were 

also screened as 0.01, 0.02, 0.05, and 0.1 mg/ml. Also, 

thermal decomposition steps and thermal degradation 

onset temperature (Ton), and final thermal degradation 

temperature (Tend) of decomposition temperatures were 

determined. The screening temperature range for 
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materials degraded in 4 steps as generally was carried 

out between 50 to 700 oC. The common result of all 

thermal curves is that the degradation steps of the 

materials produced at pH 7.4 are more pronounced and 

orderly and, the irregularities in thermal curves were 

observed with increasing BSA concentration 

 

 
 

Fig 14.TGA results of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs with different pH at 0.05 

mg/mL BSA concentration. 

 

 

Table-4.TGA data of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs (0.05 mg/mL) 

 

Hybrid Nanoflowers 
Ste

p 

DTGmax

/ °C 

Ton
o

C 

Tend
o

C 

Mass 

loss/

% 

BSA@Cu3(PO4)2.3H2

O (0.05mg/mL), 

pH=6 

I 120 57.4 202.1 3.84 

II 261 
202.

1 
295.5 3.52 

III 387 
295.

5 
539.8 6.67 

IV 540 
539.

8 
700.0 1.45 

BSA@Cu3(PO4)2.3H2

O (0.05mg/mL), 

pH=7.4 

I 141 85.5 197.9 3.54 

II 288 
197.

9 
437.6 13.86 

III 482 
437.

6 
700.0 3.20 

BSA@Cu3(PO4)2.3H2

O (0.05mg/mL), 

pH=8 

I 127 52.5 204.6 5.23 

II 287 
204.

6 
339.3 4.80 

III 517 
339.

3 
700.0 7.57 

BSA@Cu3(PO4)2.3H2

O (0.05mg/mL), 

pH=9 

I 88 57.3 124.1 2.43 

II 283 
124.

1 
347.9 7.22 

III 546 
347.

9 
700.0 8.59 

* Ton – thermal degradation onset temperature, Tmax – maximum weight loss 

temperature, Tend – final thermal degradation temperature 

 

 

 

 
Fig 15. TGA results of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs with different pH at 0.1 

mg/mL BSA concentration. 

 

Table-5.TGA data of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs (0.1 mg/mL) 

Hybrid Nanoflowers 
Ste

p 

DTGmax

/ °C 

Ton
o

C 

Tend
o

C 

Mass 

loss/

% 

BSA@Cu3(PO4)2.3H2

O (0.1mg/mL), pH=6 

I 164 68.3 250.6 11.45 

II 313 
250.

6 
354.2 17.52 

III 425 
354.

2 
700.0 2.64 

BSA@Cu3(PO4)2.3H2

O (0.1 mg/mL), 

pH=7.4 

I 176 74.8 267.8 7.60 

II 320 
267.

8 
409.5 8.66 

III 524 
409.

5 
700.0 9.29 

BSA@Cu3(PO4)2.3H2

O (0.1 mg/mL), 

pH=8 

I 97 64.3 129.8 4.45 

II 180 
129.

8 
220.5 3.66 

III 327 
220.

5 
366.9 10.08 

IV 497 
366.

9 
700.0 8.90 

BSA@Cu3(PO4)2.3H2

O (0.1 mg/mL), 

pH=9 

I 135 76.7 201.3 5.69 

II 304 
201.

3 
359.5 8.56 

III 473 
359.

5 
700.0 6.84 

* Ton – thermal degradation onset temperature, Tmax – maximum weight loss 

temperature, Tend – final thermal degradation temperature 

 

According to the obtained thermal analyses data, the 

TGA degradation step took place generally in the IV - V 

step and the decomposition temperatures were obtained 

in approximately the same regions for all nanomaterials. 

Then, the TG curve of the selected 

BSA@Cu3(PO4)2.3H2O hNFs (0.02 mg/mL) material 

for the most ideal nanoflower production was realized 

similar to the others. Also, the produced hNFs at pH 7.4 

were noted to have more regular and gradual 

degradation among themselves. 
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4. Conclusion 

 

Herein, flower shape hybrid protein-inorganic 

nanostructures (BSA-Cu3(PO4)2. 3H2O hNFs) were 

synthesized using BSA and Cu2+ ions at different 

protein concentrations and pHs at +4 oC. This 

synthesized BSA-Cu3(PO4)2.3H2O hNFs were defined 

using SEM, EDX, elemental mapping XRD, FTIR, etc. 

Also, using thermal gravimetric analysis (TGA) was 

investigated by the thermal behavior of nanoflowers. 

Thermal analyses of the synthesized 

BSA@Cu3(PO4)2.3H2O hNFs were examined as a 

detailed parameter. 
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Abstract 

 

Phthalocyanines as used a photosensitizer in photodynamic therapy, , phthalocyanines exhibit their long 

wavelength absorption and the ability to produce high singlet oxygen for tumor destruction with 650 to 900 

nm fluorescence. In this study, new axially substituted silicon (IV) phthalocyanine (PS-4) was synthesized 

to determine photo-chemical properties using 2-methoxyethanol as an axial ligand to increase singlet 

oxygen quantum yield. Structural characterization of this new axially substituted silicon (IV) 

phthalocyanine were performed by IR, mass, 1H NMR and UV-Vis spectroscopic techniques. As axially 

substituted silicon (IV) phthalocyanine (PS-4) is thought to be a promising PDT agent, photo-chemical 

properties for cancer treatment with PDT have been investigated.  

 

Keywords: Axially, Silicon (IV) phthalocyanine, Photodynamic Therapy, Photosensitizer  

 

1. Introduction 

 

Photodynamic Therapy (PDT), a cancer treatment 

method, is alternative to traditional treatment methods 

(surgery, radiation therapy, chemotherapy). PDT is a 

triple combination of the photosensitizer (PS), molecular 

oxygen (O2) and light of appropriate wavelength. None 

of these components is toxic by itself. The basis of PDT 

is photo-chemical reactions induced via excition PS by 

illumination with appropriate wavelength. Free radicals 

and singlet oxygen (1O2) are formed by the interaction of 

this PS with molecular oxygen (O2) [1-3]. They interact 

with many biological molecules (such as fats, proteins 

and nucleic acids) cause death in cancer cells through 

apoptosis or necrosis [4]. 

 

Photosensitizers are designed to absorb red light because 

of the therapeutic window range between 650 nm and 

900 nm. [5]. The ideal photosensitizer: i) have high light 

absorption (650-900 nm) ii) have high triplet quantum 

yield, iii) have high singlet oxygen quantum yield, iv) 

have high photo stability, v) have high selectivity for the 

target tissue, vi) non-toxic at dark conditions vii) have 

quick cleansing from the body after PDT treatment [5].  

 

Phthalocyanines (Pcs) are known as second generation 

photosensitizers. These compounds are suitable for 

substitution to various structures as a chemical 

modification. They also have intense light absorption at 

longer wavelengths (650-750 nm) and are capable of 

producing effective singlet oxygen. Furthermore, due to 

the high fluorescence properties, these compounds 

provide follow-up in the body as well as the therapeutic 

properties are used for the diagnosis of cancer cells [6]. 

Disadvantages of phthalocyanines are non-solubility in 

organic solvents and aggregation due to planar ring. 

Axially, non-peripheral or peripheral substituted 

phthalocyanines can be designed to get over these 

disadvantages. The substituents can also affect photo-

chemical-physical properties of the Pcs parallel to 

increasing their solubility [7-9]. Despite all these features 

and studies, an ideal photosensitizer for PDT still has not 

found. For this reason, researchers have been studying on 

phthalocyanine compounds due to its properties as 

explained above. 

 

Silicon phthalocyanines (SiPcs) have solubility, and can 

absorb in the near IR region. These molecules are 

promising photosensitizers as photosensitive substances 

for PDT [10, 11]. SiPcs also produce a strong absorption 

peak in the red region in the UV-Vis spectrum, as well as 

long-lasting triplet state and high singlet oxygen 

production [12]. The first axially substituted SiPc (Pc4) 

synthesized as PS and approved for clinical trials [13]. 

mailto:gulcinekineker@gmail.com
https://orcid.org/0000-0003-0999-8586
https://orcid.org/0000-0002-5418-5915
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In this study, we studied on axially substituted silicon 

phthalocyanine set down the effect of ligand for 

improved the photo-chemical properties for PDT  

treatment. 2-methoxyethanol was chosen as axial ligand 

to increase solubility and decrease aggregation. For this 

purpose, axially substituted SiPc (PS-4) was synthesized 

and characterized. Photo-chemical properties were 

investigated to conformity PDT.   

 

2. Materials and Methods 

2.1. Materials  

 

1,2-dicyanobenzene (1), 1,2,3,4-tetrahydronaphthalene 

anhydrous 99% (tetralin), silicon tetrachloride 99%, 

N,N-diisopropylethylamine (hunig's base), tributylamine 

99%, 2-methoxyethanol, solvents and chemicals were 

commercially purchased from Aldrich. All reaction 

solvents were purified as described by Perrin and 

Armarego [14]. Mass spectra were recorded using 

MALDI (matrix assisted laser desorption ionization) 

using BRUKER Micro-ex LT using 2,5-

dihydroxybenzoic acid (DHB) as matrix. The FT-IR 

spectra were recorded between 4000 and 650 cm-1 using 

a Perkin-Elmer Spectrum 100 FT-IR spectrometer with 

an attenuated total re-ATR accessory containing zinc 

selenite (ZnSe) crystal. The electronic absorption spectra 

in the UV-Vis region were recorded with a Thermo 

scientific 2001 UV spectrophotometer using a 1 cm 

quartz cuvette at room temperature. 1H NMR spectra 

were recorded in DMSO-d6 and CDCl3 solutions on a 

Varian 400 MHz spectrometer.  

 

2.2. Investigation of Photo-chemical Properties 

 

Photo-chemical properties (singlet oxygen quantum 

yields and photo-degradation quantum yields) of PS-4 

were investigated with photo-chemical measurement 

system at Figure 1. For photo-chemical measurements, a 

300 W quartz lamp was used as the light source, a water 

filter and a 600 nm filter were used to filter ultraviolet 

and infrared radiation. In addition, for the same purpose, 

filters which have the appropriate wavelength (670 nm) 

for the wavelength of the photosensitizers were used. 

Light intensities were measured with a POWER 

MAX5100 (Mol electron detector incorporated) power 

meter. 

 

2.3. Singlet Oxygen Quantum Yield (ФΔ) 

 

Singlet oxygen quantum yield (ΦΔ) determinations were 

accomplished as is described in the literature [15]. 1,3-

diphenylisobenzofuran (DPBF) was added as a singlet 

oxygen trap after the photosensitizer compounds were 

dissolved in DMSO. Then, the mixture was exposed to 

light and UV-Vis spectra are taken to examine the change 

in absorption at 417 nm of the DPBF compound. 

 

Generally, 3 mL portion of phthalocyanine solutions 

(C=8×10−6 M) containing the DPBF was irradiated in the 

Q band region with the photo-irradiation. Equation 2.1 

was employed for the calculations: 

   (2.1) 

 

2.4. Photo-degradation Quantum Yield (Фd) 

 

Photo-degradation quantum yield (Φd) determinations 

were accomplished as is described in the literature [15]. 

The photo-chemical measurement system shown in 

Figure 1 is also used for photo-degradation 

measurements. For this purpose, after PS-4 was 

dissolved in DMSO,  it was exposed to light at certain 

intervals and then the UV-Vis spectra are taken to 

determine the change of phthalocyanine’s Q band. Photo-

degradation quantum yield was determined using 

equation 2.2. 

                               (2.2) 

 

 

 

 Figure 1. Schematic presentation of the photo-chemical measuring device  

 

 

2.5. Experimental  

2.5.1. Synthesis of 1,3-diiminoisoindoline (2) 

 

Dry methanol (300 mL) was added to phthalonitrile (25  

g, 0.195 mol, 2 eq.) and sodium methoxide (5.1 g, 0.094 

mol, 1 eq.). Ammonia gas was slowly passed through this 

mixture at room temperature. This process was continued 

with an 11 hour. After this, the temperature was increased 
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to 65 °C and the process was continued for 3 hours. The 

reaction temperature was then brought to room 

temperature. The precipitate was filtered through a G3 

filter. Solids washed with water, ethanol and then dried 

in vacuo. The pale yellow compound of molecular 

formula C8H7N3 has a melting point of 194-196˚C and is 

consistent with the literature [16] Yield 90% (25.5 g). 

 

2.5.2. Synthesis of Dichlorosilicon (IV) 

Phthalocyanine (3)  

 

Tetralin (20 mL), tributylamine (10 mL) and silicon 

tetrachloride (2.5 mL, 5.09 g, 0.03 mol, 3 eq.) were added 

to 1,3-diiminoisoindoline (2) (3 g, 0.02 mol, 2 eq). The 

reaction temperature was brought to boiling temperature 

for 4 hours. The reaction temperature was cooled down 

to room temperature and then ethanol was added for the 

precipitation. The resulting solids were filtered through a 

G3 filter and washed with ethanol and acetone for three 

times, respectively. Finally, solid compound dried in a 

vacuo. A dark navy blue color with molecular formula 

C32H18Cl2N8Si is obtained and consistent with the 

literature [16]. Yield 55% (1.74 g). C32H18N8Cl2Si, MW: 

613.54. m.p. ˃250 ˚C. FT-IR ѵmax/cm-1: 3056 (Ar-H), 

1609, 1532, 1473, 1429, 1335, 1290, 1163, 1119, 1079, 

913, 783,760, 727, 693. MS (MALDI-TOF) (DIT): m/z: 

Calc. for C32H18Cl2N8Si 613.54; found: 613.94 [M]+. 1H 

NMR (400 MHz, DMSO-d6) δ (ppm): 7.83 (16H, s, 

CHar). 13C NMR (100 MHz, DMSO-d6) δ (ppm): 169.63, 

134.72, 133.65, 133.08, 124.00, 123.41. 

 

2.5.3. Synthesis of Phthalocyanine (PS-4) 

 

Dry toluene (4 mL), hunig’s base (1 mL) and (0.2 g, 

0.04 mol) excess of 2-methoxyethanol were added 

dichlorosilicon (IV) Pc (3). Reaction temperature was 

heating to 115°C for 24 hours. The reaction temperature 

was brought to room temperature. Reaction mixture was 

added to water and then filtered. The precipitate was 

washed with water, ethanol and then dried in vacuo. The 

blue solid product was purified by preparative thin layer 

chromatography (TLC) using silica gel, and 

dichloromethane/ethanol (25:1) solvent system as eluent. 

Yield: 24% (28 mg). C38H32N8O4Si, MW: 692.81. m.p. 

˃250 ˚C. FT-IR ѵmax /cm-1: 3048, 2954, 2863, 1615, 

1596, 1531, 1449, 1413, 1393, 1327, 1282, 1257, 1159, 

1091, 1053, 967, 913, 831, 814, 751, 663. MS (MALDI-

TOF) (DHB) m/z: Calc. for C38H32N8O4Si, 692.81; 

found: 692.73 [M]+. 1H NMR (400 MHz, CDCl3) δ 

(ppm): 9.64 (8H, m, CHar), 8.34 (8H, m, CHar), 4.21 (4H, 

m, O-CH2), 3.64 (4H, m, -CH2), 2.35 (6H, t, O-CH3). 

UV-vis (DMSO): λmax, nm (log ε): 674 (5.12), 604 (4.39), 

354 (4.66). 
 

3. Results and Discussion 

3.1. Synthesis 

 

The synthesis steps of axially silicon (IV) phthalocyanine 

(PS-4) were given in Scheme 1. The synthesis of 1,3 

diiminoisoindolin (2) and dichlorosilicon (IV) 

phthalocyanine (3) were applied from the literature [16]. 

Synthesis yield of compounds (2 and 3) were 90% and 

55%, respectively. We investigated the reaction 

conditions for di-axially substitution and used Hunig's 

base (N,N-isopropylethylamine) in this study [17]. For 

the synthesis of axially di silicon (IV) phthalocyanine 

(PS-4), dichlorosilicon (IV) phthalocyanine (3) and 

excess of 2-methoxyethan-1-ol were used. PS-4 was 

characterized by different spectroscopic techniques such 

as FT-IR, 1H-NMR, UV-Vis, MALDI-TOF mass.

 

 
 

Scheme 1. Synthetic route of PS-4
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FT-IR spectrum of PS-4, C-O peak was observed at 

1091 cm-1 and aliphatic peaks were observed at  2954 

and 2863 cm-1, respectively (Figure.3). In the 

MALDI-TOF mass spectrum of PS-4, the molecular 

ion peaks was observed at 692.72 [M]+ (Figure.4). 

 

 
 

Figure 2. FT-IR spectrum of PS-4. 
 

 
 

Figure 3. MALDI-TOF mass spectrum of PS-4. 

1H-NMR spectrum was analyzed using CDCl3 

solvent. Spectrum for PS-4, the aromatic protons 

appeared at 9.64 ppm and 8.34 ppm (Figure.4). 

Original source in the form of a reference at the end 

of the table caption. 

 

 
 

Figure 4. 1H NMR spectrum of PS-4. 

 

 

3.2. Ground State Electronic Absorption 

Spectrum and Aggregation Study 

 

The electronic absorption behavior of studied axially 

silicon (IV) phthalocyanine (PS-4) was determined 

by UV-Vis spectroscopy. Generally, phthalocyanines 

exhibit two specific absorption bands. Q band was 

observed at 650-800 nm in the visible region of the 

spectrum and B band was observed 350-450 nm in the 

ultraviolet region, due to  → * transitions. 

 

The aggregation behavior of axially silicon (IV) 

phthalocyanine (PS-4) was also studied at different 

concentrations in DMSO for determination of the 

concentration effect on aggregation. The Lambert–

Beer law was obeyed for this compound at the 

concentrations ranging from 12 µM to 2 µM. The 

studied PS-4 exhibited solubility in DMSO, DMF and 

chloroform. The silicon (IV) phthalocyanine (PS-4) 

was not aggregated at the working concentration 

range in DMSO (Figure 5). 

 

 
 

Figure 5. Ground state electronic absorption spectra 

of PS-4 in DMSO at different concentrations (12µM-

2µM). 

 

3.3. Singlet Oxygen Quantum Yield ()  

 

Singlet oxygen production was determined using the 

chemical method. In this method, singlet oxygen 

production rate was determined from the decrease of 

DPBF absorbance at 417 nm which was used as a 

singlet oxygen trap. The DPBF absorption did not 

change during the measurement. Accordingly, DPBF 

absorption did not decrease in dark or 

photosensitizer-free solutions (Figure 6). The 

obtained  value for axially silicon (IV) 

phthalocyanine (PS-4) in DMSO was given in Table 

1 and this value was compared with and SiPcCl2.The 

singlet oxygen generation ability of PS-4 was found 

higher than dichloro silicon (IV) phthalocyanine 

( =0.15). This result showed that axial substituents 

effected singlet oxygen generations for silicon (IV) 

phthalocyanine. 
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Table 1. Photo-chemical data SiPcCl2 and PS-4 in 

DMSO solutions. 

Compound Q band 

max, 

(nm) 

log  d 

(x 10-5) 

 

 

SiPcCl2 672-

701a 

4.71-

4.47 a 

- 0.15 b 

PS-4 674 5.12 4.8 0.26 

a Data from reference [18]. 

b Data from reference [19].  
 

 
 

Figure 6. UV-Vis absorption changes of PS-4 for 

determination of singlet oxygen quantum yield (c= 

1x10-5M). 

 

3.4. Photo-degradation Quantum Yield (d) 

 

The photo-degradation is a process in which the 

photosensitizer is disrupted by light irradiation. It is 

an important parameter for molecules that are used to 

determine the stability of photosensitizers and are 

especially intended for use in photocatalytic reaction 

as PDT. An ideal photosensitizer should be able to 

remain for a certain period of time to achieve its 

photodynamic efficiency in malignant tissue. In this 

study, the photo-degradation property of the studied 

PS-4 was determined in DMSO. The absorption band 

of PS-4 diminished during light irradiation (Figure 

7).  

 

 

Figure 7. UV-Vis absorption change of PS-4 for 

determination of photo-degradation quantum yield 

(c= 1x10-5M).  

 

Spectral changes of PS-4 during light irradiation 

showed that photo-degradation is not photo-

transformation. In the absorption spectrum, new 

bands were not observed. However, the absorption 

band intensity decreased. Considering these results, 

PS-4 showed moderate stability to light irradiation in 

DMSO.  

 

4. Conclusion 

 

This study described successfully synthesized novel 

axially substituted silicon (IV) phthalocyanine (PS-

4). PS-4 was characterized using by spectroscopic 

methods such as FT-IR, 1H NMR, mass as well as 

UV-Vis spectroscopy. Photo-degradation quantum 

yield and singlet oxygen quantum yield of silicon 

phthalocyanine (PS-4) were investigated in DMSO 

solutions.  

 

The ground state absorption spectrum of PS-4 

showed characteristic absorption for phthalocyanine 

in DMSO solution. The study showed that the 

addition of the 2-methoxyethanol group as an axial 

ligand has increased solubility and so on decrease 

aggregation. As a result of this, the singlet oxygen 

quantum yield of PS-4 (=0.26) was slightly higher 

than the compared to SiPcCl2 (=0.15). 

 

Finally, the studied phthalocyanine (PS-4) could have 

potential to be used as a candidate photosensitizer for 

photodynamic therapy. 

 

Acknowledgement 

 

Authors would like to thank Meltem Göksel who 

contributed to the preparation of this publication. 

 

Author’s Contributions  

 

Gülçin Ekineker: Performed the experiment, 

manufactured the samples and characterized them 

spectroscopic methods. Drafted and wrote the 

manuscript, and commented result analysis. 

Hülya Yanık: Aided in interpreting the results and 

worked on the manuscript. 

 

Ethics  

 

There are no ethical issues after the publication of this 

manuscript. 

 

References 

 
1. Ekineker, G, Nguyen, C, Bayır, S, Dominguez Gil, S, İşci, Ü, 

Daurat, M, Godefroy, A, Raehm, L, Charnay, C, Oliviero, E, 

Ahsen, V, Gary-Bobo, M, Durand, J-O, and Dumoulin, F. 2019. 

Phthalocyanine-based mesoporous organosilica nanoparticles: NIR 

photodynamic efficiency and siRNA photochemical 

internalization, Chemical Communications; 55, 11619-11622. 

 



 

Celal Bayar University Journal of Science  

Volume 17, Issue 1, 2021, p 11-16 

Doi: 10.18466/cbayarfbe.821910                                                                                                               G. Ekineker 

 

16 
 

2. Macdonald, I J, and Dougherty, T. J. 2001. Basic principles of 

photodynamic therapy, Journal of Porphyrins and 

Phthalocyanines 5, 105-129. 

 

3. Tarhouni, M, Durand, D, Önal, E, Aggad, D, İşci, Ü, Ekineker, 

G, Brégier, F, Jamoussi, B, Sol, V, Gary-Bobo, M, and Dumoulin, 

F. 2018. Triphenylphosphonium-substituted phthalocyanine: 

Design, synthetic strategy, photoproperties and photodynamic 

activity, Journal of Porphyrins and Phthalocyanines; 22, 552-561. 

 

4. Hopper, C. 2000. Photodynamic therapy: a clinical reality in the 

treatment of cancer, The lancet oncology; 1, 212-219. 

 

5. Plaetzer, K, Krammer, B, Berlanda, J, Berr, F, and Kiesslich, T. 

2009. Photophysics and photochemistry of photodynamic therapy: 

fundamental aspects, Lasers Med Sci; 24, 259-268. 

 

6. Lo, P-C, Rodríguez-Morgade, M S, Pandey, R -K, Ng, D. K. P, 

Torres, T, and Dumoulin, F. 2020. The unique features and 

promises of phthalocyanines as advanced photosensitisers for 

photodynamic therapy of cancer, Chemical Society Reviews. 

 

7. Bartlett, M-A, Mark, K, and Sundermeyer, J. 2018. Synthesis, 

spectroscopy and singlet oxygen quantum yield of a non-

aggregating hexadecamethyl-substituted phthalocyanine silicon 

(IV) derivative, Inorganic Chemistry Communications; 98, 41-43. 

 

8. Barut, B, Demirbas, U, Ozel, A, and Kantekin, H. 2017. Novel 

water soluble morpholine substituted Zn(II) phthalocyanine: 

Synthesis, characterization, DNA/BSA binding, DNA 

photocleavage and topoisomerase I inhibition, International 

journal of biological macromolecules; 105, 499-508. 

 

9. Skupin-Mrugalska, P, Szczolko, W, Gierlich, P, Konopka, K, 

Goslinski, T, Mielcarek, J and Düzgüneş, N. 2018. 

Physicochemical properties of liposome-incorporated 2-

(morpholin-4-yl) ethoxy phthalocyanines and their photodynamic 

activity against oral cancer cells, Journal of Photochemistry and 

Photobiology A: Chemistry; 353, 445-457. 

 

10. Baş, H, Biyiklioglu, Z. 2018. Synthesis and 

electropolymerization properties of axially disubstituted silicon 

phthalocyanines bearing carbazole units, Inorganica Chimica 

Acta; 483, 79-86. 

 

11. Goksel, M, Biyiklioglu, Z, Durmus, M. 2017. The water soluble 

axially disubstituted silicon phthalocyanines: 

photophysicochemical properties and in vitro studies, Journal of 

biological inorganic chemistry : JBIC : a publication of the Society 

of Biological Inorganic Chemistry; 22, 953-967. 

 

12. Bispo, M, Pereira, P. M. R, Setaro, F, Rodríguez-Morgade, M. 

S, Fernandes, R, Torres, T, Tomé, J. P. C. 2018. A Galactose 

Dendritic Silicon (IV) Phthalocyanine as a Photosensitizing Agent 

in Cancer Photodynamic Therapy, ChemPlusChem; 83, 855-860. 

 

13. Baron, E. D, Malbasa, C. L, Santo-Domingo, D, Fu, P, Miller, 

J. D, Hanneman, K. K, Hsia, A. H, Oleinick, N. L, Colussi, V. C, 

Cooper, K. D. 2010. Silicon phthalocyanine (Pc 4) photodynamic 

therapy is a safe modality for cutaneous neoplasms: results of a 

phase 1 clinical trial, Lasers in surgery and medicine; 42, 728-735. 

 

14. Armarego, W, Perrin, D. 1980. Purification of laboratory 

chemicals, Pergamon Press, Oxford 102, pp.102-103. 

 

15. Yanık, H, Aydın, D, Durmuş, M, Ahsen, V. 2009. Peripheral 

and non-peripheral tetrasubstituted aluminium, gallium and indium 

phthalocyanines: Synthesis, photophysics and photochemistry, 

Journal of Photochemistry and Photobiology A: Chemistry; 206, 

18-26. 

 

16. Lowery, M. K, Starshak, A. J, Esposito, J. N, Krueger, P. C, 

Kenney, M. E. 1965. Dichloro (phthalocyanino) silicon, Inorganic 

Chemistry; 4, 128. 
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Abstract 

 

The European Union has put forward a vision under the EU Green Deal’s name to take the lead in its 

priorities, fulfill the Agreement’s criteria, and subsequently accept the first EU climate law on March 5, 

2020. The law framework aims to impose tax obligations on consumption goods imported by the EU from 

abroad, especially on energy-intensive sectors, by applying the carbon border adjustment mechanism. Our 

main goal is to determine what kind of measures can be taken to ensure that the iron and steel industry is 

least affected by the EU border carbon regulation. We are an absolute exporter, are least affected by the 

EU carbon border adjustment. For this reason, the change in energy-related greenhouse gas emissions 

from the iron and steel industry from 1998 to 2018 was analyzed using the Logarithmic Mean Divisia 

Index (LMDI) model to investigate the potential effects of carbon border adjustment in the iron and steel 

industry. The analyzes were made with five significant factors that determine the change of emissions. 

These factors are; changes in economic activity, activity mix, energy intensity, energy mix, and emission 

factors. Analysis has suggested that the economic activity effect has raised CO2 emissions. This method 

indicates that the energy intensity’s impact could be the first key determinant of GHG emissions. Turkey 

should attempt to implement low-carbon development policies and reduce energy-related emissions in the 

iron & steel sector are the least impacted by the EU’s carbon border adjustment. 

 

Keywords: Carbon Border Adjustment, Decomposition Analysis, Energy, Greenhouse Gas Emissions, 

Iron and Steel Industry. 

  

1. Introduction 

 

Today, the phenomenon of climate change, which 

shows its effects in the form of excessive rainfall, 

floods, and extreme temperatures, has been one of the 

priority issues in the European Union, as in the whole 

world. The adverse effects of climate change have been 

primarily observed on agriculture and food security, 

water resources, public health, land and marine 

ecosystems, and coastal regions. The Special Report of 

the Intergovernmental Panel on Climate Change (IPCC) 

on the effects of global warming above 1.5 ℃ of pre-

industrial levels confirms that the global effects of 

climate change increase with the average global 

temperature.  Furthermore, the dramatic effects would 

be seen worldwide in 2 ℃ due to climate change. 

European Union accelerated its efforts to take more 

precautions and reduce these impacts on combating 

climate since it considers climate change an urgent 

problem due to the severe disasters in the world 

ecosystem, biodiversity, health, and food system. 

The Paris Agreement aims to keep global temperature 

rise well below 2 ° C and take measures to keep it at 1.5 

° C. Its aim is to become carbon-neutral (zero-emission) 

by the middle of this century. As stated in the IPCC 

report [1], to limit the temperature increase to 1.5, net-

zero CO2 emissions at the global level should be 

achieved around 2050, and neutrality should be ensured 

for all other greenhouse gases later in the century. In 

this context, the European Union put forward a vision 

on December 11, 2019, in the name of the European 

Green Deal (EGD) to take the lead in terms of its 

interests and fulfill the Paris Climate Agreement’s 

requirements [2]. The European Commission, in this 

new growth plan, is committed to becoming the world’s 

first climate-neutral bloc by 2050. This plan also aims to 

transform the EU into a fair and prosperous society 

where greenhouse gas emissions are net zero in 2050. 

mailto:kadirbektas35@gmail.com
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The decoupling of economic growth and resource use 

has been achieved based on a modern, climate-neutral, 

resource-efficient, and competitive economic structure. 

In the transition into a climate-neutral economy, the 

industry has a prominent key role. All manufacturing 

value chains, including energy-intensive industries, 

would face the main challenges. In March 2020, the 

European Commission proposed “A New Industrial 

Strategy for Europe.” This document underpins the 

essential role of industry in the transition towards a 

carbon-neutral economy. The industry needs to reduce 

its carbon footprints, offer accessible, clean technology 

solutions, and create new business models to accelerate 

the transition.  

 

The European Green Deal is a new growth strategy for 

the European Union that would provide more gain than 

they would spend. It is a vision that includes making the 

EU economy a global leader while meeting the Paris 

Agreement’s long-term emission targets by taking 

advantage of the opportunities obtained in this way. For 

this purpose, the EU has announced that it would 

implement various applications in many areas. “Carbon 

border adjustment mechanism,” which the EU plans to 

implement against commercial partners in 2021, is its 

most important application, which would profoundly 

affect our trade with the EU since the EU is our most 

important export and import partner [3]. The EU aims to 

impose a severe tax liability on imported products, 

primarily to energy-intensive sectors. Therefore, 

energy-intensive sectors would be severely affected, 

such as steel, cement, glass, and aluminum.  

 

The EU green deal strategy would have a direct effect 

on trade ties with the Turkish bloc and this can be used 

to turn efficient infrastructure in the country. As a 

developing country, Turkey needs increasing amounts 

of energy demand. The main policy objective is to 

maintain its energy supply and keep up with the demand 

to support its economic growth as its population 

increases. It needs to urgently transform its energy 

system to reduce its reliance on imports, which 

constitute 3 out of 4 units of total primary energy 

supply. With an increasing economy and population, the 

country’s imported energy costs have reached 

unprecedented levels, driving a large proportion of 

Turkey’s current account deficit. Therefore, Turkey also 

wants to use hydrocarbons that are its domestic capital. 

In this respect, greenhouse gas emissions that cause 

global warming need to be analyzed in detail based on 

sectors that are likely to be subject to carbon border 

regulation. Emissions originated from the iron and steel 

industry, which is one of the intensive energy sectors 

and of which we are an absolute exporter, would be 

examined. Our main objective is to decide what kind of 

steps can be taken to ensure that the EU border carbon 

regulation is least impacted on the iron and steel 

industry. Logarithmic Mean Divisia Index (LMDI) 

method has been used to decompose changes in GHG 

emissions for the iron and steel industry from 1998-

2018. It is used to decompose GHG emissions into five 

driving forces in the iron and steel industry; changes in 

economic activity, activity mix, energy intensity, energy 

mix, and emission factors (EF). Four types of fuel were 

used in the analyzes; solid, liquid, gas, and other fuels. 

The biomass fuel type was not considered, as CO2 

emissions from biomass were not included in the total 

CO2 emissions from fuel combustion. The results have 

shown that 1) the economic activity impact (GDP) is the 

most critical determining factor behind the change in 

CO2 emissions. 2) Similarly, the sectoral energy 

structure also had an increasing effect on emissions, and 

3) energy density, energy composition, and emission 

factors have a decreasing effect on emissions. 

 

2. European Green Deal 

 

The European Commission presented “The European 

Green Deal,” which reveals the European Union’s new 

strategic vision for 2050 with the perspective of 

“combating climate change and economic growth” and 

includes regulations that concern almost all sectors in 

December 2019. It is a long-term strategic vision for a 

thriving, prosperous, competitive, and climate-neutral 

economy by 2050. The strategy demonstrates how, by 

investing in real technical solutions, motivating people, 

and associating activity in critical areas such as 

industrial policy, finance, or science, Europe can lead 

the way to climate neutrality while maintaining social 

justice for a just transition. The EU has indeed begun 

modernizing and changing the economy with a goal of 

climate neutrality. It decreased greenhouse gas 

emissions by 23% between 1990 and 2018, while the 

economy expanded by 61%. There are severe 

breakthroughs in energy efficiency and renewable 

energy in achieving this success. As expected by the 

Paris Agreement, the European Union intends to reduce 

its emissions by 40 percent by 2030, update the 2030 

target to 55 percent with the European Green Deal, and 

meet a reduction target of 100 percent as set out in the 

2050 target. Achieving a 55 percent reduction in 

greenhouse gas emissions would take measures in all 

economic sectors. A climate-neutral transition can be 

done only with the contributions of everybody. The EU 

Parliament approved an amendment that increased this 

target to 60% on October 7.  

 

The Commission estimates that meeting the current 

environment and energy goals for 2030 would require 

an additional EUR 260 billion of annual investment, 

about 1.5 percent of GDP in 2018. Apart from the 

current 2030 and 2050 emission targets, the “Green 

Deal for Europe” requires additional funding. In 

response to the additional financing requirement, it is 

stated that the European Commission would present the 

“Sustainable Investment Plan for Europe.” As part of 

the plan, it is envisaged to establish a “Just Transition 

Fund,” the “Just Transition Fund,” and a Just Transition 
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Mechanism of € 100 billion. As part of the Green Deal, 

the Commission presented on January 14, 2020, a 

European Green Deal Investment Plan of at least € 1 

trillion over the next decade to stimulate sustainable 

investment. Green Deal consists of 47 actions under the 

main headings of Climate, Energy, Industry, 

Transportation, Agriculture, Biodiversity, 

Environmental Pollution, Financing, Leadership, and 

Working Together. Based on the point that the specified 

comprehensive transformation cannot be achieved only 

by Europe’s efforts, the EU intends to lead international 

studies in this direction; it is observed that it aims to 

encourage its partners to take similar steps by sharing its 

expertise, and financial resources. Since the driving 

factors that cause climate change and biodiversity 

exceed national borders, “The Green Consensus’ gear 

up in terms of the environmental target cannot be 

achieved by Europe acting alone. Therefore, it aims to 

share its dialogue, expertise, and financial support with 

neighboring and partner countries at the EU cooperation 

point. On the other hand, to avoid being disadvantaged 

in international competition and prevent carbon leakage, 

the European Union foresees significant changes in its 

foreign trade and international investment and financing 

policies. These changes can be listed with the following 

subtitles; 

 

1- Failure to sign new free trade agreements with 

countries that do not ratify the Paris Agreement 

2- Carbon border adjustment mechanism 

3- Funding 

4- Standards and eco-labeling 

 

According to the Green Deal, the EU requires the 

candidate country to “ratify and effectively implement 

the Paris Agreement” for liberalization agreements, 

such as the free trade agreement it would make with 

other countries. The text considers ratification sufficient 

for the country to be a member but goes further and 

suggests a condition of practical implementation.  

 

2.1 Green Deal Evaluation in Turkey-EU Trade: 

Carbon Border Regulation 

 

The European Union (EU), consisting of 27 countries, is 

the world’s largest political and economic organization. 

Although it constitutes about 7% of the world 

population, the EU is among the world’s largest 

economic and trade actors. In addition to this, the EU is 

a significant market for our country with its large and 

diversified market structure, advanced infrastructure 

opportunities, technical standards, and health measures 

applied in the same way in all member countries, 

current market size, and future trade potential. When the 

EU is considered a single block, it ranks second in 

world exports and imports of goods, taking 15.2% of 

world goods exports and 14.7% of world imports. With 

a trade surplus of $ 209 billion in service trade, the EU 

is the world’s largest exporter and importer. With an 

intense and diversified market structure, the EU offers 

our exporters countless opportunities at every stage of 

the value chain by importing essential products such as 

agricultural products, raw materials, and energy and 

importing investment chemical and various consumer 

goods. Having an import volume of approximately 2.1 

trillion dollars, the EU is increasing its import volume in 

many sectors day by day. With this import size, these 

sectors offer a tremendous market opportunity to our 

exporters. 

 

For all these reasons, the “carbon border adjustment 

mechanism,” which the EU plans to implement against 

commercial partners in 2021, stands as the most critical 

topic. In case the worldwide differences in climate 

action persist, it is aimed to create a carbon regulation 

mechanism at a new frontier in combating the risk of 

carbon leakage. With this mechanism, it is envisaged to 

ensure that the goods imported into the EU under the 

World Trade Organization rules and other international 

obligations of the EU are priced to reflect their carbon 

content [3]. In short, it is understood that this EGD 

implementation, which would cause the most significant 

impact on a global scale, has been taken against 

countries that do not take obligations to protect the EU 

from the competition and to prevent carbon leaks. The 

EU imposes strict obligations on carbon-intensive 

businesses to be carbon neutral while pricing the carbon 

through the European Union Emission Trading System 

(EU ETS) and charging these businesses’ costs. EU 

companies and environmentalists criticized that a 

country business with no emission obligation abroad 

exports the same type of goods to the EU without any 

cost. 

 

Moreover, since it is costly to produce such products 

within the EU due to the carbon price, buying the same 

product by importing from a country with no abatement 

obligation does not mean that the obligating EU country 

reduces its emissions. (For example, steel is cheaper to 

import from Turkey came to an automobile company in 

Germany) Such consequences, called carbon leakage, 

could increase global emissions since the importer 

country (Germany in the example) was not deducted 

from its emissions. Therefore, in recent years, EU 

countries have focused primarily on reducing 

consumption-based emissions and production. In this 

sense, the border carbon adjustment mechanism can 

solve both problems [4]. This framework recommends 

the “carbon border adjustment mechanism” to reduce 

carbon leakage caused by exports in selected carbon-

intensive sectors. In other words, the EU seeks to 

defend its carbon pricing market and its export leakage 

to different countries while pursuing more ambitious 

emission reduction goals. It also needs to keep 

commodity prices competitive against substitution for 

imported goods, increasing jobs by reducing imports. 
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In particular, the EU would like to give priority the 

mining  (coal, iron and steel, petroleum, chemical, and 

fertilizer raw materials) and sugar, malt, textile, glass, 

paper, plastic, ceramic, cement, steel, sectors as those 

that may be exposed to carbon leakage. It is understood 

that they have targets, such as creating funds and 

additional investments for the revenues to be generated 

by these mechanisms. 
 

As the EU is the world’s largest trade bloc with a non-

EU trade figure of around 3.9 trillion euros, the border 

tax regulation can have severe global impacts. Half of 

the foreign trade with EU member states such as 

Turkey, a country that this application would be greater 

than the effect of the form. To be established on January 

1, 1996, together with the Customs Union trade volume 

between Turkey and the EU gained momentum in 2019, 

161.6 billion dollars (exports: $ 88.0 - imports: $ 73.5) 

as incurred and most of our EU countries has continued 

to be an essential trading partner. 4% of the total EU 

exports to Turkey were made. The EU has a share of 

48.7% in our exports with 88.0 billion dollars in 2018 

and ranks first in our total exports. Our country has a 

share of 4% of the total imports in the EU. Besides, the 

EU ranks first in imports as well as in our country’s 

exports. According to 2019 figures, Turkey 210.3 

billion dollars to 73.5 billion dollars of the total imports 

of goods (35.0 % share) were realized from the EU. In 

2019, the ratio of exports to imports in our country’s 

trade with the EU was 119.7%.  

Table-1 shows the import-export with the EU beetween 

2013-2019. 
 

The  ‘iron-steel, aluminum, cement, glass, and ceramic’ 

industries are among the energy-intensive sectors and 

are considered to be affected by the policy changes 

envisaged by the EU under the European Green Deal 

(EGD), are expected to be included in the list. Because 

75% of the EU’s carbon emissions come from the 

energy sector, the energy sector’s transformation is 

expected to form the Green Deal’s backbone, which 

would also be a prerequisite for decarbonizing other 

sectors. Considering that our exports to the EU in 

products and services with a high risk of carbon leakage 

(COMMISSION et al., 2019) are at the level of 28.2 

billion dollars, the issue should be addressed and 

protected in our country holistically. Improving the 

competitiveness of our exporters in the EU market is 

considered essential. Due to Turkey’s developing 

country, there is an increasing amount of energy 

demand.

 

Table 1. Our foreign trade with the European Union (Billion US $) 
 

EU (28) Foreign Trade 2019 2018 2017 2016 2015 2014 2013 

Total exports 180,8 177,2 164,5 149,2 151,0 166,5 161,5 

Total imports 210,3 231,2 238,7 202,2 213,6 251,1 260,8          

 

 

 

A-European Union 

(E.U. 28) 

Export 88,0 88,9 77,9 71,9 67,3 72,4 67,4 

% export 48,7% 50,2% 47,4% 48,2% 44,6% 43,5% 41,7% 
        

Import 73,5 84,7 88,8 80,7 82,6 93,3 96,9 

% import 35,0% 36,6% 37,2% 39,9% 38,7% 37,2% 37,1% 
        
Foreign trade 

volume 
161,6 173,6 166,7 152,7 149,9 165,7 164,2 

Export-Import 14,5 4,2 -10,9 -8,8 -15,3 -21,0 -29,5 

 Coverage Rate 120% 105% 88% 89% 81% 78% 120% 
 

According to National Energy and Mines, it is required 

to use hydrocarbons in the domestic capital position. In 

this respect, it can be stated that there are essential steps 

to be taken in EGD and climate change. To carry out the 

necessary studies in this area, greenhouse gas emissions 

that cause global warming should be analyzed in detail 

based on sectors that are likely to be subject to border 

carbon regulation. 

 

2.2 Development of Turkey’s energy-related GHG 

Emissions 

 

According to the Turkish Statistical Institute, Turkey’s 

total greenhouse gas emissions in 2018 are 520.9 

million tons (Mt) of CO2 equivalent.  This value 

represents an increase of 240.7 Mt CO2 equivalent, with 

an increase of 86 percent compared to 1998 [5]. 

Population growth, the growing economy, and the 

increase in demand for energy are among the main 

reasons for increased emissions. While energy-related 

emissions had the highest share in total emissions with 

71.6 percent, this rate was only 0.8% for the iron and 

steel industry. Turkey showed increased emissions 

during the period mentioned in terms of both quantity 

and proportionate emissions from the iron and steel 

sector has shown a downward trend. This tendency 

shows us that the iron and steel industry is taking firm 

steps towards becoming a cleaner, lower-emission 

sector on an annual basis. Sectoral emissions based on 

years are given in detail in Table-2. 
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Table 2. The energy-related greenhouse gas emissions in Turkey, kt CO2 eq. (1998–2018) 
 

Years 
Total 

Emissions 
Energy Sector 

Manufacturing 

Industry and 

Construction 

Iron and Steel 

Sector 

Transport 

Sector 

Other 

Energy 

Sectors 

1998 280 231 195 864 55 470 6 152 32 782 37 704 

1999 277 650 193 817 47 365 5 576 34 617 35 753 

2000 298 760 216 054 57 936 6 566 36 465 37 764 

2001 280 301 199 233 45 656 6 732 36 455 31 397 

2002 286 003 205 832 57 112 6 461 36 234 32 930 

2003 305 261 220 300 66 682 6 197 37 825 36 232 

2004 314 669 226 139 63 857 5 057 42 048 39 561 

2005 337 140 243 965 63 004 5 482 42 041 42 709 

2006 358 292 259 959 70 084 4 524 45 424 42 236 

2007 391 422 290 771 71 874 4 640 52 099 45 279 

2008 387 590 287 279 47 354 3 977 48 166 64 410 

2009 395 596 292 501 46 226 2 912 47 907 70 959 

2010 398 883 287 047 52 332 2 644 45 392 67 773 

2011 427 831 308 666 52 585 3 990 47 386 74 656 

2012 447 255 320 489 61 052 4 298 62 525 61 586 

2013 439 326 307 523 52 978 4 638 68 865 56 384 

2014 458 369 325 767 54 438 4 992 73 559 56 079 

2015 472 595 340 907 59 585 5 288 75 798 65 327 

2016 497 742 359 671 60 071 4 190 81 841 65 201 

2017 523 753 379 901 60 180 4 327 84 659 73 391 

2018 520 942 373 101 59 578 4 215 84 502 62 868 

Difference 240.711 177.237     93.326 4.108    -1.937 51.719 

 

Table-2 and Figure-1 show that the total emissions 

(85.9%) and energy sector emissions (90.5%) increased 

significantly between 1998-2018. One of the most 

important reasons behind this increase is considerable 

GDP development (Million $ at current prices), which 

increased by 184.4% in the same period. During the 

same period, the average GDP growth was 4.6. The 

economic growth effect increases the demand for 

energy, which naturally causes a severe increase in 

energy-related emissions. While the share of the iron 

and steel industry in GDP increased from 1.3 percent to 

3.2 percent in the specified period, it corresponds to a 

considerable increase of 575.8% in terms of the value it 

creates.  

 

 
 

Figure 1. The change of energy-related sectoral 

emission shares, 1998–2018 

 

 

 

In the same period, sectoral energy intensity decreased 

by 68 percent, followed by a 31.5 percent decrease in 

emissions. Detailed data are given in Table-3. 

 

Table 3. The development of the indicators of the iron 

and steel industry by years (1998-2018) 

Years 

Iron and Steel 

Industry 

Emissions Rate 

(%) 

Share of 

GDP 

 (%) 

Energy 

intensity  

(toe/1000 $) 

1998 2,2% 1,3% 1,07 

1999 2,0% 1,2% 1,22 

2000 2,2% 1,2% 1,33 

2001 2,4% 1,5% 1,21 

2002 2,3% 1,4% 1,22 

2003 2,0% 1,5% 0,95 

2004 1,6% 1,9% 0,56 

2005 1,6% 1,8% 0,50 

2006 1,3% 2,1% 0,39 

2007 1,2% 2,4% 0,32 

2008 1,0% 3,1% 0,23 

2009 0,7% 2,0% 0,39 

2010 0,7% 2,1% 0,38 

2011 0,9% 2,9% 0,29 

2012 1,0% 2,7% 0,29 

2013 1,1% 2,5% 0,30 

2014 1,1% 2,5% 0,30 

2015 1,1% 2,2% 0,39 

2016 0,8% 2,0% 0,45 

2017 1,0% 2,6% 0,39 

2018 0,8% 3,2% 0,34 
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2.3 Turkey’s Iron and Steel Industry Structure 

 

Three integrated iron and steel manufacturing plants are 

currently operating in Turkey (Ereğli, İskenderun ve 

Karabük). There are 31 electric arc furnace mills 

operating in Turkey in addition to these plants. 

 

As of 2018, 39.4 million tons of 51.8 million tons of 

crude steel capacity belongs to facilities producing from 

scrap and 12.4 million tons from iron ore [6]. In recent 

years, steel production and consumption, another major 

steel producer that decompose in the country’s positive 

direction, Turkey in 2007-2012, among the top 15 steel 

producers in the country, after China and India, 

increasing fastest production 3. In 2011 and 2012, after 

achieving the country’s position with the fastest 

increase in production, production decreased for three 

consecutive years in the 2013-2015 period. Turkey’s 

crude steel production in 2015, by 7.4%, down from 

34.04 million tons, down 31.52 million tons recovery in 

2016 and 2017, starting with Turkey, crude steel 

production in 2018; It has managed to rank 2nd in 

Europe and 8th in the world (Figure-2). 

 

 
 

Figure 2: The Value Created by the Steel Industry, 

1998–2018 

 

 

 

 

 

 

Turkey’s crude steel production in August 2020 totaled 

3.2 million tons, an increase of 22.9% compared to the 

same month of the previous year. In the January-August 

period, crude steel production increased by 0.6% to 22.7 

million tons.  

 

The sector reached the Capacity Utilization Rate in 

2018 at the level of 71.9%. In 2018, 19.5 million tons of 

iron and steel were exported, and 11.1 billion dollars of 

income was provided to our country. This figure 

corresponds to 6.6% of our total exports [6]. In 2018, 

the highest exports were made to EU countries (9.062 

thousand tons; 7.840 million). The primary indicators 

related to the sector are given in Table-4. 

 

Despite all the contractionary impact of the pandemic 

period, the Turkish steel sector to ensure the first eight 

months as a 0.6% production increase in production and 

a 13% increase in a show of Turkey’s steel consumption 

has increased optimistic expectations for the final 

months of the year. However, in our domestic market, 

50% of the consumption is met with imports, reducing 

capacity utilization rates. Consequently, the increase in 

consumption is not fully reflected in domestic 

production. On the other hand, the practices of the EU 

Commission continue to restrict our steel exports. While 

talking about quota restriction, dumping investigation, 

non-tariff transaction tax, it is now seen that EUROFER 

has requested tax implementation for the past years. On 

the other hand, the practices of the EU Commission 

continue to restrict our steel exports. While talking 

about quota restriction, dumping investigation, non-

tariff transaction tax, it is now seen that EUROFER has 

requested tax implementation for the past years. 
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Table 1. The basic indicators for Turkey iron and steel industry ([6]) 

Indicators  Unit 2016 2017 2018 

Industrial Sector Total Energy Consumption ktoe 33.253,7 35.318,3 36.155,0 

Iron and Steel Industry Energy Consumption ktoe 7.629,5 8.540,8 8.490,4 

Share of Iron and Steel Industry % 22,9 24,2 23,5 

Specific Energy Consumption tep/tons 0,230 0,228 0,229 

Crude Steel Production million tons 33.163 37.524 37.312 

Iron and Steel Export 
million tons 15.081 16.275 19.748 

Billion ($) 6.921 9.172 11.051 

Iron and Steel Import 
million tons 17.000 15.802 14.019 

Billion ($) 8.531 10.063 10.657 

Per Capita Crude Steel Consumption kg/person 454 475 447 
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3. Literature Review 

 

There are various types of decomposition analysis in the 

literature. These are generally grouped under two main 

headings as index decomposition analysis and SDA-

Structural Decomposition Analysis. Both methods are 

used to measure the effects of economic growth, 

sectoral changes and technological developments, 

changes in the environment, and socio-economic 

indicators. The additive Divisia Index method was 

preferred due to its suitability of analytical structure, 

ease of use, and straightforward interpretation of the 

results. Therefore, the LMDI (Logarithmic Mean 

Divisia Index) method developed by Ang (Ang, 2005), 

one of the leading index decomposition analyzes, is 

employed. The analyses were made with five significant 

factors that determine the change.  

 

LMDI, an important index decomposition analysis, has 

been a popular method used to analyze energy 

consumption changes and the factors affecting carbon 

emissions in many sectors over time. Therefore, it is 

seen that it is used in the analysis of different sectors in 

many countries. For example; China [[7]–[9]], Greece 

[10], India [11], Pakistan ([12], Nigeria [13], Spain [14], 

Mexico [15], Philippines [16] ve Turkey [17]–[21]. 

Studies frequently use five primary factors, industrial 

operation, industry structure, energy structure, energy 

intensity, and emission factor. Some other researchers 

have added three other factors to examine these factors 

affecting GHG emissions in many industries, especially 

the industrial sector, such as efficiency, investment 

intensity research & development [22]. Gonzalez ve 

Martinez [15] analyzed the factors determining the 

greenhouse gas emissions of 16 important sectors of the 

Mexican economy in 1965–2003 using the decoupling 

method. They state that economic activity and structural 

factors led to an increase in electricity generation 

emissions during this period. Energy density and fuel 

composition factors had a lowering effect on emissions.  

Zhang et al. [7], Emodi et al. [13], Moreover, Sumabat 

et al. [16] used the LMDI technique to analyze CO2 

emissions from power generation in China, Nigeria, and 

the Philippines. They stated that the most important 

contribution to CO2 emissions from electricity 

generation is due to the effect of economic activity. On 

the other hand, they said that energy density reduces 

emissions. 

 

Although decomposition analyzes are used in many 

different sectors, it is generally seen in the literature that 

scientific researchers are carried out in energy-intensive 

industries and sub-sectors. There a few studies in this 

field concerning Turkey. They are listed below; 

 

Akbostancı et al. [17] studied Turkish manufacturing 

greenhouse gases covering 57 industries in Turkey from 

1995 to 2001 by applying the LMDI technique and 

established improvements in industrial growth and 

energy intensity are the primary main drivers of 

greenhouse gas alterations. Coal is the primary 

determinant of fuel, while the steel and iron industries 

are the most polluting sectors in Turkey’s industrial 

market, with CO2 emissions overwhelming the industry. 

 

Lise [18] found that economic growth is the most 

crucial factor in rising CO2 emissions relatively rapidly 

in developing economies. On the other hand, the 

decreasing energy intensity of the economy accounted 

for a modest decrease in CO2 emissions in Turkey 

during the 1980-2003 period.  

 

Akbostancı et al. [19] decomposed and analyzed the 

CO2 emissions of five Turkish economy sectors 

between 1990 and 2013. These sectors are 

manufacturing, electricity and heat, transport, and 

residential industries. They found that the main factors 

that cause a shift in CO2 emissions are energy intensity 

and economic activity. In altering GHG pollution, the 

first two sectors (Manufacturing and electricity) are the 

most crucial. Besides, particularly for the 

Manufacturing sector, the fuel mixture portion reduces 

CO2 emissions during an economic downturn. 

 

Tunç et al. [20] also used the LMDI technique to assess 

the definitive factor determining carbon dioxide 

emissions from Turkey’s three main sectors 

(agriculture, manufacturing, and services). To 

investigate the impacts of different macroeconomic 

policies on GHG emissions, Tunç and his colleagues 

decomposed and analyzed Turkey’s GHG emissions for 

the period 1970-2006, using alterations in the 

production and use of various energy resources. The 

investigation concluded that economic growth is the 

most significant increase in greenhouse gases. On the 

other hand, energy intensity decreases CO2 in the 

periods 1980-1990 and 1995-2008, and the 

manufacturing system is not a significant factor in 

lowering carbon dioxide emissions. 

 

Rüstemoğlu [22] attempted to determine and evaluate 

the factors that, using the LMDI decomposition 

technique increased or decreased CO2 emissions for 

Turkey and Iran between 1990 and 2011. Economic 

growth and the population are the key determinants of 

CO2 emissions for both nations. Surprisingly, the third 

crucial deciding factor in Iranian carbon emissions may 

be the effect of energy intensity. It has, on the other 

hand, a minimally reduced impact on Turkey. 

 

Ediger and Havuz [23] used the LMDI model to 

investigate sectoral energy usage in the Turkish 

economy. While there is a clear correlation between 

primary energy and the GDP, studies show substantial 

sectoral energy use variations during 1982, 1988-1989, 

1994, and 1998-2000. They stated that government 

policies seem to be the vital driving force for improving 

the relationship between the Turkish economy and the 
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oil economy. Such policies would include improving the 

composition of final energy requirements, improving 

the quality of materials and energy, and replacing more 

acceptable products and oils. Furthermore, researchers 

have done much scientific investigation on the iron and 

steel industry of many countries. 

 

Sun et al. [24] have paid attention to China’s iron & 

steel industry as a significant energy-consuming 

manufacturing sector and one of the most significant 

caused by carbon dioxide (CO) emissions. The 

logarithmic mean division index (LMDI) technique is 

used to decompose the overall change in CO2 emissions 

into four factors: the effect of the emission factor, the 

effect of the energy structure, energy consumption, and 

the effect of steel production. The findings revealed that 

the effects of steel production are the key factor 

responsible for the increase in CO2 emissions, while 

energy consumption contributes most to reducing CO2 

emissions. Moreover, there is a weak negative 

contribution to the increase in CO2 emissions from the 

emission factor effect. Correlation equations are also 

suggested to determine the complicated relationship 

between the change in energy use or output of steel and 

CO2 emissions change. 

 

Tian et al. [9] have examined the energy-related GHG 

emission trajectories, characteristics, and driving forces 

for Chinese ISI for 2001-2010. Using the logarithmic 

mean Divisia index (LMDI) decomposition analysis, the 

driving forces for such emission changes are examined. 

The findings indicate that the Chinese ISI has 

undergone a rapid increase in GHG emissions related to 

energy at an annual average growth rate of 70 million 

tons of CO2 eq. The output scale effect is the key 

driving force for the rise in GHG emissions related to 

Energy in the Chinese ISI. In contrast, the effect of the 

energy intensity effect and the effect of the emission 

factor adjustment compensates for the overall increase 

the energy structure has a marginal effect. 

 

Hasanbeigi et al. [25] aim to examine influential factors 

that have influenced the steel industry’s energy usage in 

the past.  They analyze the patterns in energy use of 

leading medium-sized and large-sized steel enterprises 

in China during 2000-2030. The research also uses a 

refined analysis of the Logarithmic Mean Divisia Index 

decomposition to measure the effects of different 

variables in influencing past and future energy 

consumption trends. Their forecast outcome indicates 

that key steel companies’ final energy usage peaks in 

2020 under scenarios 1 and 2 (low and medium scrap 

usage) and 2015 under scenario 3 (high scrap use). The 

three scenarios generated with the forward-looking 

decomposition study for 2010-2030 show that the 

structural effect and the pig iron ratio play a crucial role 

in decreasing final energy use during 2010-2030, 

contrary to experience during 2000-2010. 

 

Wang et al. [26] analyze the iron and steel (IS) industry 

of China since it is the largest emitter of air 

contaminants and plays an essential part in achieving a 

green economy. They have used the logarithmic mean 

Divisia index (LMDI) method to examine the 

influencing factors of the IS industry’s air pollutant 

emissions from environmental regulatory impact 

dimensions, the effect of pollutant generating intensity, 

the effect of energy structure, the effect of technological 

development and the effect of economic impact. Based 

on China’s IS industry’s empirical study from 2005 to 

2015, three significant findings can be summarized. 

First, in controlling air pollution in the IS industry, 

environmental policy plays a decisive role. Second, 

environmental legislation and technological 

development have inhibitory effects on emissions of air 

pollutants. In contrast, the intensity impact of the 

production of pollutants and the scale effect encourage 

emissions to some degree. Third, the industry’s 

decoupling efforts have steadily shifted from weak to 

strong. 

 

Khan et al. [12] have used the LMDI method to 

calculate changes in CO2 emissions in Pakistan over 

1900-2017. The goal of this was to reduce the changes 

in CO2 emissions. They have used five variables: 

activity effect, structural effect, intensity effect, fuel-

mix effect, and emission factor effect. The three key 

factors responsible for changes in the country’s overall 

CO2 emissions have been established as the effects of 

the activity effect, structural effect, and intensity effect. 

The activity impact is the largest contributor to overall 

changes in the level of CO2 emissions among all the 

effects. The structural effect positively affects CO2 

emissions, reflecting a change in economic activity to 

more energy-intensive sectors. Nevertheless, the 

strength effect has a negative emission relationship, 

which is a sign of improvements in energy efficiency. 

They have concluded that policymakers should promote 

the diversification of the energy and production mix into 

more energy-efficient economic sub-sectors. 

 

To achieve emission reduction targets for determining 

to make a low-carbon transition of Turkey, we conduct 

a specific investigation on the Turkish high-energy 

intensive sector, iron, and steel, for the period 1998-

2018 by employing the LMDI method. 

 

To achieve emission reduction targets for determining 

to make a low-carbon transition of Turkey, we conduct 

a specific investigation on the Turkish high-energy 

intensive sector, iron, and steel, for the period 1998-

2018 by employing the LMDI method. 
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4. Methodology 

 

The LMDI method developed by Ang (Ang, 2005) was 

used in the formula below to determine the change in 

greenhouse gas emissions caused by the iron and steel 

industry and the effect of five factors thought to be 

determinant in the formation of this change 

 

C = ∑ Cij

ij

= ∑ Q
Qi

Q

Ei

Qi

Eij

Ei

Cij

Eij
ij

= ∑ Q

ij

SiIiMijUij                (𝟏) 

 

Where C is the total CO2 emissions of the Turkish iron 

and steel industry; i specifies the i-th combustion sector; 

j represents the jth type of fuel Si =Qi/Q represents the 

industrial structure, Ii (=Ei/Qi) represents the energy 

intensity of sector i; Mij (=Eij/Ei) is the fuel-mix 

variable, and Uij (=Cij/Eij) represents the CO2 

emissions factor of fuel j consumed in i sector [27]. 

The LMDI into the five components as illustrated;  

(i) The economic activity effect (∆Cact );  

(ii) The structure effect (shown as ∆Cstr );  

(iii) The sectoral energy intensity effect (shown as 

∆Cint);  

(iv)  The sectoral energy-mix effect (shown as ∆Cmix); 

and  

(v) The emissions factor effect (denoted as ∆Cemf ) in 

additive form. 

 

5. Results and Discussion 

 

The LMDI method developed by Ang (Ang, 2005) has 

been applied to determine the change in greenhouse gas 

emissions caused by the iron and steel industry into the 

effect of five for the period 1998-2018.  

 

The LMDI can be expressed as: 

 

∆Cact = ∑
Cij

T − Cij
0

lnCij
T − lnCij

0 
ij

ln (
QT

Q0
)                                (𝟐) 

∆Cstr = ∑
Cij

T − Cij
0

lnCij
T − lnCij

0 
ij

ln (
S𝑖

T

S𝑖
0)                                (𝟑) 

∆Cint = ∑
Cij

T − Cij
0

lnCij
T − lnCij

0 
ij

ln (
I𝑖

T

I𝑖
0)                                 (𝟒) 

∆Cmix = ∑
Cij

T − Cij
0

lnCij
T − lnCij

0 
ij

ln (
M𝑖𝑗

T

M𝑖𝑗
0)                            (𝟓) 

∆Cemf = ∑
Cij

T − Cij
0

lnCij
T − lnCij

0 
ij

ln (
U𝑖𝑗

T

U𝑖𝑗
0)                             (𝟔) 

 

Table-5 shows that economic activity and structural 

effect increase emissions, while density, energy 

composition, and emission factors decrease emissions.  

Table 5. The change in greenhouse gas emissions in the iron and steel industry, kt CO2 eq. (1998–2018). 

Years 

∆𝐂𝐚𝐜𝐭 ∆𝐂𝐬𝐭𝐫 ∆𝐂𝐢𝐧𝐭 ∆𝐂𝐦𝐢𝐱 ∆𝐂𝐞𝐦𝐟 ∆𝐂𝐭𝐨𝐭 

Activity effect Structure effect Intensity effect Energy-mix effect Emission factor effect Total effect 

1999-1998    -526  -523  787  -316  2  -576  

2000-1999 418  76  507  -14  3  990  

2001-2000 -2.005  1.208  -620  1.586  -2  166  

2002-2001 1.068  -186  59  -1.213  0  -271  

2003-2002 1.794  26  -1.584  -496  -3  -264  

2004-2003 1.403  1.555  -2.916  -1.177  -5  -1.140  

2005-2004 1.132  -235  -640  173  -4  425  

2006-2005 457  800  -1.221  -983  -11  -958  

2007-2006 972  434  -977  -309  -4  116  

2008-2007 495  973  -1.144  -986  0  -662  

2009-2008 -621  -1.497  1.824  -771  -0  -1.066  

2010-2009 491  152  -75  -838  3  -268  

2011-2010 240  997  -853  926  36  1.346  

2012-2011 188  -172  -27  366  -46  308  

2013-2012 387  -340  99  194  -0  340  

2014-2013 -79  -23  15  440  1  354  

2015-2014 -417  -691  1.345  1.179  -1.120  295  

2016-2015 5  -543  664  -769  -454  -1.097  

2017-2016 -50  1.170  -640  -104  -238  137  

2018-2017 -331  874  -569  -129  39  -115  

Total          5.019       4.055       -5.969              -3.240             -1.805      -1.940 
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5.1 Economic activity effect:  

 

GDP is both an indicator of a country’s economic 

performance and a measure of national wealth. It also 

shows the effect on total primary energy consumption 

resulting from an increase in production. Increasing 

economic output increases the activity effect and 

increases the growth rate in energy consumption. It 

positively contributes to the increase in energy 

consumption. If production falls, the economic activity 

effect reduces energy demand growth and negatively 

affects energy consumption change. The economic 

activity effect naturally harmed emissions in 1999, 

2001, and 2009, when the economic recession (Table-

5). However, despite the favorable growth rates of 5.2% 

in 2014, 6.1% in 2015, 7.5% in 2017, and 2.8% in 2018, 

there was a decrease in energy-related emissions in the 

iron and steel sector. This fact is related to the reduction 

in steel production compared to the previous year. The 

cumulative effect of economic activity rise of 5 kt GHG 

from 1998 to 2018 (Table-5).  

 

5.2 Sectoral Structure Effect 

 

The structural effect is the factor that indicates the 

change in the proportional value of each sector within 

the total economic activity (GDP). In other words, it is 

the change in total energy consumption resulting from 

the change (increase or decrease) in the total production 

composition of the iron and steel industry. For example, 

while the share of iron and steel production in GDP was 

1.22% in 1999, this value was lower than 1.24% in 

2000. This result creates an emission-increasing effect 

for the 2000-1999 period. The iron and steel industry’s 

share in the total production composition between 2018-

1998 increased from 1.34% to 3.18%. (Table -3) It led 

to a 4.0 Mtons increase in emissions due to the sectoral 

structure effect (Table-5).  

 

5.3 Sectoral energy intensity effect 

 

Energy density is the amount of energy used per unit 

output or process required. The density of the iron and 

steel industry is calculated as toe / 1000 $ in this study. 

Therefore, density is an indicator of the toe’s energy 

consumed for $ 1000 in the sector. It is expected that the 

sectors’ energy density would be lower with apply 

advanced, effective, and efficient production techniques 

and make improvements in material and fuel quality. 

Since technological change and progress need less 

energy to produce the same amount of product. In other 

words, much more product is expected to be obtained 

with the same amount of energy. [28]. Therefore, while 

energy density increases in the early stages of the 

developing economy and sectors, technological 

developments in the developed economy and sectors 

reduce the energy density and make production more 

efficient. Many studies in recent years have shown that 

reducing its density limits or reduces energy-related 

greenhouse gas emissions. [7], [17], [19], [29]–[30]. 

 

 
 

Figure 3. Energy intensity of the iron and steel industry 

by years (toe/1000 $). 

 

The iron and steel industry’s energy intensity started to 

decline in 1999, and this trend continued until 2008 

when the global economic recession occurred. The 

increasing intensity in 2009 started to decrease again in 

2010 and 2011.  Energy intensity, which has a steady-

state between 2011 and 2014, started to increase in 2015 

and reached the highest point of the last quarter of 2016. 

Since 2017, the sector has started to recover, and the 

energy intensity has started to decline again. Although 

the density effect took positive values in many years 

between 1998 and 2018, it generally has negative 

values. Especially in the period 2000-2008, the decrease 

in intensity significantly reduces the sectoral-based 

emissions. The downward trend was broken in 2009 

with a high positive value. The impact of the global 

economic crisis in the iron and steel industry was felt 

seriously. Figure-3 shows that the density effect was not 

very useful in the 2010-2014 period. Decreases 

followed the increases in 2015 and 2016 in 2017 and 

2018. It was determined that in 2015 and 2016, more 

energy consumption and lower revenue was obtained 

for unit product production. In particular, Turkey’s steel 

production showed a drop for the third time in 

succession in 2015, while world steel production, the 

global financial crisis in 2009, and then-induced 

decline, declined for the first time in 2015. In the post-

2016 period, the sector has taken advantage of 

significant energy use and technologies and energy-

saving techniques and has managed to take the density 

effect to negative values (Figure–3). This improvement 

contributed to the reduction of the sectoral intensity 

effect by approximately 6.0 Mt in total emissions. 

(Table–5) 

 

5.4 Sectoral energy mix effect 

 

This effect shows how industries are using existing fuels 

and are calculated by dividing the energy consumption 

of a fuel type by the total energy consumption of that 

sector. Until 2009, solid (coke, derived gases, hard coal) 

and liquid fuels (petroleum products) and a limited 

quantity of natural gas was widely used in the iron and 

steel industry. In the period 2009-2018, solid and liquid 

0,00

0,50
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fuels were replaced by a high-rate of natural gas. 

Although this fuel composition change caused the fuel 

composition effect to have positive values in the 1998-

2018 period, it took negative values in general. It caused 

the sector emissions to decrease by 3.2 Mt in total 

(Table–5).   

 

5.5 Emission Factor Effect 

 

The emission factor effect, which shows the effect of 

the fuel efficiency used in the sector on the emissions, 

does not affect the sectoral emissions between 1998-

2014. (Table -5). Since there is no change in the carbon 

content of the fuels used for this period, however, it is 

determined that the emission reductions were caused by 

the usage of lower emission factors of the solid fuels 

used in 2015, 2016, and 2017. The plant-based emission 

factors could not be calculated until 2015; therefore, the 

default values in the IPCC 2006 Guidelines were used, 

and facility-based EF was calculated with calculations 

based on elemental analysis of fuels used in Integrated 

Iron and Steel plants since 2015. The emission factor 

effect reduced emissions between 2015-2017 by 

applying facility-based EF (Table-5). 

 

6. Conclusion 

 

The European Green Deal, which reveals the European 

Union’s new strategic vision for 2050 with the 

perspective of “combating climate change and economic 

growth,” to increase its citizens’ welfare, live in a clean 

and healthy environment, and secure future generations. 

EGD was announced in 2019, and it is a new growth 

strategy prepared for the European Union that would 

provide more than it would spend. As our most 

important export and import partner, the EU plans to 

implement carbon border regulation mechanisms 

against commercial partners in 2021, would require 

serious measures, especially for our energy-intensive 

sectors. Mechanisms would profoundly affect our trade.  

Besides, it included being a party to the Paris 

Agreement and fulfilling the requirements of the 

Agreement in all international trade agreements that the 

EU has recently negotiated. In the Green Deal, the EU 

declared that it would adopt this practice for all future 

trade agreements; therefore, it is anticipated that this 

issue would come to the agenda in updating the 

Customs Union, which aims to be initiated by our 

country. Also, considering the legislative and 

implementation changes envisaged by the EU in the 

titles of Industry, Agriculture, Transport, and Energy, it 

is considered that a much wider part of our exports to 

the EU would be affected by the EU’s climate change 

measures.  This EGD implementation, which is obvious 

to have the most significant impact on a global scale, 

both its possible effects were evaluated and discussed 

with the measures taken to have the least impact on our 

country’s iron and steel industry. For this purpose, the 

change in the energy-related greenhouse gas emissions 

originating from the iron and steel industry from 1998 

to 2018 was analyzed into five driving forces using the 

LMDI, one of the effective decomposition methods. 

Because of the analysis, it has been determined that the 

economic activity impact (GDP) is the most crucial 

determining factor behind the change in CO2 emissions. 

It increases the emissions by 5 Mt. The sectoral 

structure effect means the change in the sectors’ 

proportional value within the total economic activity. 

 

Furthermore, it affects that similar to economic activity 

and increases 4 Mt in the specified period. The other 

three factors were found to reduce emissions. The 

sectoral energy intensity reduced emissions by about 6 

Mt, followed by the energy mix effect with 3.2 million. 

The emission factor reduced the total emissions by 

around 2 Mt in the specified period. 

 

The steel industry is among the most energy-consuming 

industries in the world. Improving energy efficiency in 

the iron and steel sector through the presentation and 

implementation of the latest technologies and 

techniques is essential because its share of total energy 

consumption in Turkey, 7.5%, and industrial 

consumption is around 22.9%. Studies are carried out in 

high-energy consumption units to reduce energy 

consumption in the blast furnace, coke factories, arc 

furnace, annealing furnace, energy systems feeding the 

furnace, dust holding, and cooling water systems. Our 

steel industry’s energy share in input costs ranks 2nd 

after raw materials and has a high ratio of around 15-

25%. The share of energy in production costs is 

sufficient to show how vital energy has for the iron and 

steel industry. 

 

For this reason, our steel industry has drawn a roadmap 

for the development of projects that increase energy 

efficiency and continues to work towards renovation by 

continually improving its technology. In our steel 

industry, energy efficiency studies started in the 80s; 

considering the studies carried out in the last ten years; 

Energy consumption per ton of crude steel has been 

reduced by 18-20%. It is necessary to speed up energy 

efficiency studies to ensure sustainable low carbon 

development. It would be beneficial to use higher 

technology products and encourage renewable and 

carbon-free gases and technologies, mainly hydrogen, 

by the state. 

 

Regarding climate change, the average compared to 

other countries per tons of steel crude steel production 

in Turkey (about 1.5 tons) of CO2 emissions caused 

stated under (0.69 tons of CO2). This result is mainly 

due to the predominance of electric arc furnaces in 

production (69.8% of the factories are electric arc 

furnaces in 2014). Major producers such as Erdemir are 

also developing projects for energy and resource 

efficiency with multilateral development banks’ 

support. These are admirable developments. However, 
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in the fight against climate change went ahead to say 

that Turkey’s steel sector would be misleading. The 

road to be taken is long for the sector players who are 

still at awareness and capacity building. 

Furthermore, technological advances in reducing 

greenhouse gas emissions can only solve a part of the 

problem. Absolute mitigation measures such as 

reducing consumption, ensuring energy and resource 

efficiency, making electrification, and ensuring 

electricity production in all processes must be 

implemented urgently, with fully independent of fossil 

fuels. The usage of renewable energy sources can 

achieve the best solution as they are both viable and do 

not damage the environment like fossil fuels and to 

reduce the high reliance on imported resources and to 

meet the envisaged 2023 goals of greenhouse gas 

emission reduction by using domestic energy sources.  
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Abstract 

 

Today, the epidemic diseases such as COVID-19 spreads very fast in the globalizing world and lethal 

effects on human health have had a noticeable effect on the health sector. For this situations, various 

disciplines have had different studies to minimize the effects of the epidemic. In such cases, it is a 

separate requirement that the use of the opportunities brought by technology. In this study, the kinematic 

analysis of the open-source robot arm was especially examined in terms of reducing the workload of 

individuals working in the healthcare sector. The open-source robot arm is articulated and has 5 degrees 

of freedom. The kinematic analysis is very important for determination of the working space of the 

robotic systems. The inverse kinematic analysis was done with Python programming language and the 

control module was developed to check the analysis. The control module shows the angle values 

depending on the joints of the robot arm. It is also shown the Px, Py, and Pz positions obtained depending 

on the position of the end effector in 3D space. On the other hand, Euler angle values are also specified, 

which are based on the position of the last position taken by the joints of the robot arm in the 3D space. In 

the study, the geometric approach method was used that is still popular in the inverse kinematic analysis. 

It is hoped that this study will inspire the development and use of professional and industrial kinds of the 

open-source robot arm. 

 

Keywords: Open-Source Robot Arm, Inverse Kinematic Analysis, Python 

 

1. Introduction 

 

Robot technology is an advanced technology innovation 

that requires a multidisciplinary area of research. In 

robot technology, numerous disciplines such as 

computer science, information and sensor technology, 

mechanisms, control theory and artificial intelligence 

need to cooperate. The prevalence of robotic arms, 

which are frequently used in industrial applications, is 

expanding day by day. On the other hand, the 

sophisticated robotic arms are both expensive and hard 

to maintain systems. The fact that epidemic diseases 

such as COVID-19, which today threatens human 

health, is a global treat, has revealed the importance of 

the healthcare staff especially in hospital in pandemic 

situations. In this study, open-source humanoid robot 

arms were emphasized to reduce the workload of 

healthcare professionals. Any contribution that can be 

made in pandemic situations where human health is a 

need has significance. However, it is obvious that the 

use of advanced scale robotic systems in hospitals  

 

 

would pose both maintenance and expense burdens. 

Considering these situations, it will provide a significant 

cost gain that the production of open-source robotic 

arms on a professional scale printed from 3D printers 

and the development of control software as an open-

source compared to their professional scale equivalent. 

On the other hand, it is of special importance that spare 

parts and maintenance are also easily provided. 

Determining of the working space of the robot arm is 

one of the most important issues in the robotic systems. 

This determination of workspace is possible by 

kinematic analysis. The working space is expressed by 

the point coordinate that end effector on the robot arm 

will form in three-dimensional space. There are some 

solutions methods for determination of the location of 

robot arm in the working space. Those are listed mainly 

as graphical method, analytical method and numerical 

method. The graphical method and analytical method 

are limited by the number of joints and inadequate in 

defining some robot arms, although, both the amount of 

calculation and the reliability in the numerical method 

cannot be guaranteed for some cases [1, 2]. Two 
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different space is used in kinematic analysis, Cartesian 

space and Quaternion space. The transformation 

between two Cartesian coordinate systems can be 

reduced to one turn and one translation. It is among 

used the methodologies to represent rotation that 

Cayley-Klein parameters, Gibbs vector, Euler angles, 

and orthonormal matrices, while in robotics, 

homogeneous transformations based on 4x4 real 

matrices are predominantly used [3]. In the study, it was 

examined the kinematic analysis of open-source 

professional 5 degree of freedom robotic arm obtained 

from 3D printer by Denavit-Hartenberg (D-H) method 

[4].  

 

 

Figure 1. Medical Assist Robot arm printed from the 

3D printer 

 

Python programming language was used to determine 

the analysis of the workspace, and the position of the 

robot arm in the workspace was analyzed by the D-H 

method. It was examined the inverse kinematic analysis 

after determination of the working space of robot arm. 

kinematic analysis of the medical assist robot arm is 

open-source software format. Open-source medical 

assist robot arm is suitable for development (figure 1). 

The robot arm is also an articulated kind. Kinematic 

analysis is extremely important in robotic systems, in 

other words, it is equivalent to controlling robotic 

systems. In particular, inverse kinematic modelling 

continues to pose one of the major problems in today’s 

robot research. On the other hand, the most popular 

method for controlling robotic arms is as yet dependent 

on manually designed scanning tables [5 – 8]. The D-H 

method is used to determine working space of robot arm 

and its position to control. The key to the D-H method is 

to demonstrate the relationship of the coordinate system 

of all joints. In the scope of the method, a series of D-H 

parameters are created.  

 

2. Robot Arm Kinematic 

 

In robotic systems, kinematic analysis is divided into 

two parts, forward and inverse kinematics. While the 

inverse kinematic analysis examined, the complexity of 

the equations makes the solutions difficult, however this 

is not the case in forward kinematic analysis. The 

obvious reason for the complexity is not particularly 

linear. Although nonlinear equations cannot be 

combined, there are no one-to-one solutions. While 

nonlinear equations cannot combine, moreover, the do 

not have unique solutions. There are numerous studies 

in this searching area, while in certain studies the 

geometric approach is used for inverse kinematic 

analysis solutions [9], while in some other studies 

double quaternion is used [10]. Particularly in many 

recent studies, it is seen that artificial intelligence (AI) 

methods are used in inverse kinematic solutions of 

robotic systems [11 – 13]. Among the prominent 

studies, while the position/force values are used for the 

control of the dual robot system [14], the robot arm was 

controlled by calculating of the position/force values 

required for the B-Hand robots with 4 degrees of 

freedom [15].  

 

2.1. Inverse Kinematic Analysis 

 

Different approaches have been adopted for kinematic 

analysis of robotic systems and especially for inverse 

kinematic solutions. In the study [16], closed form 

solution and zero moment point approach were used in 

the robotic system with 18 DoF. In another study, 

optimal path in Cartesian space was performed using the 

particle swarm optimization (PSO) algorithm for inverse 

kinematic of the robot arm with two degrees of freedom 

[17]. Inverse kinematic analysis of the robot arm with 

two degrees of freedom was developed using the genetic 

algorithm approach by Chaitanyaa et al. [18]. Jones and 

Walker developed inverse kinematic analysis for the 

continuum robots within the structure of the modular 

approach [19]. Radavelli et al. performed the kinematic 

analysis of robotic systems by comparing DH 

convention and Dual Quarternion approaches [20]. 

In a study conducted in 2015, screw theory was used in 

the inverse kinematic analysis process [21]. In another 

conducted study, the metaheuristic methods were used 

to determine the working space of robots [22]. In the 

study [23], analytical inverse kinematic solution was 

done with data obtained from D-H tables. At the point 

when the literature is examined, especially, that are 

developed numerous different inverse kinematic 

analysis solutions in robotic systems. The studies of 

inverse kinematic solutions are limited compared to 

geometric approaches. It means that the geometric 

approach is still prominent in inverse kinematic 

solutions. The inverse kinematic analysis is a basic 

assignment for the operation and structure of robotic 

systems. Analysis of this critical problem continues to 

pose serious problems in the robotic systems. It is basic 

to make the most inverse kinematic calculations for 

complete control of the robotic system. In particular, 

serious problems are posed to determine the position of 

the robot and the calculation of all joint angles 
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corresponding to the position [24]. Although there are 

numerous packages available for numerical inverse 

kinematics, an initial value is required to find just one of 

the multiple solutions. Besides, normal requirements, 

for instance, it must be overcome that dependency and 

convergence of individual initial value configurations 

[25, 26]. 

 

Figure 2. Solution of the inverse kinematic analysis of 

robot arm by geometric approach method 

 

Briefly, inverse kinematic analysis in robotic systems is 

called the analysis of the end effector and how many 

different configurations can be performed. In other 

words, if n, o, a, and p variables and geometric variables 

are known, joint variables can be resolved in kinematic 

solutions 𝜃𝑖 (i = 1, 2, …, 6) [27]. The equation required 

for the solution of inverse kinematic is as follows. 

Geometric method is used for the inverse kinematic 

solution of the medical assist robot arm (figure 2). 
 

3. Control Module of Robot Arm 

 

In the study, it was examined the inverse kinematic 

analysis of the medical assist robot arm with Python 

programming language. The graphical user interface 

(GUI) was developed via Python to control inverse 

kinematic analysis. The model GUI was designed as 

shown in figure 3 below, the controlled system was 

simulated too. The robot arm is shown in figure 1 and it 

has 5 active joints. 3rd and 4th joints are connected to 

each other in form of twisting joints. The controlled 

functions via the GUI are as follows; 

 

• Controlling the simulation process 

• Monitoring of joint angle information 

• Obtaining exposure information of the 

manipulator 

 

In this study, an open-source robot arm was printed on 

the 3D printer and it was 5 DoF features that aims to 

help hospital staff. Additionally, the kinematic analysis 

was performed to control robot arm. Inverse kinematic 

analysis of the robot was performed via the GUI. In the 

solution of the kinematic equation, it was used 

homogeneous transformation theory. The GUI interface 

was prepared with Python programming language. The 

biggest advantage of the robot arm prepared within the 

scope of the study is that it has 5 DoF degree of freedom 

at a professional usage and its production cost is low. In 

the next phase of the study, which is aimed to reduce 

workload of healthcare staff as much as possible, 

robotic arm will be designed based artificial intelligence 

applications that will be created by parallel operation. 

 

Figure 3. Control module prepared with Python programming language 

In the prepared the GUI interface, in the inverse kinematic analysis, it is specified the position of Px, Py, and Pz 

depending on 5 angles obtained from the position of the end-effector. While the position of the end-effector is 

determined in the working space, Euler angles are also calculated and shown in the interface. 

4. Conclusions and Recommendations 

 

In this study, it was performed the inverse kinematic 

analysis of open-source robot arm with 5 DoF. In the 

inverse kinematic analysis process, it was determined 

conceivable inverse movement of the robot arm in the 

working space. During the analysis phase, the D-H 

parameter table was created and an analysis was made 

based on the homogeneous transformation theory. The 

GUI interface was created via Python for analysis. It is 

hoped that this study will inspire the development of 

open-source robotic systems especially professional 

kinds robotic arm, and the development of kinematic 

analysis. 
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Abstract 

 

In this study, the process improvement / Kaizen case study of a casting mold set-up process, was examined. 

The aim of this work was reducing the set-up time and improving ergonomic conditions. Since existing 

operating conditions cause a waste of time, an air impact wrench had to be used in the mold assembly 

process. To be able to use the air impact wrench, a new geometry had to implemented on casting mold and 

this design change was analyzed in ANSYS software to avoid a failure in working conditions. It was 

concluded that the maximum stress on the mold was not at a level where it would cause failure. After the 

initial geometry improvement process, a further ANSYS-Topology optimization process was conducted to 

reduce weight of the mold. As a result, the set-up time decreased. Consequently, big benefits in terms of 

cycle time, occupational health and safety, improvement in the process and cost have been achieved. 

 

Keywords: ANSYS Static Structural, ANSYS Topology Optimization, Case Study, Kaizen, Process 

Improvement 
 

 

1. Introduction 

 

In today's conditions, parameters such as production 

speed, quality, cost and reliability have a great 

importance in the globalizing producer-consumer 

society. Process improvements have a critical value for 

competitive manufacturers, as they reduce cost and 

waste of time [1]. To improve their processes, 

manufacturers are inspired by a variety of principles like 

Kaizen, 6 Sigma and lean manufacturing [2, 3]. 

 

Kaizen states that improvement of the process by the 

manufacturers is as important as the quality of the 

product. It emphasizes that unknown or uncontrolled 

parameters are a risk in terms of sustainability of the 

product quality [4]. Many manufacturers implement 

improvements by applying the Kaizen principles in their 

work. Modarress et al. determined a case study and 

defined Kaizen costs to reduce existing costs of Boeing 

Commercial Aviation Company, improve quality, and 

reduce cycle time [5]. Venkataramana et al. studied a  

case to increase the export prices of crankshaft 

production, which is the domestic production of an 

automotive company in India. The production time was  

 

decreased by 40%, the production capacity was 

increased, and production errors were reduced, resulting 

in a higher customer satisfaction [6]. Kumar et al. 

investigated the effects of Kaizen on production 

techniques and delivery times to increase the 

competition of small-scale industrial organizations in 

India [7]. Kumar et al. reduced the stock level, delivery 

time, cycle time by implementing the lean-Kaizen 

principle in a medium-sized enterprise, thereby 

achieving improved efficiency and improved product 

quality [8]. Özdağoğlu et al. studied on reducing the 

cycle time with Kaizen and lean manufacturing 

principles of a company producing PVC films [9]. 

 

Designers must optimize their designs in today’s 

competitive market in terms of cost and time. For this 

reason, to survive in competitive and rapidly changing 

conditions, fast, efficient, functional and cost-effective 

designs should be introduced in this scope the efficient 

utilization of CAD and CAE software becomes 

compulsory. Additionally, topology optimization tools 

are widely used to improve designs without succumbing 

to unnecessary design iteration loops. Topology 

optimization is a useful method to reduce weight 

mailto:*yaseminnuraydinn@gmail.com
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without endangering safety or strength of the product 

[10, 11]. In the literature many topology optimization 

studies in many diverse applications can be found; some 

examples are truck chassis, deck lid and undercarriage 

[12], automotive chassis [13], automotive engine 

mounts [14], machine tools [15],  cast iron feeding 

system [16], implants [17], [18]. 

 

In this study, an air impact wrench is selected to reduce 

the production cycle time and improve the process 

ergonomically. The manual mold assembly process is 

not suitable for hot working conditions of the casting 

shop due to dependence on manpower. For this reason, 

the mold geometry has been redesigned to allow the 

utilization of an air impact wrench. The maximum Von-

mises stress (equivalent stress) values of the original 

geometry and the slotted geometry are compared using 

at ANSYS - Static Structural software. After the stresses 

are examined and no risk is found, slots are opened on 

the actual casting mold. Due to this slotted geometry, 

the air impact wrench reduces work cycle time by 11 

minutes and the workstation is improved ergonomically. 

Finally topology optimization is conducted on the upper 

plate of casting mold and Von-Mises stress (Equivalent 

stress) results of the geometry obtained via topological 

optimization is examined.  

 

2. Materials and Methods 

Different sizes of casting molds are used in the casting 

factories depending on the product and molds on casting 

machines must be changed in accordance with the 

demands of production planning. This process is called 

mold assembly. Safety, set-up time and ergonomics are 

priorities of the mold assembly process.  

The reason for working on the mold assembly station is 

to provide better working conditions and reduce high 

cycle time as seen in Figure 1.    

 

 
Figure 1. Working conditions and casting mold 

assembly process 

 

Before making changes on actual casting mold, ANSYS 

software is used to determine safety risks of the new 

design by calculating stresses. 

 

In the geometry shown in Figures 2.a and 2.b, structural 

steel material is used for the lower pusher plate and 

upper pusher plate, lower plate, upper plate, pillars 

where the slots are opened, bridge, centering shafts, 

upper plate dowel pins and centering bushings. 

 
Figure 2.a. The representation of the lower pusher plate 

and upper pusher plate, lower plate, upper plate, pillars 

where the slots are opened, bridge. 

 

 

 

Table 1. Torque information table required for screwing-loosening the bolt regulated by DIN EN ISO 4014-4018, 

DIN ISO 262, DIN 34800, DIN EN ISO 4762, DIN EN 20 273 standards [19]. 

Size Strenght 

Class 

Assembly preload forces FMTab in kN for μG = Tightening torques MA in Nm for μK = μG = 

0,08 0,10 0,12 0,14  0,16 0,20 0,24 0,08 0,10 0,12 0,14 0,16 0,20 0,24 

 

M 

18 

8.8 

10.9 

12.9 

107 

152 

178 

104 

149 

174 

102 

145 

170 

99 

141 

165 

96 

137 

160 

91 

129 

151 

85 

121 

142 

220 

314 

367 

259 

369 

432 

295 

421 

492 

329 

469 

549 

360 

513 

601 

415 

592 

692 

462 

657 

769 

 

M 

20 

8.8 

10.9 

12.9 

136 

194 

227 

134 

190 

223 

130 

186 

217 

127 

181 

212 

123 

176 

206 

116 

166 

194 

109 

156 

182 

308 

438 

513 

363 

517 

605 

415 

592 

692 

464 

661 

773 

509 

725 

848 

588 

838 

980 

655 

933 

1092 
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Figure 2.b. The representation of the centering shafts, 

upper plate dowel pins and centering bushings on the 

mold geometry. 

 

In the geometry shown in Figure 3.a and 3.b, the side 

cores materials are cast iron, the upper core is hot work 

tool steel, and the bottom core is mold cast steel. 

 

 
Figure 3.a.  The representation of the side cores. 

 

 
Figure 3.b.  The representation of the upper core and 

bottom core on mold geometry. 

 

 

After modelling the individual components, the contact 

conditions are defined. The number of mesh elements is 

1.249.023 and the number of nodes is 1.872.114. As  

boundary conditions, the weights of the upper and lower 

plates in Figure 5.a were determined to be 1540,8 N. 

The force of the hydraulic press has been determined to 

be 62860,6 N applied to the cylindrical upper surfaces 

of the bridge elements. As a boundary condition, the 

surface of the mold that contacts the ground is taken as 

a fixed support as shown in Figure 4. 

 

 
Figure 4. Fixed support surface of the mold that the 

contacts of the ground. 

 

In order to compare the stress results, the same 

processes are repeated on the slotted geometry with 

same boundary conditions as shown in Figure 5.b. 

 

Figure 5.a. Force values shown on original geometry 

and display of fixed geometry (fixed support). 
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Figure 5.b. Force values shown on slotted geometry 

and display of fixed geometry (fixed support). 
 

  
Figure 6.a. 3D geometry in 

ANSYS. 

Figure 6.b. Actual view 

of the mold before 

revision. 

The slots are applied in the red circled corners as shown 

in Figure 6.a. As seen in Figure 6.b, non-ergonomic 

condition is encountered during the casting mold 

assembly. Since the air impact wrench is not physically 

suitable for the region due to restricted space in the 

corners of the mold where the assembly process will be 

performed, it is necessary to implement a slot on the 

mold corners. 
 

As shown on Figure 7.a and 7.b, certain material 

removal on the corners are necessary so that the torque 

wrench can reach bolts, also stud of the torque wrench 

should be extended for greater length. Air impact 

wrench has a specified working torque range of 250-

1250 Nm to supply 773 Nm of torque as shown in Table 

1.  

 

To compare the static stresses on the slotted model, the 

slotted casting mold geometry is modeled as in Figure 

8.a. The operation is carried out on the casting mold 

upper plate’s corner as in Figure 8.b after positive 

evaluation of Ansys safety examination. 

 

After the slotted geometry is created and the analysis 

conditions are prepared, topology optimization process 

is defined on the slotted geometry at ANSYS- Topology 

Optimization module. The aim of topology optimization 

is to reduce the amount of raw material during the mold 

production and to create a lighter upper plate design that 

supplies the tension values 

                              
 

 

Figure 7.a. 

Air impact 

wrench 

intermediate 

lever and 

end bits 

view. 

 

Figure 7.b. 

Dimensioni

ng of the 

slot opened 

on the mold 

and 3D 

geometry. 

  

  
Figure 8.a. 3D geometry in 

ANSYS. 

Figure 8.b. Image of 

the slotted mold.  

 

In this way, the optimum design that will provide a 

reduction in raw material costs is created. 

In order to perform topology optimization, the upper 

plate is chosen as the region where mass removal will 

be applied. The solution method is chosen based on the 

topology optimization as density based [20]. The 

parameter to be changed on the upper plate is mass, 

75% of the mass is preserved (response constraint). As a 

result of the change in the mass, static analysis results of 

slotted and original geometry are examined. Design 

verification studies are carried out without any financial 

or time loss thanks to the simulations performed in 

computer environment [21]. 
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3. Results and Discussion 

3.1. Cycle Time Changing 

 

Before the improvement process, the mold assembly 

process was 20,3 minutes on average. After 

improvement, process is decreased to 9,1 minutes on 

average because of the 6-month project implementation. 

In this way, the cycle time is reduced by 11,2 minutes as 

shown in Figure 9. 

 
Figure 9. Before and after project cycle times of casting 

mold assembly process (CMCP) 
 

An average of 11,2 minutes of change in cycle time 

means that a total of 101,1 minutes of profit is achieved 

per day in 3 shifts, assuming that an average of 3 molds 

are changed in the shift. Since the average cycle time of 

a rim is 330 seconds, it means 101,1 min * 60 seconds / 

330 seconds = 18,4, meaning that there can be 

approximately 18 additional casting wheels per a day. 

 

3.2. Slotted Geometry  

 

The results of the original geometry and slotted upper 

plate geometry modeled in the ANSYS-Static Structural 

software are shown in Figure 10.a and 10.b.  

 

In the original geometry shown in Figure 10.a, the 

maximum Von-Mises stress (Equivalent stress) caused 

by the boundary and loading conditions of the upper 

plate is 60,6 MPa. The maximum Von-Mises stress 

(Equivalent stress) caused by the same boundary 

conditions and load on the upper plate is shown in 

Figure 10.b and is found to be 46,7 MPa. 

 

 
Figure 10.a. Von-Mises stress (Equivalent Stress) 

results of original geometry 
 

 

Figure 10.b. Von-Mises stress (Equivalent Stress) 

results of slotted geometry 
 

 

 

 

 

 

 

 

 

 

    
 

Figure 11. Topology optimization on slotted geometry 

 

As a result, the maximum Von-Mises stress (Equivalent 

stress) value of the upper plate in slotted geometry is 

lower than the original geometry. It is concluded that 

the slot opened on the upper plate can be applied on the 

molds according to the static stress value results. In this 

way, while the stress values are decreasing on the upper 

plate, the casting mold assembly cycle time has 

decreased by an average of 11, 2 minutes. So a lighter, 

more ergonomic, and safer solution was found. 
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3.3. Topology Optimization 

 

The topology optimization is performed on the upper 

plate with ANSYS-Topology Optimization module as 

shown in Figure 11. 25% of the mass is reduced on the 

upper plate and a reduction of approximately 31 kg is 

achieved after optimizing the upper plate. However 

static stress values are also critical in the slotted 

geometry so a new static analysis of the new optimized 

geometry with the same boundary conditions as before 

is performed and the results were compared in Figure 

12.a and 12.b. 

 

 

Figure 12.a. Slotted geometry analysis of the upper 

plate 
 

 

Figure 12.b. Optimized geometry analysis of the upper 

plate 

 

At a first glance an axisymmetric 4-sided material 

removal would be expected, but actually the bridges on 

top of the mold are positioned as a rectangle and are not 

axisymmetric. As seen in Figure 12.a, under the 

boundary conditions of the slotted geometry, while the 

maximum Von-Mises stress (Equivalent Stress) of the 

upper plate is 46,6 MPa, as seen in Figure 12.b, the 

maximum Von-Mises stress in the optimized of the 

upper plate (Equivalent) Stress) is 22,2 MPa. The mass 

of the upper plate is reduced 31 kg. The decrease in the 

maximum Von-Mises stress indicates that the optimized 

upper plate can be used in future mold designs. The 

decrease in the mass on the upper plate will provide 

mold casting with less cost and more functionality on 

the increased wheel dimensions designs.  

 

4. Discussion 

 

As a result of the work done, 

 

• Field work was carried out to improve the casting 

mold assembly process. Air impact wrench was 

provided to supply the required torque level for the non-

ergonomic changing procedure with a long cycle time 

and an improvement was made in the changing 

procedure. 

 

•Suitable slots for the end bits and intermediate lever 

were opened in the corners to allow usage of the air 

impact wrench. After the geometry was slotted, the 

maximum Von-Mises stresses were taken into 

consideration. It was concluded that the stress on the 

upper plate decreased.  

 

•As a result, the cycle time was reduced by 11,2 

minutes, saving enough time to produce 18 wheels per 

day. In this way, the efficiency of the slotted geometry, 

which had less strain than the original geometry, in the 

changing process had a positive effect on the annual 

profit of the company. 

 

• Topology optimization had been made on the upper 

plate of the casting mold to be produced in the future. 

25% of the upper plate mass was reduced by 31 kg in 

total and the maximum Von Mises stress on the upper 

plate was also reduced. In this way, the cost of raw 

materials had been reduced and a better mold design 

had been created in terms of fatigue because of the 

decrease in tension. 

 

In the future slotted geometry will carry out on casting 

mold and experimental work will investigate. This 

geometrical improving may applied to other wheel 

moulds. This approach may be used for other moulds, 

equipments and apparatus.  
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Abstract 

 

In the city of Ardahan, the PM10 concentrations are high especially in winter and autumn due to 

heating in buildings. This paper investigates the impact of meteorological parameters (air temperature, 

air pressure, humidity and wind speed) on the PM10 concentrations in the city of Ardahan by using the 

Wavelet Coherence analysis. The data have been provided from the records of the Ministry of 

Environment and Urbanization Continuous Monitoring Center and the Turkish State Meteorological 

Service in between 2010-2020. The results of the study show that selected meteorological parameters 

have the different effects on the PM10 concentrations in a period of ten years. Wavelet coherence 

approach presents clearly the influence of meteorological factors on the PM10 concentrations, and the 

approach is quite useful in terms of the practical explanation of available data, also. 

   

Keywords: Meteorological parameters, PM10, time series, wavelet coherence  

 

1. Introduction 

 

As world population increases, the share of particulate 

matter (PM) concentrations in air pollution problems in 

urban centers also increases. PM is a general term used 

to classify air pollutants containing air-suspended 

particles, varying in composition and size, resulting 

from various natural or anthropogenic activities. 

Anthropogenic origin PM emissions emitted from motor 

vehicles, electricity generation, industrial facilities and 

domestic heating sources. The coarse, particulate matter 

with aerodynamic diameters from 2.5 μm to 10 μm is 

classified as PM10 [1, 2].  

 

Many studies have shown that there is a close 

relationship between PM10 pollution and human health 

deterioration [2, 3, 4]. For this reason, national and 

international organizations set limit values for different 

exposure times, taking into account the observed health 

effects. In the regulations of the EEA (European 

Environment Agency) and WHO (World Health 

Organization), the daily average limit values for PM10 

are 50 µg/m3. This value is 70 µg/m3 for our country. 

 

Better understanding of spatial and temporal variability 

of pollutant concentrations in the atmosphere is seen as 

an important component of air quality management and 

 

 

health risk assessment. Low air quality and pollution 

events in any location are affected by a wide variety of 

factors such as pollutant emissions, meteorology and 

topography. Therefore, it is important to analyze 

pollutant concentrations in relation to these factors [5].  

Many researchers were investigated influence of 

temperature, relative humidity, precipitation, air 

pressure and wind speed (or direction) on 

concentrations or pollution index of PM10 by using 

approaches such as basic statistical calculates [6], 

correlation [7], regression models [8, 9], Fourier 

transform [10], wavelet transform [11, 12] and neural 

networks [13] as spatially and temporally. Generally, 

temperature, relative humidity, precipitation and wind 

speed have correlated negative correlation with the 

PM10 concentration and air quality index (AQI), and 

positive correlation with daily temperature range and 

atmospheric pressure PM10 and AQI.  

 

This paper analyzes the impact of meteorological 

variables such as air temperature, air pressure, humidity 

and wind speed to the concentration of PM10 in the city 

of Ardahan by using a linear regression and the Wavelet 

Coherence approach (WTC). Linear regression was 

used as a tool for basic analysis and relative 

comparison. 
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Wavelet transform is the improved version of Fourier 

transform. This analysis can be performed in several 

ways, a continuous wavelet transforms and a discrete 

wavelet transforms. The fields of application vary from 

science, engineering, medicine to finance such as wave 

propagation, data compression, signal processing, image 

processing, pattern recognition, computer graphics, the 

detection of aircraft and submarines, cell membrane 

recognition, blood pressure, heart rate, ECG analyses, 

internet traffic description and weather data etc. The 

application of wavelet analysis becomes more widely 

spread as the analysis technique becomes more 

generally known [14]. 

 

2. Materials and Methods 

 

Ardahan is a small city located north east region of 

Turkey. In the city, which is 1829 m above sea level, the 

city's continental climate prevails. Winters are long, 

hard and snowy. The annual average temperature of 

Ardahan is 5°C. For this reason, the heating in the 

houses is carried out for about eight months. 

 

2.1. The Data 

 

In the city, there is a monitoring station of the Ministry 

of Environment and Urbanization Continuous 

Monitoring Center. PM10 hourly values of the 10 - year 

period, covering 2010 - 2020, were saved online from 

the measurements of the station [15]. Meteorological 

parameters such as temperature, humidity, pressure and 

wind speed were requested from the Turkish State 

Meteorological Service. Following analyzes were used 

24-hour average values of the data. 

 

2.2. Methodology 

 

To analyze the relationship between the meteorological 

parameters and the PM10 concentrations a linear 

regression and WTC analysis have been performed. 

Regression analysis estimates potential relationship 

between two variables and mathematical description of 

this analysis is known well in literature. It was used as a 

tool for basic analysis and relative comparison, in here. 

 

𝑦(𝑡) = 𝑚𝑥(𝑡) + 𝑛                         (2.1) 

 

where m and n are the regression coefficients, x(t) 

represents the time series of the meteorological 

parameters such as air temperature, air pressure, relative 

humidity and wind speed and y(t) represents the time 

series of PM10 for this study. For determination of the 

representation of the regression model is used a 

coefficient of r-square (r2) which ranges from 0 to 1. As 

the coefficient approaches 1, the representation ability 

of the regression model increases. 

 

WTC has been performed as the second methodological 

approach. A wavelet function is used in wavelet 

transform. The wavelet transform is conducted by 

shifting (τ) and scaling (s) the mother wavelet (ψ) across 

the time series (x) as a function of time (x(t)). The 

definition of a continuous wavelet (CWT) is [16, 17]: 

 

𝑊𝑥,ψ(τ, s) = ∫ 𝑥(𝑡)
1

√𝑠

+∞

−∞
ψ∗ (

𝑡−τ

𝑠
) 𝑑𝑡          (2.2) 

 

where * denotes the conjugate complex value. 

  

Morlet wavelet is mostly preferred in applications since 

it is similar to normal distribution curve. Morlet 

wavelet, is given by [18]: 

 

ψ(t) = 𝜋−1 4⁄ 𝑒𝑖ω0𝑡𝑒−𝑡
2 2⁄                     (2.3) 

 

where π-1/4 and ω0 are a normalization factor and a 

dimensionless frequency parameter, respectively 

 
Wavelet coherence (WTC) can be explained the time 

and frequency components as well as the strength of 

correlation between the time series in the time-

frequency space [19]. Therefore, the wavelet coherence 

can be supplies a better correlation between the 

meteorological parameters and the PM10 concentrations 

in comparison with the conventional correlation 

analysis. Following the WTC is defined as [16]: 

 

𝑅𝑥,𝑦
2 (𝜏, 𝑠) =

|𝑆(𝑠−1𝑊𝑥,𝑦(𝜏,𝑠))|
2

𝑆(𝑠−1|𝑊𝑥(𝜏,𝑠)|
2)𝑆(𝑠−1|𝑊𝑦(𝜏,𝑠)|

2
)
        (2.4) 

 

where S is a smoothing operator for performing time–

frequency normalization processing and the squared of 

WTC coefficient, R2, is in the following range: 

 

0 ≤ 𝑅𝑛
2(𝑠) ≤ 1 

 

If the coefficient equals 1, there is a perfect linear 

relation between the x(t) and y(t) if it equals 0, two 

series are independent. MATLAB codes have been used 

for wavelet coherence transformation. In wavelet 

coherence plots, red indicates a strong correlation 

between meteorological parameter and PM10 

concentrations, while blue indicates zero or no 

correlation between these time series. 

 

The coefficient of wavelet coherence is expressed by the 

term square, therefore it cannot reveal the difference 

between positive and negative correlations. Phase 

difference is used to provide information about 

backwards and forwards relationships between the two 

variables. The phase difference (ϕx,y) characterizes the 

phase relationship between x(t) and y(t) [17]: 

 

𝜙𝑥,𝑦(𝜏, 𝑠) = 𝑡𝑎𝑛−1 (
ℑ[𝑆(𝑠−1𝑊𝑥,𝑦(𝜏,𝑠))]

ℜ[𝑆(𝑠−1𝑊𝑥,𝑦(𝜏,𝑠))]
)        (2.5) 

 

where ℑ and ℜ denote an imaginary and a real operator, 

respectively. The definition range of ϕx,y is [-π , π]. 
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If ϕx,y ∈ (0, π/2), then the series moves together 

positively and x(t) leads y(t) 

If ϕx,y ∈ (π/2, π), then the series moves together 

negatively and y(t) leads x(t) 

If ϕx,y ∈ (- π/2, 0), then the series moves and y(t) 

leads x(t) 

 

If ϕx,y ∈ (- π, π/2), then the series moves and x(t) leads 

y(t) 

 

3. Results and Discussion 

 

Ardahan, Turkey is one of the coldest cities. PM10 

concentrations are particularly high in winter and 

autumn due in buildings to heating. The highest values 

of the PM10 concentrations have been recorded in 

January, February and December. Between January 

2010 and January 2020, 13 days unhealthy (> 261 

µg/m3) and 335 days sensitive (101 – 260 µg/m3) 

weather conditions were observed according to the 

average national AQI PM10 values. In approximately 

30% of the period, the PM10 particles concentration is 

above the 24-hours limit set by WHO. 

  

In this period, the average daily temperature was 

5.19oC, while the hottest day was as 23.50 oC on August 

7, 2017 and the coldest day as -26.80 oC on February 4, 

2014. Air pressure varied between 800.50 - 830.60 hPa. 

If about 10-days records between 30.1 to 36.2 m/s are 

excluded in June 2015, the average wind speed has been 

1.13 m/s. The average relative humidity was 68.03%. 

  

There is no any industrial activity in the city. The share 

of pollution from traffic is also low in total pollution. 

The biggest natural source that can be shown to the high 

concentrations of PM10 in the city are the dust from the 

roads. The main source in terms of anthropogenic 

effects; are relatively low quality coals used in buildings 

for heating purposes. The amount of coal used for 

heating in 2018 was approximately 11 tons and the 

amount of natural gas was 15 000 m3 [20]. 

 

 
 

Figure 1. Daily values of the PM10 particle 

concentration between 2010-2020. The colormap shows 

the national air quality index (AQI) 

Fig. 1 shows the time series of 24-hour the PM10 

concentrations from January 2010 to January 2020.The 

time series are represented by 3468 sample points. The 

highest PM10 concentrations have been measured in 

January 2013, as 351.5 μg/m3. Since 2014, natural gas 

has been used in buildings for heating purposes. The 

decrease in the PM10 particles the concentrations after 

the use of natural gas is clearly seen in Fig. 1, also. 

Days exceeding the limit values are mostly seen before 

this date. 

 

3.1. Linear Regression Analysis Between the 

Meteorological factors and the PM10 values 

 

The linear regression approach was conducted to 

examine the effect of meteorological factors (air 

temperature, air pressure, relative humidity and wind 

speed) on changes in the PM10 concentration. Daily 

average the values of meteorological parameters and 24-

hourly average PM10 the concentrations for the period 

2010 - 2020 are presented in Fig. 2.  

 

Fig. 3 shows correlations between the meteorological 

parameters and the PM10 particles concentration, as 

scatter plot. 10-day excessive wind speed signals, 

considered as noise, were not included in the analysis. 

While temperature and wind speed are negatively 

correlated with the PM10 concentration, air pressure 

and relative humidity are positive with PM10. The 

values of calculated the coefficients (r2) between 

temperature, air pressure, relative humidity and wind 

speed and PM10 are: 0.18470, 0.00018, 0.02151 and 

0.02376, respectively. The correlation coefficient is the 

highest for temperature – PM10 and the lowest for air 

pressure – PM10.  

 

The results of this study shows that the correlation 

between the PM10 concentrations and temperature is 

negative so the low PM10 concentrations has occurred 

at the high temperatures. In other words, decreased 

temperature has been associated with an increase in the 

PM10 concentrations. The relationship observed 

between wind speed and the PM10 concentrations is 

similar, also. 

 

According to the results, the low PM10 concentrations 

have occurred in the low relative humidity rate. In other 

words, with increased the relative humidity, the 

concentration has increased as well, but the correlation 

between the PM10 concentrations and the relative 

humidity is weak.  

 

Essentially, the time series in Fig.2 are very useful for 

practical analysis. It is clearly seen in the time series 

given in Fig. 2 that the PM10 concentrations decrease as 

the temperature and wind speed increase. Moreover, 

increases in wind speed and relative humidity also 

coincide with increases in the PM concentrations. 
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Figure 2. The time series of 24-hour the PM10 

concentrations and meteorological parameters 

(temperature, air pressure, relative humidity and wind 

speed from top to bottom respectively) in 2010-2020 

 
 

Figure 3. Correlations between the meteorological 

parameters (temperature, air pressure, relative humidity 

and wind speed from top to bottom respectively) and the 

PM10 concentrations in the period of 2010 -2020 
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However, the results of the regression analysis are not 

sufficient and strong to reveal the correlation between 

the time series. The regression statistics given above 

have a very low regression coefficient, which indicates 

that it is not appropriate to apply linear regression 

analysis to large interval time series. Also, as seen in 

Fig. 2, the PM10 concentration is not expected to be the 

same throughout the year due to meteorological factors. 

Detailed regression analysis between daily the PM10 

emissions and the meteorological parameters is needed 

on a monthly scale. Low regression coefficients also 

require the application of different approaches in the 

analysis of the time series. 

 

3.2. Wavelet coherence between the meteorological 

parameters and PM particles the concentration 

 

The WTC plots show the regions the time series change 

together. WTC approach has been applied to show the 

relationships between the meteorological factors and the 

concentrations of PM10 in different time-frequency 

spaces. The phase difference between the time series is 

indicated by arrows on the graph  [21]. The direction of 

the arrows shows the level and type of correlation in 

terms of time shifts, while also showing the relative 

bond between the phenomena. 

 

The results of WTC analysis between the 

meteorological factors and PM10 the concentrations for 

the period of 2010 -2020, is presented in Fig. 4. 

Different WTC ranges are colored emphasizing to the 

significance of the regions, as from blue to red. This 

approach not only provides important information about 

the common behavior of the time series under study, but 

also gives an interesting idea of the phenomenon under 

study. In the WTC analysis of the temperature-PM10 

series, the first characteristic period is between 4 and 32 

days and has been out of phase many times over during 

observed time interval. In the period between 128 and 

256 days, between time series is identified significant 

the correlation in time interval the end of 2012 and to 

the early 2014, also with out of phase. For the period 

about 256 days, the common behaviors of air 

temperature and PM10 concentration move out of phase 

during all observed time interval, in other words the 

correlation between time series is quite significant. This 

shows the high seasonal dependence between 

temperature and the PM10 variations. This is especially 

obvious in the days around new year’s 2013-2014, 

2014-2015, 2015-2016, 2016-2017 and 2017-2018. 

 

According to WTC analysis applied between air 

pressure and PM10 the first characteristic period is 

between 32 and 64 days and has been out of phase time 

interval new year of 2014 and the end of 2015 and to the 

early 2017. From 2010 to the end of 2019 the common 

behaviors of two-series are out of phases for the period 

about 256 days and there are significant correlations. 

Also, dynamics of out phase has been seen the period 

between 16 and 32 days in the winter of 2013 and the 

period between 32 and 64 days in the winter of 2015. 

 

 

 

 

 
Figure 4. WTC of daily values of the meteorological 

factors (temperature, air pressure, relative humidity and 

wind speed from top to bottom respectively) and the 

PM10 concentrations in the period of 2010 -2020 
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For the period about 256 days, the common behaviors of 

relative humidity-PM10 and wind speed-PM10 move 

out of phase during all observed time interval such as in 

the series of air temperature-PM10 and pressure-PM10. 

In other words, the correlation between these series is 

significant, also. In the WTC graphic of the series of 

humidity-PM10 is seen out of phase the period between 

8 and 32 days in between 2010 and 2011. This interval, 

which corresponds to the spring of 2010 indicates the 

rainy period. Besides, it is seen out of phase the period 

between 32 and 128 days in the autumn of 2011, 

indicates the snowy period.  This case is especially 

evident in the days around the autumn periods for the 

whole of the studied time interval. In the WTC graphic 

of the series of wind speed-PM10 is seen out of phase in 

the period between 16 and 64 days both in the end of 

2013 and new year's 2013 and 2014, in other words the 

correlation between time series is significant. 

 

The common behaviors of between the meteorological 

factors and the PM10 move out of phase for the period 

about 256 days during all observed time interval. This is 

very interesting as the correlation between the series 

indicates positive and significant trend in about 256 

days band. Again, in this period, the distribution of 

colors towards lighter red after 2015 (after the use of 

natural gas becomes widespread) is another interesting 

result, also. 

 

4. Conclusion 

 

In this paper, the influence of meteorological factors on 

the PM10 concentration in the period 2010-2020 in 

Ardahan has been analyzed by using the WTC 

approach. 

 

According to records that are saved from monitoring 

stations of the Ministry of Environment and 

Urbanization Continuous Monitoring Center in 

Ardahan, the PM10 concentrations were seasonally 

high, especially in autumn and winter. The use of 

natural gas for heating in buildings has have a 

significant impact on the reduction of the PM10 

concentrations in the city. According to the air quality 

index, all of the unhealthy (> 261 µg/m3) weather 

conditions and a very important part of the sensitive 

(101 - 260 µg/m3) weather conditions in the city has 

been recorded before the use of natural gas. 

 

Meteorological conditions corresponding to the high 

values of PM10 concentrations have appeared in the 

scatter plot between time series. These values have 

varied in the following ranges: the air temperature 

values from -25°C to +5°C, the air pressure values from 

810 to 825 hPa, the values of relative humidity from 65 

to 85% and wind speed from 0.5 to 1.5 m/s. The linear 

regressions between the time series show the PM10 

concentrations sensitivity to meteorological conditions. 

However, regression statistics are characterized by a 

very low coefficient of determination, indicating that it 

has the potential to discover other alternative 

approaches. 

 

The WTC approach applied in this research not only 

allows a time-frequency analysis of the time series, but 

also helps to identify time frames where a significant 

correlation between the meteorological factors and the 

PM10 concentrations can be expected. Also, unlike 

linear regression, WTC analysis shows that a larger 

number of examples provide a better and more detailed 

analysis of the phenomenon studied, providing more 

information about the dynamic behavior and 

relationships of the time series. 

 

In this study, periods in which meteorological variables 

have a significant effect on the PM10 concentrations 

were determined. From the WTC analysis it has been 

seen possible to produce useful results for a better 

understanding of meteorological conditions leading to 

increase the PM10 concentrations. 
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Abstract 

 

In granite body, 1-3-5 wt% ZnO was replaced instead of feldspar and fired in an industrial continuous 

production kiln. Physical properties of the tiles were determined including dried strength, fired strength, 

water absorption, fired loss, and colorimeter values. X-Ray Diffraction (XRD), scanning electron 

microscope (SEM) and energy dispersive X-Ray (EDX) measurements for distinctive microstructural 

changes and phases formed were done.  The fired strength values of the standard and 3% ZnO added body 

are 400 kg/cm2, 511 kg /cm2, respectively. Water absorption and firing shrinkage values are close to each 

other. In the analysis of the sample with 3% added ZnO with XRD, it was observed that the solubility of 

quartz was increased, mullite formation was prevented; besides 27.4 wt.% spinel phase and 13.8 wt.% 

albite formation was observed. 

 

Keywords: Ceramics, characteristics, microstructure, porcelain stoneware (granite tile), sintering,       

ZnO  

 

1. Introduction 

 

In the competitive conditions increasing with 

globalization, efficiency and exceeding customer 

expectations force companies to obtain products with 

superior features. In ceramic production, granite tile has 

been in demand in recent years with its superior 

properties. Turkey's share in the world total in 2018 was 

2.6 % with 335 million m2[1]. 

 

Many studies have been done in the literature on the 

production of porcelain stoneware [2-5]. Ceramic 

bodies consist of 3 basic raw materials. Clay gives 

properties such as workability, green strength, body 

color, rheology. Feldspars affect the solubility, the 

amount of the glassy phase, the viscosity and the 

formation temperature of the glassy phase. Quartz, with 

its inert structure, prevents the body from cracking 

during drying and deformation during firing [6-7]. The 

microstructure, which determines the properties of the 

material, includes the amount, shape and distribution of 

phases and pores. At the same time, the composition of 

the glassy phase formed, its homogeneity and the 

structural stress between different phases affects the 

properties [8]. Body undergoes some changes with its 

body firing. The removal of residual moisture below  

 

 

200 °C, the removal of organics at 200-650 °C, 

conversion of kaolin into metakaolin at 450-600 °C, 

500-600 °C quartz transformation, the initiation of 

reactions between 900-1000 °C silica and alumina, > 

1000 °C eutectic formation and partial melting begins 

[9-11]. Liquid content increases after 1200 °C as a result 

of the increase in quartz solubility. Small mullite 

(primary) and γ-alumina crystals are formed between 

the degraded clay particles, while secondary mullite 

crystals are formed between the clay and feldspar [12]. 

Some oxides have been studied in the literature in the 

form of dopant to the vitrified body. In a study 

conducted by Bhattacharyya and Snehesh [13] on the 

subject, it was observed that the addition of Cr2O3 to the 

porcelain body in the range of 0-4 wt.%, negatively 

affected the structural properties. In the same study, it 

was observed that the addition of 1-5 wt.% NiO, 

improved physical and mechanical properties at 1200 
°C. Beside the mullite, nickel aluminate spinel phase 

was formed. It was observed that the addition of NiO 

also affected mullite morphology. With the addition of 5 

wt.% NiO, maximum shrinkage, minimum porosity, 

high bulk density and maximum fired strength were 

observed at 1200 °C. In another study conducted by 

Bhattacharyya and Snehesh [14] on the subject, it was 

observed that 1-5 wt% CoO was added and gave 

positive results in physical and mechanical properties as 

mailto:*savaselmas@comu.edu.tr
https://orcid.org/0000-0003-2913-0303
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a result of firing at 1100-1200 °C. Feldspar's solubility 

and mullitization were increased with the addition of 

CoO. The addition of 1 wt.% CoO has given the body 

optimum fired properties at low temperatures. In a study 

by Bhattacharya, Das and Mıtra [15], TiO2 was added to 

the porcelain body in the range of 3-6-9 wt.% and fired 

at 1200-1250-1300-1350-1400 °C. It was observed that 

excess liquid phase was formed at temperatures above 

1300 °C and as a result, swelling occurred in the 

product. At 1300 °C, negligible porosity and maximum 

strength value of 45 MPa were observed. It was 

determined that with increasing TiO2 amount, quartz 

amount decreased, mullite and liquid phase amount 

increased. After the 6 wt.% TiO2 increase, no significant 

property change appears. In a study about the addition 

of ZnO to porcelain body (Chaudri 1974; transmited 

Bhattacharyya,Das and Mitra, 2005) it was observed 

that with the addition of 4% ZnO to the porcelain body, 

a minimum of mullite was formed[16]. In a study 

conducted by Iya, Noh, Razak, Sharip and Kutty [17], it 

was observed that the addition of 5 wt.% Fe2O3 at 1150 
°C increased mullitization and the amount of liquid 

phase. Maximum strength value, bulk density and 

hardness values were reached to 138.94 MPa, 2.515 g / 

cm3, 829 HV, respectively. It has been observed that the 

maturing temperature is 100-120 °C lower than the 

standard body. The addition of Fe2O3 inside the 

porcelain body instead of quartz, the chemical analyzes 

of standard and Fe2O3 added bodies are respectively, 

46.5% quartz, 35.4% aluminosilicate, 5.1% calcium, 

13.1% sulfuric acid and 42% quartz, 32% mullite, 21% 

anorthite, 5% iron. The peaks are more precise with the 

addition of Fe2O3. By the help of the presence and 

interaction of anorthite and mullite crystals, bulk density 

and strength increased. This effect is evident especially 

with the addition of 5% Fe2O3. In a study by 

Tulyaganov, Agathopoulos, Fernandes and Ferreria [18] 

Li2CO3 was added to the porcelain structure at 

increasing rates of 1-7 wt.%. Positive results were 

achieved when Li2O does not exceed 1.5 wt.%.  In a 

study by Chaudhuri and Sarkar [19], mullite formation 

increased in the porcelain body where V2O5 and Nb2O5 

additions were 3% and 2%, respectively; It has been 

found that they are effective nucleators for crystal 

formation. At the same time, while the amount of 

cristobalite was almost 0 % among other samples, it was 

found to be as high as 24.8% in only 2% Nb2O5 added 

body. In another study [20], FeO1.5, CoO and NiO were 

added and the order of reducing viscosity was seen as 

FeO1.5> CoO> NiO.  

 

In this study, the addition of ZnO to the granite body 

was made as 1-3-5 wt.% and firing shrinkage, water 

absorption, fired strength, dried strength, fired losses 

were determined. In addition, crystalline phases after 

firing were detected by X-ray analysis (XRD); surface 

morphology, microstructure, phase and elemental 

analysis were investigated using energy dispersive X-

ray spectroscopy (EDX) and scanning electron 

microscopy (SEM). 

 

2. Materials and Methods 

 

The addition of ZnO instead of sodium feldspar in the 

prepared industrial body was made as 1-3-5 wt. %. The 

materials were prepared in the proportions specified in 

the recipe and at a density of 1650gr / lt, >63 microns 

residue with 3.6 %.  After being kept in the dryer for 8-

10 hours at 110 °C, water was added to the powder with 

a spray to obtain granules with a moisture value of 5-

6%, then these granules were pressed to 300 kg / 

cm2.Firing was carried out in an industrial continuous 

kiln at 1180-1185 °C in 63 minutes. Dwelling timey at 

the maximum temperature is 3 minutes. Chemical 

analysis of the raw materials used are shown in Table 1, 

and the prescriptions prepared are shown in Table 2. 

The strength measurement was made in a 3-point 

gabrielli brand strength device according to equation 

(Eq. 2.1). 

 

    S=  
30⋅𝑃

𝐿⋅ℎ2
                    (2.1) 

 

formula is used for strength (kg / cm2).  

S: the breaking strength (kg/cm2) 

P: the load breaking the tile (kg / cm2) 

L: the width of the tile (cm) and  

h : the thickness of the tile (cm) 

 

In the water absorption process is used equation ( Eq. 

2.2) below: 

 

water absorbtion (%) = 
(𝑤2−𝑤1)

𝑤1
⋅ 100            (2.2) 

 

W1 : dry weight 

W2: water absorbed weight ( sample  was kept in boiling 

water for 2 hours to cool, then it was wiped with a damp 

cloth then weighed). 

XRD measurements were made by XRD Pan Analytic 

Empeyron Series 45kV, K alpha. Microstructure photos 

were measured by SEM-JEOL- JSM -7100 F. EDX 

measurements were made in Oxford Instruments x-max 

quorum 1mbar / Pa, 10mA, Au / Pa (80/20%) coating. 

 Color measurement was made on the Minolta CR 300 

instrument. Color difference measurement is made with 

equation ( Eq. 2.3). 

 

 ΔE=√(𝐿2 − 𝐿1)2 + (𝑎2 − 𝑎1)2 + (𝑏2 − 𝑏1)2      (2.3) 

 

ΔE: criterion for detecting color difference  

L: lightness value  

a: redness value 

b: yellowness value  

 

 ZnO from Tekkim Kimya extra pure grade is used.      
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Table 1. Chemical analysis of used raw materials.  

 

 SiO2 Al2O3 Fe2O3 TiO2 CaO MgO Na2O K2O ZnO F.L. 

Kaolin 52 34.05 0.80 0.30 0.15 0.30 0.15 1.30 - 12 

Albite 69 19.6 0.017 0.04 0.95 0.11 10.30 0.23 - 0.12 

Quartz 

sand 

91 7 0.8 0.3 0.02 0.02  0.76 - 0.1 

Clay 54 31.05 0.67 1.17 0.3 0.45 0.13 2.3 - 10.05 

ZnO - - - - - - - - 99.6 0.1 

F.L: Fired loss 

 

Table 2. Used recipes. 

Recipes 1 2 3 4 

Kaolin 25 25 25 25 

Albite 30 29 27 25 

Quartz sand 5 5 5 5 

Clay 40 40 40 40 

ZnO - 1 3 5 

 

3. Results and Discussion 

3.1. Physical Measurements 

 

The firing shrinkage increased up to 3 % ZnO addition, 

then decreased. In a study on the subject, it was found 

that the sintering degree increased with early sintering 

and consequently firing shrinkage and strength 

increased [21]. There is an increase up to 3 % ZnO 

addition in parallel with the increased sintering and 

firing shrinkage in the fired loss value. While the 

maximum value of the fired strength value was 400 

kg/cm2 in the standard body, it increased to 511 kg / cm2 

in the body with added 3 % ZnO. The water absorption 

value also showed a value close to the standard (0.05%) 

as 0.06% in the addition of 3% ZnO.  

 

Table 3. Pysical characteristics of bodies. 

Recipes 1 2 3 4 

Fired Shrinkage (%) 6.45 7.75 8.45 7.80 

Fired Lost (%) 3.9 4.9 5 4.1 

Dried Strength 

(kg/cm2) 

16.0 14.2 14.9 16.7 

Fired Strength 

(kg/cm2) 

400 498 511 471 

Water Absorpsition %) 0.05 0.13 0.06 0.05 

 
 

Table 4. Aritmetic mean, variance and standard 

deviation of measurements 

 μ  σ2 σ  

Viscosity (sn) 57 191.3 13.83 

Fired Shrinkage (%) 7.61 0.70 0.83 

Fired Lost (%) 4.47 0.31 0.55 

Dry Strength (kg/cm2) 15.45 1.24 1.11 

Fired Strength (kg/cm2) 470 2455 49 

Water Absorbtion (%) 0.07 0.001 0.04 

μ= aritmetic mean,σ2=variance, σ = standard deviation 

 

 

 

 
 

Figure 1. F. shrinkage % - added ZnO wt.%  graphic. 

 

 
 

Figure 2. Dried strength- added ZnO wt.% graphic. 

 

 
 

Figure 3.Fired strength - added ZnO wt.% graphic. 

 

 
 

Figure 4. Water absorbtion %  - added ZnO wt.% 

graphic 
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Physical characteristics of bodies are shown in Table 3. 

All trials meet the requirement of maximum 0.5% 

according to ISO 10545-3 water absorption standard and 

minimum 350 kg / cm2 according to ISO 10543-5 bending 

strength requirement. The increase in firing shrinkage and 

fired strength and the decrease in water absorption by 

using ZnO up to 3% is an indication that it has a positive 

effect on sintering. It has been determined that the addition 

of ZnO increases the viscosity of the slurry, that is, it 

impairs the relogical properties. 

 

3.2. Microstructural Analyses  

 

The SEM images of the standard and 3wt.% ZnO added 

samples are shown in Figure 5.1.a.b.c and Figure 5.2.a.b.c.  

       

  
        a                    a 

  
        b                  b 

  
        c                     c 

        1                     2 

Figure 5.1.a.b.c SEM images of standard sample 

Figure 5.2.a.b.c Added 3 wt. ZnO sample’s SEM images.  



 

              Celal Bayar University Journal of Science  

              Volume 17, Issue 1, 2021, p 51-57 

              Doi: 10.18466/cbayarfbe.814870                                                                                                   S. Elmas 

 

55 

There is a decrease in the size of the pores on the 

fractured surface that shows close pores in the recipe 3 as 

seen at 500x and 1000x magnification. Pore sizes 

decrease according to feret diameter measurements. The 

lower the temperature of the liquid phase formation with 

eutectic reactions (Na2O-K2O-ZnO-Al2O3 -SiO2), the 

more positively it contributes to rapid firing[22]. The 

viscosity of the glassy phase should also be at an optimal 

level, which is high enough not to cause pyroplatic 

deformation, but low enough to respond easily and 

quickly to gas release. High level of glass phase formation 

is observed in both body types. Another reason for the 

increase in strength is that the closed pore volume 

decreases due to the positive effect of ZnO on sintering. 

As seen Figure 6 and Figure 7 for EDX analyses, both 

standard and doped samples have high vitrification. Alkali 

metals and zinc were detected in the quartz base amorph 

matrix in the analysis performed on the sample added 

ZnO that is no.3. Zinc has diffused into the glassy matrix 

by showing its melting property. One reason for the 

increase in strength is thought to be the change in glassy 

matrix composition. The presence of carbon element in 

EDX analysis indicates short firing time that cannot 

provide enough time for organics to escape. In a study 

performed on stoneware tiles, C element was not found in 

EDX analysis of the standard sample [23]. 

 

 
 

Figure 6. Standard ( 1 no ) sample’s EDX images.  

 

 
 

Figure 7.  3 wt. % added ZnO ( no 3) sample’s  EDX images.  

 

3.3. Crystalline Phase Analyses 

 

The XRD graphics of the standard and 3wt. % added 

ZnO samples are shown in Figure 8. Rietveld method 

was used for quantatative analyzes. The presence of 

ZnO in the ceramic body decreased the viscosity of the 

liquid phase and increased the solubility of quartz by 

increasing its chemical activity; spinel phase was 

occured, mullitization was prevented and albite 

formation was triggered. While quartz in the standard 

body was 77.2%, mullite 22.8%, in body no.3, quartz 

was 56.4%, cristobalite 2.5%, spinel 27.4% and albite 

13.8%. It has been observed that the addition of NiO 

also creates a spinel phase [13]. In the study conducted 

by Chaudhuri, it was observed that with the addition of 

4 wt.% ZnO to the porcelain body, a minimum of 

mullite was formed[16] .With increasing quartz 

solubility, increased the amount of quartz in the glassy 

phase and thus cristobalite formation was observed in 

XRD [8]. In a study, it was determined that the addition 

of ZnO to the household porcelain body creates 

cristobalite and increases with the amount of ZnO 

added. In the same study, it was observed that the 

amount of quartz decreased [21]. 
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Figure 8. Standard (1) and 3 wt.% ZnO  added sample (3). 

 

3.4. Colour Analyses of the Samples 

 

Colorimeter values of bodies are shown in Table 5. As a result of colorimeter measurements, it was determined that 

the L (lightness) value increased, a (redness) and b (yellowness) values decreased and -a value (green) increased 

with increasing ZnO. Especially in the 5% ZnO sample, the value of a decreases from 3.91 to 0.30 compared to the 

standard. L (lightness) value increases with increasing ZnO. With increased ZnO, the (yellowness) value of b 

decreased by 1% and reached the smallest value with 5% added value. When ΔE <1, the human eye cannot detect 

color difference. According to this, the color change that occurs in all doped samples can be detected by the human 

eye. Fired samples are shown in Figure 9. 

 

Table 5. Colorimeter degrees of bodies. 

 

Std:Standard 

 

 
 

Figure 9. Images of fired bodies. 

 

3. Conclusion  
 

According to study,  

1. It has been determined that the added of 3 wt.% ZnO,  

increased the strength increase from 400 kg/cm2 to 511 

kg / cm2, respectively, as standard and added samples.  

2. While there was quartz 77.2% and 22.8% mullite in 

the standard body, 56.4% quartz, 2.5% cristobalite,  

 

27.4% spinel and 13.8% albite were detected in 3% 

ZnO added body. With the addition of 3% ZnO, the 

liquid phase viscosity decreased and the amount of 

quartz in the body decreased, and the formation of 

cristobalite was triggered by the increasing amount of 

quartz in the liquid phase. Mullite formation was 

prevented and spinel phase formed. 

Sample L a b ΔE 

1 47.75 3.91 15.31 Std. 

2 48.61 3.99 11.68 3.73 

3 50.41 2.53 12.31 4.24 

4 54.68 0.30 10.60 9.1 
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3. It was determined that the L (openness value) value 

of the standard sample and the 5% ZnO added sample 

increased from 47.75 to 54.68. The values where a 

(redness) and b (yellowness) value are the smallest and 

the values that falls according to the standard are a: 0.3 

and b: 10.70 in the 5% added ZnO. 

 

In the production of wall tiles and sanitaryware, studies 

can be carried out on the use of ZnO in recipes to 

determine the effect of different compositions and firing 

times. The benefit / cost parameter can be revealed in a 

detailed work. 
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Abstract 

 

In this study, a numerical method is developed for the approximate solution of the linear Volterra integro-

differential equations. This method is based Boole polynomial, its derivatives and the collocation points. 

The aim is to reduce the given problem, as the linear algebraic equation, to the matrix equation. This 

matrix equation is solved using Boole collocation points. As a result, the approximate solution is obtained 

in the truncated Boole series in the interval [a, b]. The exact solution and the approximate solution are 

included in the study. Also, the error analysis and residual correction calculations are performed in the 

study. The results have been obtained by using computer program MATLAB. 

 

Keywords: Boole polynomials, linear Volterra integro-differential equation, collocation points, 

approximate solutions,  Residual error analysis 

 

1. Introduction 

 

Integro-differential equations are a tool used to 

representing problems in fields such as physics, biology, 

chemistry, mechanics, astronomy, electrostatic, natural 

science, potential theory, economics. Since integro-

differential equation classes are difficult to solve by 

analytical methods, numerical methods are preferred. 

For the numerical solution of integro-differential 

equation classes, the method based on the Bernoulli 

polynomial by Erdem Biçer et al. [1, 13], the method 

based on the Bessel polynomial by Yüzbaşı et al. [11, 

28], the method based on the Laguerre polynomial by 

Baykuş Savaşaneril and Sezer [27] and the method 

based on the Dickson polynomial by Kürkçü [15] have 

been developed [14, 16-24]. In addition, the numerical 

methods such as Taylor collocation method [2], a 

multiscale Galerkin method [3], Bernstein polynomials 

method[4], Legendre collocation method [5], Euler 

wavelet method [6], Newton-Product method [7], 

homotopy-perturbation method [8], improved Bessel 

collocation method [9], Spectral collocation method 

[10], Hybrid Euler-Taylor matrix method [29] and Tau 

method [12] are included in the literature.  

 

In this study, the numerical method is developed using 

Boole polynomial, its derivatives and collocation points 

for the approximate solution of the 𝑚th order linear  

 

 

Volterra integro-differential equation which is a type of 

the integro-differential equations.  

 

Charles Jordan has stated general form of Boole 

polynomial as follows [26,30-31] 

 

                 𝑅𝑛(𝑥) = ∑
(−1)𝑚

2𝑚

𝑛+1

𝑚=0

(
𝑥

𝑛 − 𝑚
).         (𝟏. 𝟏) 

 

The defined form of the Boole polynomial is written as  

 

                      ∑
𝑅𝑛(𝑥)

𝑛!
𝑡𝑛 =

2(1 + 𝑡)𝑥

2 + 𝑡

∞

𝑛=0

.            (𝟏. 𝟐) 

 

The aim is to get Boole solution of the 𝑚th order linear 

Volterra integro-differential equation  

 

              ∑ 𝑃𝑘(𝑥)𝑦(𝑘)(𝑥)

𝑚

𝑘=0

= 𝑔(𝑥) + 𝜆 ∫ 𝐾(𝑥, 𝑡)𝑦(𝑡)𝑑𝑡
𝑥

𝑎

,

a ≤ x, t ≤ b                                     (𝟏. 𝟑) 

 

with the initial boundary conditions  

 

mailto:kubra.erdem@cbu.edu.tr
https://orcid.org/0000-0002-4998-6531
https://orcid.org/0000-0003-4378-0177
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∑ (𝑎𝑗𝑘𝑦
𝑘(𝑎) + 𝑏𝑗𝑘𝑦

𝑘(𝑏)) = 𝜆𝑗 ,

𝑚−1

𝑘=0

𝑗 = 0,1,2,3,…𝑚 − 1.                   (𝟏. 𝟒) 

 

The Boole solution of Eq. (1.3) is obtained in the 

following Boole series form 

  

                       𝑦(𝑥) ≅ 𝑦𝑁(𝑥) = ∑ 𝑎𝑛𝑅𝑛(𝑥)

𝑁

𝑛=0

            (𝟏. 𝟓) 

 

where 𝑅𝑛(𝑥) is Boole polynomial and 𝑎𝑛, 𝑛 =
0,1,2, . . . , 𝑁 are the unknown Boole coefficients. 

 

2. Matrix relations of the linear Volterra integro-

differential equation 

 

In this section, the matrix relations to reduce the Eq. 

(1.3) to the matrix equation system and the matrix 

relation of conditions (1.4) are given. Firstly, the matrix 

form of the Boole polynomial, 𝐑(𝑥), is written as  

 

                                    𝐑(𝑥) = 𝐗(𝑥)𝐇𝑻                         (𝟐. 𝟏) 

 

where  

 

𝐑(𝑥) = [𝑅0(𝑥) 𝑅1(𝑥) 𝑅2(𝑥) … 𝑅𝑁(𝑡)], 
 

 𝐗(x) = [1 𝑥    𝑥2 …    𝑥𝑁] 
 

and  

 

𝐇 =

[
 
 
 
 
 

1 0 0 . . .

−
1

2
1 0 . . .

1

2
−2 1 . . .

⋮ ⋮ ⋮ ⋱ ]
 
 
 
 
 

. 

 

The matrix relation of the Boole series form (1.5) is 

written as  

 

                                  𝑦(𝑥) = 𝐑(𝑥)𝐀                              (𝟐. 𝟐) 

 

and its 𝑘th derivative is 

 

                                 𝑦(𝑘)(𝑥) = 𝐑(𝑘)(𝑥)𝐀.                    (𝟐. 𝟑) 

 

The matrix form (2.1) is placed in the matrix relation 

(2.3) and the matrix relation is obtained as  

 

                            𝑦(𝑘)(𝑥) = 𝐗(𝑘)(𝑥)𝐇𝐓𝐀                     (𝟐. 𝟒) 

 

where  

 

                                𝐗(𝑘)(𝑥) = 𝐗(𝑥)𝐄𝑘.                        (𝟐. 𝟓) 

First, the matrix form (2.5) is placed in the matrix 

relation (2.4), the new matrix relation is obtained as  

 

                               𝑦(𝑘)(𝑥) = 𝐗(𝑥)𝐄𝑘𝐇𝐓𝐀                  (𝟐. 𝟔) 

 

where the matrix 𝐄 is derivative transition matrix of 

𝐗(𝑥), 

 

𝐄 =

[
 
 
 
 
0 1 0 0 … 0
0 0 2 0 … 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 … 𝑁
0 0 0 0 … 0]

 
 
 
 

, 𝐀 =

[
 
 
 
 
𝑎0

𝑎1

𝑎2

⋮
𝑎𝑁]

 
 
 
 

. 

 

In Eq. (1.3), the kernel function 𝐾(𝑥, 𝑡) is defined as 

follows for the Taylor polynomial and Boole 

polynomial, respectively  

 

                           
𝐾(𝑥, 𝑡) = 𝐗(𝑥) 𝐾 

𝑡 𝐗𝐓(𝑡)

𝐾(𝑥, 𝑡) = 𝐑(𝑥) 𝐾 
𝐑 𝐑𝐓(𝑡)

}                 (𝟐. 𝟕) 

 

From these forms, the matrix relation is obtained as 

follows  

 

                             𝐊 
𝑅 =  (𝐇𝐓)−1 𝐾 

𝑡 𝐇−𝟏                      (𝟐. 𝟖) 

 

where  

 

𝐾(𝑥, 𝑡) 
𝑡 = ∑ ∑ 𝑘𝑚𝑛 

𝑡

𝑁

𝑛=0

𝑥𝑚𝑡𝑛

𝑁

𝑚=0

,  

 

𝐾(𝑥, 𝑡) 
𝑅 = ∑∑ 𝑘𝑚𝑛 

𝑅

N

n=0

Rm(x)Rn(t),

N

m=0

 

 

and 

 

𝑘𝑚𝑛 
𝑡 =

1

𝑚!𝑛!

𝜕𝑚+𝑛𝐾(0,0)

𝜕𝑥𝑚𝜕𝑡𝑛
  𝑚, 𝑛 = 0,1,2, … , 𝑁. 

 

According to the relation (2.4), the corresponding 

matrix form of the conditions (1.4) is written as 

  

                   ∑(𝑎𝑗𝑘𝐗(𝑎) + 𝑏𝑗𝑘

𝑚−1

𝑘=0

𝐗(𝑏))𝐄𝑘𝑯𝑻𝐀 = 𝜆𝑘 ,

𝑗 = 0,1,2, … ,𝑚 − 1.                      (𝟐. 𝟗) 

 

3. Collocation method 

 

The matrix relation (2.6), the kernel function for the 

Taylor polynomial and the matrix form (2.1) are placed 

in the Eq. (1.3). Then the matrix equation is obtained as 

 

∑ 𝑃𝑘(𝑥)

𝑚

𝑘=0

𝐗(𝑥)𝐄𝐤𝐇𝑻𝐀

= 𝑔(𝑥) + 𝜆 𝐗(𝑥) 𝐾 
𝑡 𝑪(𝑥)𝐇𝑇𝑨                                     (𝟑. 𝟏) 

 

where  
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𝐂(x) = ∫ 𝐗𝑇(𝑡)𝐗(𝑡)𝑑𝑡
𝑥

𝑎

= [𝑐𝑖,𝑗(𝑥)],     

 

𝑐𝑖,𝑗(𝑥) =
𝑥𝑖+𝑗+1 − 𝑎𝑖+𝑗+1

𝑖 + 𝑗 + 1
, 𝑖, 𝑗 = 0,1,2, … , 𝑁. 

 

By using in Eq. (15) the collocation points 𝑥𝑖 defined by 

 

               𝑥𝑖 = 𝑎 +
𝑏 − 𝑎

𝑁
𝑖,      𝑖 = 0,1,… , 𝑁               (𝟑. 𝟐) 

 

the system of the matrix equations is gained as  

 

∑ 𝑃𝑘(𝑥𝑖)

𝑚

𝑘=0

𝐗(𝑥𝑖)𝐄
𝑘𝐇𝐓𝐀

= 𝑔(𝑥𝑖) + 𝜆 𝐗(𝑥𝑖) 𝐊 
𝑡 𝑪(𝑥𝑖)𝐇

𝑇𝑨                         (𝟑. 𝟑) 

 

or briefly the fundamental matrix equation is shown as  

 

              {∑ 𝐏𝑘

𝑚

𝑘=0

𝐗𝐄k𝐇𝐓 − 𝜆 𝐗̅𝐊̅𝐂̅𝐇𝑇̅̅ ̅̅ } 𝐀 = 𝐆            (𝟑. 𝟒) 

 

Where 

  

𝐏𝑘 = [

𝐏𝑘(𝑥0) 0 … 0

0 𝐏𝑘(𝑥1) … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝐏𝑘(𝑥𝑁)

]

(N+1)x(N+1)

, 

 

𝐆 = [

𝑔(𝑥0)

𝑔(𝑥1)
⋮

𝑔(𝑥𝑁)

]

(N+1)x1

, 𝐑 = [

𝐑(𝑥0)

𝐑(𝑥1)
⋮

𝐑(𝑥𝑁)

]

(N+1)x(N+1)

, 

 

 𝐗̅ = [

𝐗(𝑥0) 0 … 0

0 𝐗(𝑥1) … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝐗(𝑥𝑁)

]

(N+1)x(N+1)2

,   

 

𝐊̅ = [

𝐊 0 … 0
0 𝐊 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝐊

]

(N+1)2x(N+1)2

, 

 

 𝐇𝑇̅̅ ̅̅ = [

𝐇𝑇

𝐇𝑇

⋮
𝐇𝑇

]

(N+1)2x(N+1)

 and 

 

𝐂̅ = [

𝐂(𝑥0) 0 … 0

0 𝐂(𝑥1) … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝐂(𝑥𝑁)

]

(N+1)2x(N+1)2

. 

 

The fundamental matrix relation (3.4) is written as  

 

                        𝐖𝐀 = 𝐆  or [𝐖;𝐆]                        (𝟑. 𝟓) 

 

where  

 

𝐖 = ∑ 𝐏𝑘

𝑚

𝑘=0

𝐗𝐄k𝐇𝐓 − 𝜆 𝐗̅𝐊̅𝐂̅𝐇𝑇̅̅ ̅̅ . 

 

As a result of the operations, a system of (𝑁 + 1) of the 

linear algebraic equation is obtained with the unknown 

Boole coefficients 𝑎0, 𝑎1, … , 𝑎𝑁. The matrix form for 

the conditions (2.9) are written as  

 

  𝐔𝑗𝐀 = [𝜆𝑗] or [𝐔𝑗;  𝜆𝑗];    j = 0,1,2, … ,m − 1(𝟑. 𝟔) 

 

where  

 

𝐔𝑗 = ∑(𝑎𝑗𝑘𝐗(𝑎) + 𝑏𝑗𝑘

𝑚−1

𝑘=0

𝐗(𝑏))𝐄k𝐇𝐓

= [𝑢𝑗0 𝑢𝑗1 𝑢𝑗2 … 𝑢𝑗𝑁],   
  𝑗 = 0,1,2, … ,𝑚 − 1. 

 

To reach the solution of the Eq. (1.3) under conditions 

(1.4), the rows matrices (3.5) are replaced with m rows 

of the matrix (3.6). So, the new augmented matrix form 

is obtained as  

 

[𝐖;̃ 𝐆] =

[
 
 
 
 
 
 
 

𝑤00 … 𝑤0𝑁 ; 𝑔(𝑥0)

𝑤10 … 𝑤1𝑁 ; 𝑔(𝑥1)
⋮ ⋱ ⋮ ⋮ ⋮

𝑤(𝑁−𝑚)0 … 𝑤(𝑁−𝑚)𝑁 ; 𝑔(𝑥𝑁−𝑚)

𝑢00 … 𝑢0𝑁 ; 𝜆0

⋮ ⋱ ⋮ ⋮ ⋮
𝑢(𝑚−1)0 . … 𝑢(𝑚−1)𝑁 ; 𝜆𝑚−1 ]

 
 
 
 
 
 
 

. 

 

If 𝑟𝑎𝑛𝑘𝐖̃ = 𝑟𝑎𝑛𝑘[𝐖;̃𝐆] = 𝑁 + 1 is, the augmented 

matrix is written as 

 

                                  𝐀 = (𝐖̃)−𝟏𝐆.                        (𝟑. 𝟕) 

 

Finally, the unknown Boole coefficients from the matrix 

(3.7) solution are found and placed in the series (1.5), 

the Boole polynomial solution is obtained as  

 

𝑦(𝑥) ≅ 𝑦𝑁(𝑥) = ∑ 𝑎𝑛𝑅𝑛(𝑥)

𝑁

𝑛=0

 

 

4. Residual correction and error estimation 

 

The error estimation of the Boole collocation method 

for the Eq. (1.3) and the residual correction of the Boole 

approximate solution are given in this section. The 

residual function of the Boole collocation method is 

written as  

 

ℜ𝑁(𝑥) = 𝐿[𝑦𝑁(𝑥)] − 𝑔(𝑥), 
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where 𝑦𝑁(𝑥), which is the Boole polynomial solution 

defined by (1.5), is the approximate solution of the 

problem (1.3). Therefore 𝑦𝑁(𝑥) is improved the 

equation  
 

𝐿[𝑦𝑁(𝑥)] = ∑ 𝑃𝑘(𝑥)𝑦𝑁
(𝑘)(𝑥)

𝑚

𝑘=0

− 𝜆 ∫𝐾(𝑥, 𝑡)𝑦𝑁(𝑡)𝑑𝑡

𝑥

𝑎

= 𝑔(𝑥) + ℜ𝑁(𝑥),                           (𝟒. 𝟏) 

 

The error function 𝑒𝑁(𝑥) is defined as  

 

                          𝑒𝑁(𝑥) = 𝑦(𝑥) − 𝑦𝑁(𝑥),                      (𝟒. 𝟐) 

 

where 𝑦(𝑥) is the exact solution of the problem (1.3). 

Substituting (4.2) into (4.1), and by simplifying the 

error differential equation is found  

 

 ∑ 𝑃𝑘(𝑥)𝑒𝑁
(𝑘)(𝑥) − 𝜆 ∫𝐾(𝑥, 𝑡)𝑒𝑁(𝑡)𝑑𝑡

𝑥

𝑎

𝑚

𝑘=0

= −ℜ𝑁(𝑥),                                     (𝟒. 𝟑) 

 

with homogeneous conditions 

 

   ∑ (𝑎𝑗𝑘𝑒𝑁
(𝑘)(𝑎) + 𝑏𝑗𝑘𝑒𝑁

(𝑘)(𝑏)) = 0,

𝑚−1

𝑘=0

 

𝑗 = 0, 1, 2, … ,𝑚 − 1 

 

Boole collocation method is applied to Eq. (4.3), the 

approximation 𝑒𝑁,𝑀(𝑥) to 𝑒𝑁(𝑥) is obtained, (𝑀 ≥ 𝑁) 

which is the error function based on the residual 

function ℜ𝑁(𝑥) [1,13]. The corrected Boole polynomial 

solution 𝑦𝑁,𝑀(𝑥) = 𝑦𝑁(𝑥) + 𝑒𝑁,𝑀(𝑥). The corrected 

Boole error function is obtained with the Boole error 

function 𝑒𝑁(𝑥) and the estimated error function 𝑒𝑁,𝑀(𝑥) 

as follows  

 

𝐸𝑁,𝑀(𝑥) = 𝑒𝑁(𝑥) − 𝑒𝑁,𝑀(𝑥) = 𝑦𝑁(𝑥) − 𝑦𝑁,𝑀(𝑥). 
 

5. Numerical examples  

 

In order to demonstrate the applicability and validity of 

the numerical method developed in this section, first 

exact solution example and then approximate solution 

examples are given. 

  

Example 1. In the first example, the exact solution of 

the linear Volterra integro differential equation given by  

 

2𝑥𝑦𝚤𝚤(𝑥) − 𝑥𝑦𝚤(𝑥) − 𝑦(𝑥)

=
𝑥5

3
− 𝑥4 + 𝑥3 − 3𝑥2 + 4𝑥 − 1

− ∫𝑥2𝑦(𝑡)𝑑𝑡

𝑥

0

,                               (𝟓. 𝟏) 

 

with the initial conditions 𝑦(0) = 1 and 𝑦𝚤(0) = −2 is 

obtained in the interval 0 ≤ 𝑥, 𝑡 ≤ 1. The approximate 

solution 𝑦(𝑥) by the truncated Boole series 

  

𝑦(𝑥) = ∑ 𝑎𝑛𝑅𝑛(𝑥),

3

𝑛=0

    

 

where 𝑚 = 2,𝑁 = 3, 𝑎 = 0, 𝑏 = 1, 𝑃0(𝑥) = −1,  

𝑃1(𝑥) = −𝑥, 𝑃2(𝑥) = 2𝑥, 𝑔(𝑥) =
𝑥5

3
− 𝑥4 + 𝑥3 −

3𝑥2 + 4𝑥 − 1, 𝜆 = −1 and 𝐾(𝑥, 𝑡) = 𝑥2. The 

collocation points (3.2) for 𝑁 = 3, 𝑎 = 0 and 𝑏 = 1 are 

calculated as  

 

{𝑥0 = 0, 𝑥1 =
1

3
, 𝑥2 = 1, 𝑥3 =

2

3
, 𝑥4 = 1}. 

 

The fundamental matrix equation of the Eq. (5.1) is 

written as  

 

[𝐏𝟐𝐗𝐄𝟐𝐇𝐓 + 𝐏𝟏𝐗𝐄𝟏𝐇𝐓 + 𝐏𝟎𝐗𝐄𝟎𝐇𝐓 − 𝜆 𝐗̅𝐊̅𝐂̅𝐇𝑇̅̅ ̅̅ ]𝐀

= 𝐆, 
 

where  

 

𝐏0 = [

−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

]

4x4

, 

 

 𝐏1 =

[
 
 
 
 
 
0 0 0 0

0 −
1

3
0 0

0 0 −
2

3
0

0 0 0 −1]
 
 
 
 
 

4x4

,  

 

𝐏2 =

[
 
 
 
 
 
0 0 0 0

0
2

3
0 0

0 0
4

3
0

0 0 0 2]
 
 
 
 
 

4x4

 , 𝐄 = [

0 1 0 0
0 0 2 0
0 0 0 3
0 0 0 0

]

4x4

,  

 

𝐇𝑇 =

[
 
 
 
 
 1 −

1

2

1

2
−

3

4
0 1 −2 5

0 0 1 −
9

2
0 0 0 1 ]

 
 
 
 
 

 4𝑥4

, 𝐇𝑇̅̅ ̅̅ = [

𝐇𝑇

𝐇𝑇

𝐇𝑇

𝐇𝑇

]

16x4

,  
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𝐊 = [

0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0

]

4x4

, 𝐊̅ = [

𝐊 0 0 0
0 𝐊 0 0
0 0 𝐊 0
0 0 0 𝐊

]

16x16

,     

 

𝐂̅ =

[
 
 
 
 
 
𝐂(0) 0 0 0

0 𝐂 (
1

3
) 0 0

0 0 𝐂 (
2

3
) 0

0 0 0 𝐂(1)]
 
 
 
 
 

16x16

, 

 

 𝐑 =

[
 
 
 
 
 
𝐑(0)

𝐑 (
1

3
)

𝐑 (
2

3
)

𝐑(1) ]
 
 
 
 
 

4𝑥1

, 𝐆 =

[
 
 
 
 
 
𝑔(0)

𝑔 (
1

3
)

𝑔 (
2

3
)

𝑔(1) ]
 
 
 
 
 

4𝑥1

and 

 

 𝐗̅ =

[
 
 
 
 
 
𝐗(0) 0 0 0

0 𝐗 (
1

3
) 0 0

0 0 𝐗(
2

3
) 0

0 0 0 𝐗(1)]
 
 
 
 
 

4x16

.   

 

The fundamental matrix relation is calculated, the 

augmented matrix is obtained as  

 
[𝐖;𝐆]

=

[
 
 
 
 
 
 
 −1

1

2
−

1

2

3

4
; −1

−
26

27
−

29

162

1342

729
−

17207

2916
;

991

729

−
19

27
−

143

162

5095

1458
−

22373

2916
;

2291

729

0 −
3

2

13

3
−

21

4
;

13

3 ]
 
 
 
 
 
 
 

 

. 

 

According to Eq. (3.6), the matrix form of the initial 

conditions is found as  

 

[𝐔𝟎;  𝜆0] = [1 −
1

2

1

2
−

3

4
; 1] and  [𝐔𝟏;  𝜆1] =

[0 1 −2 5 ; −2]. 

In that case, the new augmented matrix based on 

conditions is become as 

 

[𝐖;𝐆] =

[
 
 
 
 
 
 −1

1

2
−

1

2

3

4
; −1

−
26

27
−

29

162

1342

729
−

17207

2916
;

991

729

1 −
1

2

1

2
−

3

4
; 1

0 1 −2 5 ; −2 ]
 
 
 
 
 
 

 

. 

 

with the solution of this augmented matrix, unknown 

Boole coefficients are found as 

 

𝐀 = [
1

2
0 1 0]. 

 

Finally, found Boole coefficients is placed in the 

solution (1.5). The Boole solution of the Eq. (5.1) for 

𝑁 = 3 is gained as 𝑦(𝑥) = 𝑥2 − 2𝑥 + 1 and this is 

exact solution.  

 

Example 2. In the second example, the approximate 

solution of the linear Volterra integro differential 

equation given by  

 

   𝑦(𝑖𝑣)(𝑥) = x(1 + 𝑒𝑥) + 3𝑒𝑥 + 𝑦(𝑥)

− ∫𝑦(𝑡)𝑑𝑡

𝑥

0

,       0 < 𝑥 < 1         (𝟓. 𝟐) 

 

with initial conditions 𝑦(0) = 1, 𝑦(1) = 1 + 𝑒, 𝑦𝚤(0) =
1 and 𝑦𝚤(1) = 2𝑒 [16]. The exact solution of the 

problem is 𝑦(𝑥) = 1 + 𝑥𝑒𝑥. The results of the exact 

solution 𝑦(𝑥), Boole solution 𝑦𝑁(𝑥) and the corrected 

Boole solution 𝑦𝑁,𝑀(𝑥) for the various values 𝑁,𝑀 have 

been calculated in the computer program. The 

calculated results are given in the Table 1 and compared 

in the Figure 1 and 2. In addition, the absolute error 

function |𝑒𝑁|, the estimated error function |𝑒𝑁,𝑀| and 

the corrected Boole error function |𝐸𝑁,𝑀| have been 

calculated for the values 𝑁,𝑀. The results are given 

Table 2. 

 

Table 1. The comparison of the exact solution 𝑦(𝑥) = 1 + 𝑥𝑒𝑥, Boole solutions 𝑦𝑁(𝑥) and corrected Boole 

solutions 𝑦𝑁,𝑀(𝑥) for the Example 2. 
 

𝑥𝑖 Exact Solution  

𝑦(𝑥) = 1 + 𝑥𝑒𝑥 

Boole Solution 𝑦𝑁(𝑥) Corrected Boole Solution 𝑦𝑁,𝑀(𝑥) 

  N=5 N=12 N=5, M=6 N=12, M=13 

0 1.0 1.0 1.0 1.0 1.0 

0.2 1.244280552 1.243648041 1.244280552 1.244203327 1.244280552 

0.4 1.596729879 1.595029888 1.596729879 1.596514071 1.596729879 

0.6 2.09327128 2.091228319 2.09327128 2.092994076 2.09327128 

0.8 2.780432743 2.779339894 2.780432743 2.78027061 2.780432743 

1.0 3.718281828 3.718281828 3.718281828 3.718281828 3.718281828 
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Table 2. The comparison of the error function |𝑒𝑁|, the estimated error function |𝑒𝑁,𝑀| and the corrected Boole error 

function |𝐸𝑁,𝑀| for the Example 2. 
 

 

 
 

Figure 1. The comparison of the exact solution 

𝑦(𝑥) = 1 + 𝑥𝑒𝑥 , Boole solution 𝑦𝑁(𝑥) and 

corrected Boole solution 𝑦𝑁,𝑀(𝑥) for the values 

𝑁,𝑀 =  5, 6 for the Example 2. 

 

 
 

Figure 2. The comparison of the exact solution 

𝑦(𝑥) = 1 + 𝑥𝑒𝑥 , Boole solution 𝑦𝑁(𝑥) and 

corrected Boole solution 𝑦𝑁,𝑀(𝑥) for the values 

𝑁,𝑀 =  12, 13 for the Example 2. 

 

Example 3. Finally, the linear Volterra integro 

differential equation given by  

 

 𝑦𝚤𝚤(𝑥) + 𝑦(𝑥) + ∫𝑥𝑡𝑎𝑛(𝑡)𝑦(𝑡)𝑑𝑡

𝑥

0

= 𝑥(1 − 𝑐𝑜𝑠𝑥),

𝑥 ∈ [0,1]                                  (𝟓. 𝟑) 

 

with initial conditions 𝑦(0) = 1, 𝑦(1) = 𝑐𝑜𝑠1 and 

the analytical solution 𝑦(𝑥) = 𝑐𝑜𝑠𝑥 [25]. The 

absolute error function |𝑒𝑁|, the estimated error 

function |𝑒𝑁,𝑀| and the corrected Boole error 

function |𝐸𝑁,𝑀| have been calculated in the 

computer program for the various values 𝑁,𝑀 and 

the results are given in the Table 3. Also, the results 

of the exact solution y(x) = cosx , Boole solution 

yN(x) and corrected Boole solution yN,M(x) for the 

various values 𝑁,𝑀 have been compared in the 

Figure 3 and 4.

Table 3. The comparison of the error function |𝑒𝑁|, the estimated error function |𝑒𝑁,𝑀| and the corrected Boole error 

function |𝐸𝑁,𝑀| for the Example 3. 

 

𝑥𝑖 Absolute error function |𝑒𝑁| Estimated error function  |𝑒𝑁,𝑀| Corrected Boole error function |𝐸𝑁,𝑀| 

 N=5 N=12 N=5, M=6 N=12, M=13 N=5, M=6 N=12, M=13 

0 0 0 0 0 0 0 

0.2 6.3251e-04 3.2300e-12 5.5529e-04 3.0890e-12 7.7224e-05 1.4105e-13 

0.4 1.7000e-03 9.4901e-12 1.4842e-03 9.0739e-12 2.1581e-04 4.1622e-13 

0.6 2.0430e-03 1.3640e-11 1.7658e-03 1.3037e-11 2.7720e-04 6.0285e-13 

0.8 1.0928e-03 1.0559e-11 9.3072e-04 1.0082e-11 1.6213e-04 4.7673e-13 

1.0 0 0 3.5293e-22 1.9590e-28 0 0 

𝑥𝑖 Absolute error function |𝑒𝑁| Estimated error function  |𝑒𝑁,𝑀| Corrected Boole error function |𝐸𝑁,𝑀| 

 N=4 N=10 N=4, M=5 N=10, M=11 N=4, M=5 N=10, M=11 

0 0 0 0 0 0 0 

0.2 1.3042e-04 7.5296e-07 2.7030e-04 8.8365e-12 4.0072e-04 7.5297e-07 

0.4 2.5308e-04 1.4758e-06 5.3168e-04 8.3035e-13 7.8476e-04 1.4758e-06 

0.6 3.6707e-04 2.1365e-06 7.4133e-04 6.3750e-13 1.1084e-03 2.1365e-06 

0.8 3.8882e-04 2.5889e-06 7.1303e-04 4.8659e-12 1.1019e-03 2.5889e-06 

1.0 0 0 2.6470e-23 1.0500e-24 0 3.6825e-56 
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Figure 3. The comparison of the exact solution 𝑦(𝑥) =
𝑐𝑜𝑠𝑥 , Boole solution 𝑦𝑁(𝑥) and corrected Boole 

solution 𝑦𝑁,𝑀(𝑥) for the values 𝑁,𝑀 =  4, 5 for the 

Example 3. 

 

 
 

Figure 4. The comparison of the exact solution y(x) =
cosx , Boole solution yN(x) and corrected Boole 

solution yN,M(x) for the values N,M =  10, 11 for the 

Example 3. 
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6. Conclusions  

 

In this study, a new method was developed by using the 

Boole polynomial to find the solution of Volterra 

integro differential equation. Numerical results were 

obtained with the developed this method. The method 

was used in the exact solution and approximate solution 

the examples. The exact solution of Example 1 was 

obtained the using the present method for value 𝑁 = 3. 

The exact solutions, Boole solutions and corrected 

Boole solutions of the Example 2 and 3 were gained for 

various values 𝑁,𝑀. In addition, the error estimations 

based on residual function of the Example 2 and 3 have 

been calculated. According to the tables and figures, the 

good results were obtained with this method. The 

advantage of present method is the solutions and 

calculations can be obtained easily the using computer 

code in MATLAB program. The present method can be 

develop to find solutions of other integro differential 

equation classes.  
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Abstract 

 

A virus is programs that are often hidden inside a file that appears to be harmless and cause unexpected 

and unwanted events on the computer when the file is run. Viruses, unlike others, are software designed to 

maliciously damage systems. Viruses have the ability to copy themselves, jump to the files you work 

with, and delete files, change the file content and make it unavailable. They can do all this without the 

knowledge of the user and without the need for any command. Therefore, in order to better understanding 

of computer virus, there are many mathematical models in the literature. In the present study, we consider 

computer virus spreading model benefiting from Atangana-Baleanu derivative in Caputo sense with non-

local and non-singular kernels. The solution properties of our fractional model are established benefiting 

from Arzelo-Ascoli theorem.  

 

Keywords: Arzelo-Ascoli theorem, Atangana-Baleanu derivative, existence and uniqueness results. 

 

1. Introduction 

 

Computer viruses are some computer programs that can 

damage your computer in different ways when it works. 

If these programs (or virus codes) are run, they will start 

damaging your computer according to the way they are 

programmed. In addition, after viruses are activated in a 

system, they have the ability to reproduce, spread to 

other files on your computer, infect other computers 

over the network and many more. Many mathematical 

models are being studied to cope with the spread of 

computer viruses and for better understanding their 

structure such as SIR model, SEIRS model, SIRS model 

[1-8]. 

 

Due to memory properties of fractional derivatives, 

fractional operators gain increasing interest from 

various directions in the modeling of biological process, 

neural networks, engineering, physics, etc [9-20]. It is 

clear that Riemann Liouville and Caputo fractional 

derivatives have singular kernels. To cope with this 

problem, Atangana and Baleanu have proposed a new 

fractional derivative named as Atangana-Baleanu (AB) 

fractional derivative with Mittag-Leffler kernel. There 

are many extensive treatment and several applications 

of this recently defined AB derivatives in the literature 

[21-28]. 

 

 

Taking these motivations and AB derivative into 

consideration, in this article we examine the existence 

and uniqueness conditions for the solutions of the below 

computer virus spreading model presented by [29]: 

 

,
dS

b SI S
dt

 = − −   

( )1 ,
dE

p SI E I E
dt

   = − − + −   

.
dI

p SI E I I I
dt

    = + − − −                             (1.1) 

 

We choose this model because it defines a novel virus 

spreading system considering the possibility of a virus 

outbreak on a network with restricted antivirus ability. 

Here, the total number of computers attached  the 

internet are separated into four class: The number of 

susceptible computers ( )S t  is the set of external not 

infected computers which are attached to the network, 

the number of exposed computers ( )E t  is the set of all 

latent computers at which viruses are latent, the number 

of infected computers ( )I t   is the set of infected 

mailto:*sumeyraucar@balikesir.edu.tr
https://tureng.com/tr/turkce-ingilizce/attached
https://tureng.com/tr/turkce-ingilizce/attached
https://orcid.org/0000-0002-6628-526X
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computers at which viruses are explode. The model 

parameters are: b represents the ratio where external 

computers are linked with the network,   stands for 

the ratio where having a link to one latent computer,   

shows the ratio where one latent computer explodes,    

displays the ratio where one computer is out from the 

network,   displays  the recovery ratio of infected 

computers and connect to the the ability of the anti-virus 

software. Owing to a possible link with infected 

computers, susceptible computer is latent with 

possibility ( ) ( )1 ,p I t−  or explodes with possibility 

( )p I t  where 0p   is a fixed parameter. Since the 

network’s anti-virus ability is restricted, the virus is 

momentarily suppressed with possibility   where 

0   is a fixed parameter. 

In this paper, inspired by the above model, we give 

properties of the solution of our fractional model with 

AB derivative by Arzelo-Ascoli theorem.  

 

2. Preliminaries 

 

Now, we will give basic definitions related to AB 

fractional derivative. 

Definition 2.1. Let ( )1
,f H a b  be a function, a b

and  0,1r  . The AB derivative in Caputo sense of f  

is defined as [30] 

( )
( )

( )
( )

0

1 1

rt

ABC r

t r

a

K r t x
D f t f x E r dx

r r

−
= −

− −

 
 
 

  (2.1) 

with ( )K r  is a normalization function with 

( ) ( )0 1 1K K= =  .      

Definition 2.3. The fractional integral relevant to AB 

derivative is given by [30] 

( )
( )

( )0

1AB r

t

r
I f t

K r
f t

−
=   

             
( ) ( )

( )( )
1

t

a

r

f y
r

t y dy
K r r

−

+ −


           (2.2) 

3. Existence and Uniqueness of the Solutions 

 

Now, we remodel the system (1.1) using AB derivative 

in Caputo sense. 

( )

0

0

,

1 ,

ABC r

t

ABC r

t

D S b SI S

D E p SI E I E

 

   

= − −

= − − + −
  

0
.

ABC r

t
D p SI E I I II     = + − − −                      (3.1) 

In this part, the existence and uniqueness of the 

solutions for the model (3.1) is considered and proved 

by using AB derivative. For this aim, we apply AB 

integral to the system (3.1) and we get  

( ) ( )
( )

 

( ) ( )
( )  

1

0

1
0

,
t

r

r
S t S K b SI S

K r

r
t y b SI S dy

K r r

 

 
−

−
− = − −

+ − − −




  

( ) ( )
( )

 

( ) ( )
( )  

1

0

1
0 (1 )

(1 ) ,
t

r

r
E t E p SI E I E

K r

r
t y p SI E I E dy

K r r

   

   
−

−
− = − − + −

+ − − − + −




( ) ( )
( )

 

( ) ( )
( )  

1

0

1
0

.
t

r

r
I t I p SI E I I I

K r

r
t y p SI E I I I dy

K r r

    

    
−

−
− = + − − −

+ − + − − −




  

                                                                                   (3.2) 

For the simplification of equations in (3.2), we define 

our kernels below: 

( )( )

( )( )

,

, (1 )

,

,

b I Ss t S t S

s t E t p SI E I E

 

   

− −

− − + −

=

=
  

( )( ), .s t I t p SI E I I I    + − − −=                 (3.3) 

Now, we will consider the operator :G H H→  

defined as  

( )
( )

( )( )

( ) ( )
( ) ( )( )

1

0

1
,

,         ,
t

r

r
GS t s t S t

K r

r
t y s y S y dy

K r r

−

−
=

+ −




  

( )
( )

( )( )

( ) ( )
( ) ( )( )

1

0

1
,

,         ,
t

r

r
GE t s t E t

K r

r
t y s y E y dy

K r r

−

−
=

+ −




  

( )
( )

( )( )
1

,
r

GI t s t I t
K r

−
=   

             
( ) ( )

( ) ( )( )
1

0

, .
t

rr
t y s y I y dy

K r r

−

+ −


  (3.4) 

https://tureng.com/tr/turkce-ingilizce/possibility
https://tureng.com/tr/turkce-ingilizce/possibility
https://tureng.com/tr/turkce-ingilizce/restricted
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Lemma 3.1. Let M H  be a bounded set, assume that 

S,E and I satisfy Lipschitz condition 

( ) ( )

( ) ( )

( ) ( )

2 1 2 1

2 1 2 1

2 1 2 1

,

,

.

S t S t p t t

E t E t r t t

I t I t q t t

−  −

−  −

−  −

  

For some positive constants p, q ,r. Then ( )G M  is 

compact. 

Proof 3.1 Let 
( )

( )( )
1

max , ,
r

P s t S t
K r

−
= +

 
 
 

 

( ) 10 S t K   for some positive constant 1.K  For 

( )S t M , then we get 

( )
( )

( )( )

( ) ( )
( ) ( )( )

1

0

1
,

,

t

r

r
GS t s t S t

K r

r
t y s y S y dy

K r r

−

−
=

+ −




  

( ) ( ) ( )

1

1
.

r
r rPt

P
K r K r r


−

+
 +

                                 (3.5) 

Let 
( )

( )( )
1

max , ,
r

R s t E t
K r

−
= +

 
 
 

 ( ) 20 E t K   

for some positive constant 2K . For ( ) ,E t M  then we 

get 

( )
( )

( )( )

( ) ( )
( ) ( )( )

1

0

1
,

,

t

r

r
GE t s t E t

K r

r
t y s y E y dy

K r r

−

−
=

+ −




  

( ) ( ) ( )

1

1

r
r rRt

R
K r K r r


−

+
 +

                                 (3.6) 

And similarly, we consider third equation, let 

( )
( )( )

1
max , ,

r
Q s t I t

K r

−
= +

 
 
 

( ) 30 I t K   for 

some positive constant 3K . For ( )I t M   

( )
( )

( )( )

( ) ( )
( ) ( )( )

1

0

1
,

,

t

r

r
GI t s t I t

K r

r
t y s y I y dy

K r r

−

−
=

+ −




  

( ) ( ) ( )

1

1
.

r
r rQt

Q
K r K r r


−

+
 +

                                 (3.7) 

Thus from equations (3.5)-(3.7) we can conclude that 

the operator G  is bounded. 

Now, we assume 
1 2
t t

 
and ( )S t M . Taking into 

account that M is bounded, for 0,   if  
2 1

t t −   

we have 

( ) ( )
( )

( )( )

( ) ( )
( ) ( )( )

( )
( )( )

( ) ( )
( ) ( )( )

2

1

2 1 2 2

1

0

1 1

1

1

0

2

1
,

,

1
,

,

t

r

t

r

r
GS t GS t s t S t

K r

r
t y s y S y dy

K r r

r
s t S t

K r

r
t y s y S y dy

K r r

−

−

−
− =

+ −


−
−

− −






  

( )
( )( ) ( )( )

( ) ( )
( ) ( )( )

( ) ( )
( ) ( )( )

2

1

2 2 1 1

1

2

0

1

1

0

1
, ,

,

,

t

r

t

r

r
s t S t s t S t

K r

r
t y s y S y dy

K r r

r
t y s y S y dy

K r r

−

−

−
 −

+ −


− −






  

( )
( )( ) ( )( )

2 2 1 1

1
, ,

r
s t S t s t S t

K r

−
 −

 

( ) ( )
( ) ( )

2 1

2 1

0 0

1 11 .
t t

r rrK
t y dy t y dy

K r r

− −
+ − − −



 
 
 
                        

                                                                          (3.8) 

We have that  

( ) ( )
2 1

1 1

2 1

0 0

t t

r r

t y dy t y dy
− −

− − −    

( )
2 1

.

r

t t

r

−
=                                                    (3.9) 

We study the following 

( )( ) ( )( )

( )( ) ( ) ( )

2 2 1 1

2 1

, ,s t S t s t S t

a b S t S t 

−

 + + −
  

1 2 1 .J t t −                                                   (3.10) 

Then, putting Eqs. (3.9)-(3.10) in (3.8), we obtain 
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( ) ( )
( )

( ) ( )

2 1 1 2 1

2 1

1

r

r
GS t GS t J t t

K r

t trK

K r r r

−
−  −

−
+



  

Let 

( ) ( ) ( )

1

1

11

1

rKr
J

K r K r r


 =

−
+

 +

 then we get 

( ) ( )
2 1

.GS t GS t −    

In the same manner, we can get the following results for 

the other two functions: If we get 0  , we have 

( ) ( ) ( )

2

2

21

1

,
rKr

J
K r K r r


 =

−
+

 +

 

( ) ( ) ( )

3

3

31

1

rKr
J

K r K r r


 =

−
+

 +

, 

then we obtain 

( ) ( )
2 1

,GE t GE t − 
 

( ) ( )
2 1

.GI t GI t −    

Thus ( )G M  is equicontinuous and so ( )G M  is 

compact by Arzelo-Ascoli Theorem.   

Theorem 3.2. Let    )  ): , 0, 0,S a b   →   be 

increasing  for each t  in  ,a b  and be a continuous 

function. Suppose that one can find ,u v  satisfying 

( ) ( ), ,M D u S t u  ( ) ( ),M D v S t v  for 

( ) ( )0 u t v t   and .a t b   Thus, system (1.1) 

has a positive solution. 

Proof 3.2. Now we handle the fixed point operator .G  

We know that the operator :G H H→  is completely 

continuous. Let 1 2 1 2 1 2, ,S S E E I I    then we get  

( )
( )

( )( )

( ) ( )
( ) ( )( )

1

1

1

0

1

1
,

  + ,         
t

r

r
GS t s t S t

K

r
t y s y S y dy

K r r

r

−

−


−




  

              ( )2 .GS t                                                 (3.11) 

Following similar steps, we obtain 

( )
( )

( )( )

( ) ( )
( ) ( )( )

1

1

1

0

1

1
,

  + ,         
t

r

r
GE t s t E t

K r

r
t y s y E y dy

K r r

−

−


−




  

( )2            GE t                                                   (3.12) 

and  

( )
( )

( )( )

( ) ( )
( ) ( )( )

1

1

1

0

1

1
,

  + ,         
t

r

r
GI t s t I t

K r

r
t y s y I y dy

K r r

−

−


−




  

( )2            GI t                                                   (3.13) 

Thus, G  is increasing operator. From the conjecture, 

,Gm m  Gn n . So : , ,G m n m n→  is compact 

and continuous from Lemma 3.1. Thus, H  is a normal 

cone.   

Now, we will investigate the uniqueness of solutions. 

To manage this, we study the followings: 

( ) ( )
( )

( )( ) ( )( )

( ) ( )
( ) ( )( ) ( )( )

( )
( ) ( )

( ) ( )
( ) ( ) ( )

1 2 1 2

1

1 2

0

1 1 2

1

1 1 2

0

1
, ,

, ,

1

t

r

t

r

s s

r
GS t GS t s t S t s t S t

K r

r
t y y S y y S y dy

K r r

r
F S t S t

K r

r
F t y y y dy

K r r
S S

−

−

+

−
−  −

+ − −


−
 −

− −






which gives 

( ) ( )
( ) ( ) ( )

1

1 2 1

1

1

r
rFbr

GS t GS t F
K r K r r

−
−  +

 +

 
 
 

  

( ) ( )
1 2

                             S t S t −                      (3.14) 

By a similar method, we obtain  

( ) ( )
( ) ( ) ( )

2

1 2 2

1

1

r
rF br

GE t GE t F
K r K r r

−
−  +

 +

 
 
 

  

( ) ( )
1 2

                               .E t E t −                   (3.15) 

( ) ( )
( ) ( ) ( )

3

1 2 3

1

1

r
rF br

GI t GI t F
K r K r r

−
−  +

 +

 
 
 

 

( ) ( )
1 2

                             .I t I t −                      (3.16) 
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Therefore, if the following conditions satisfy 

( ) ( ) ( )
1

1

1
1,

1

r
rFbr

F
K r K r r

−
+ 

 +
  

( ) ( ) ( )
2

2

1
1,

1

r
rF br

F
K r K r r

−
+ 

 +
  

( ) ( ) ( )
3

3

1
1,

1

r
rF br

F
K r K r r

−
+ 

 +
  

the mapping G  is a contraction, so it has a fixed point 

by Banach fixed-point theorem. Thus the new model 

has a unique positive solution. 

 

4. Numerical Results 

 

Here, in order to observe how fractional order r affects 

behavior of the fractional model  (1.1), some numerical 

simulations of this model are depict benefiting from the 

numerical method presented by Toufik and Atangana in 

the paper [31]. We select the parameters b=5, 

0.007, = 0.6, = 0.25, = 0.3, = 0.7p = with the 

initial conditions S(0)=3, E(0)=1, I(0)=1 as given in 

[29]. From Figure1, we see the behavior of susceptible, 

exposed and infected computers. From Figure 2, it is 

visible that as r goes up, the number of susceptible 

computers S(t) increases while the number of exposed 

computers E(t) and infected computers I(t) decreases.    

 

 
(a) 

 
(b) 

Figure 1. Numerical simulations for the model (1.1) at 

r=0.95 and r=0.6, respectively. 

 
(a) 

 
(b) 

 
(c) 

Figure 2. The behavior of the fractional computer virus 

spreading model components for distinct values r.  

 

5. Conclusion 

 

In this study, Atangana–Beleanu derivative with Mittag-

Leffler kernel has been applied in reformulating the 

computer virus spreading model presented by Xu and 

Ren [29]. Then, Arzelo-Ascoli theorem is used to prove 

the existence and uniqueness properties of the 

considered model. Benefiting from Toufik-Atangana 

method [31], some numerical simulations are depicted 

with several values r and briefly interpreted. We expect 

that the present study will be more helpful to construct 

computer virus spreading model with fractional 

derivatives. 
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Abstract 

 

Docetaxel (DOC) is a chemotherapeutic that induces microtubule stabilization. It is often used in breast, 

prostate, lung and gastric cancers but severe side effects such as cardiotoxicity, neurotoxicity, 

hepatotoxicity, and nephrotoxicity limit its usage. Curcumin (CUR), a natural bioactive compound 

derived from turmeric. Here, the possible preventive effect of CUR against DOC-induced oxidative stress 

and apoptosis on HEK-293 immortalized human embryonic kidney cells. Viability was assessed via MTT 

assay. The generation of ROS was measured by CM-H2DCFDA dye. Phosphatidylserine externalization 

and caspase 3/7 activity were used to measure apoptosis. CUR pretreatment remarkably inhibited DOC-

induced cell viability reduction, ROS generation, and cell apoptosis in HEK-293 cells. Moreover, this 

study revealed that CUR pretreatment decreased caspase-3 activity. Thus, this study highlights the novel 

pharmacological mechanisms of CUR and understanding the detailed mechanisms of CUR action. 

 

Keywords: Apoptosis, curcumin, docetaxel, HEK-293, oxidative stress. 

 

1. Introduction 

  

Despite the novel technological and scientific 

developments, cancer is still one of the biggest threats to 

humanity for decades. Many strategies are being done to 

struggle with cancer [1]. Among them, chemotherapy is 

the most effective one and considered the backbone of 

the treatment. However, serious side-effects in normal 

tissues such as cardiotoxicity, neurotoxicity, 

hepatotoxicity, and nephrotoxicity limit their usages [2-

5]. Thus, there is an instant need to find new adjuvant 

compounds to diminish the chemotherapy-induced 

severe side effects. 

Taxanes that promote microtubule stabilization are 

critical chemotherapy drugs in the treatment of a wide 

range of solid tumors [6-9]. Of taxanes, Docetaxel 

(DOC) is often used in breast, lung, prostate and gastric 

cancers, but its frequent use often leads to 

nephrotoxicity, especially in lung cancer patients [10]. 

Chronic nephrotoxicity of anticancer drugs may have 

multiple causes and are mediated by various 

mechanisms. In this study, the effects of DOC were 

investigated on human kidney embryonic cells (HEK-

293) which could represent the possible target tissue and 

widely used in in vitro toxicology studies. One of the 

most important mechanisms is reactive oxygen species  

 

(ROS) formation and subsequently induction of 

hepatocyte apoptosis [11]. The induction of ROS also 

decreases endogenous antioxidants via activation of 

caspases. To avoid these harmful effects of oxidative 

stress, it is essential to increase the cell’s antioxidant 

defenses with natural compounds having antioxidant 

activity. 

Curcumin (CUR), known as diferuloylmethane, is 

originated from Curcuma longa rhizome. It has been 

shown to have several biological activities [12-15]. 

CUR is a potent oxygen free radical scavenger and can 

inhibit the production of ROS and prevent oxidative 

stress both in vitro and in vivo [16]. Previous studies 

demonstrated that CUR treatment can ameliorate 

nephrotoxicity by preventing oxidative stress caused by 

cisplatin, gentamicin and cyclosporine and paracetamol 

in rats [17-19]. 

Taken together, the current study was aimed to 

investigate the protective effect of the CUR against 

DOC-induced oxidative stress and apoptotic cell death 

on HEK-293 immortalized human embryonic kidney 

cells. 
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2. Materials and Methods 

2.1. Materials 

 

CUR was provided by Sigma Chemical Co (USA). To 

prepare a stock solution, CUR was dissolved in 1 

mg/mL ethanol (EtOH) and stored at 4ºC. DOC was 

purchased from Sigma Chemical Co and dissolved in 

dimethyl sulfoxide (DMSO). The EtOH and DMSO 

concentrations used in this analysis were lower than 

0.1% and were not cytotoxic. All other chemicals were 

obtained from Sigma. 

 

2.2. Cell culture conditions 

 

The human embryonic kidney cell line HEK-293 (CRL-

11268) was purchased from ATCC (American Type 

Culture Collection, USA). The cells were cultured by 

using Eagle's Minimum Essential Medium including 

10% fetal bovine serum and 1% penicillin/streptomycin 

in 75 cm2 polystyrene cell culture flasks (Cellstar, UK). 

Cell culture was maintained in a standard incubator 

containing 5% CO2 at 37°C. 

 

2.3. Cell viability and morphology 

 

MTT assay (3-(4,5-dimethylthiazol-2-yl)-2,5-

diphenyltetrazolium bromide) was conducted to 

evaluate cell viability. Disaggregation of cells was 

carried out with trypsin/EDTA. A total of 104 cells were 

propagated onto 96-well plates in 100 µL medium per 

well. After 24 h cell attachment, cells were exposed to 

increasing concentrations of DOC, CUR, or 

sequentially. MTT (20 µL) was added at 24, 48 and 72 h 

time points. The dye was carefully drained and 200 µL 

DMSO was added to dissolve formed formazan crystals. 

The optic densities were recorded by a microplate 

reader at 570 nm (Tecan Infinite 200 PRO, Switzerland) 

[20]. Olympus IX53 inverted microscope was used to 

monitor HEK-293 cell morphology after DOC, CUR or 

sequential treatment (Tokyo, Japan). 

 

2.4. Analysis of ROS generation 

 

The formation of ROS in HEK-293 cells was measured 

by cell-permeable indicator dye [5-(and-6)-

chloromethyl-2,7-dichlorodihydrofluorescein diacetate 

acetyl ester dye (CM-H2DCFDA, MW 577.8 Da, 

Molecular Probes, Eugene, OR)]. The CM-H2DCFDA 

passively enters the cells and remains non-fluorescent 

until oxidation occurs in the cell. After oxidation, it 

fluoresces in the cell. The cell suspension was (105 

cells/mL) transferred on 96-wells in 200 µL medium 

containing CM-H2DCFDA dye. The plate was then 

incubated for 45 min. at 37 °C. As a control, cells were 

also exposed to 10 mM N-acetylcysteine (NAC) which 

is a ROS scavenger. The amount of fluorescence was 

then measured at 485-520 nm by a microplate reader 

(Tecan Infinite 200 PRO, Switzerland) and also 

observed with fluorescence microscopy (Olympus, 

Tokyo, Japan). 

 

2.5. Flow cytometric analysis of apoptosis 

 

For analyzing apoptosis, phosphatidylserine 

externalization was detected via Muse™ Annexin V and 

Dead Cell kit (Millipore, USA). HEK-293 cells in a 

density of 4×105 were seeded in 2 mL medium and 

incubated 24 h for attachment. Then, attached cells were 

exposed to compounds alone or sequentially for 48 h. 

After incubation, centrifugation was performed at 

1000×g for 10 min and supernatants were removed. The 

remaining pellets were suspended with a culture 

medium. Equal amounts of cell suspension and Muse™ 

Annexin-V & Dead Cell kit solution were mixed and 

incubated for 20 min in the dark. The analysis was 

performed using Muse™ Cell Analyzer (Millipore, 

USA). For each condition at least 10,000 cells were 

analyzed. 

 

2.6. Caspase 3/7 activity assay 

 

Caspase-Glo 3/7 Assay (Promega, USA). Cells were 

(104 cells per well) treated with the desired 

concentrations of the compounds. After incubation 

periods, CaspaseGlo 3/7 reagent (100 µL) was added 

and incubated for 1 h in the dark. The formed 

luminescence was detected by a microplate reader 

(Tecan Infinite 200 PRO, Switzerland). 

 

2.7. Statistical Analysis 

 

Each experiment was done in duplicate, and three 

experiments were performed for each condition. Results 

were presented as mean ± SD. The Student’s t-test was 

performed to analyze the differences between the two 

groups. For analysis of three or more groups, the first 

one-way analysis of variance test was done and then 

Dunnett’s t-test was performed. The half-maximal 

inhibitory concentration (IC50) was calculated via Graph 

Pad Prism 5.0 (San Diego, USA).  A p-value of <0.05 

was considered statistically significant. 

 

3. Results and Discussion 

3.1. Preventive effect of CUR on DOC-induced 

cytotoxicity in HEK-293 cells  

 

Today, CUR has attracted intense interest in the 

protection of normal tissues from chemotherapy-

induced toxicity. Before determining the preventive 

effect of CUR on DOC-induced cytotoxicity in HEK-

293 cells, first, the effects of single CUR or DOC on the 

viability of cells were investigated. For this aim, HEK-

293 cells were exposed to increasing concentrations of 

CUR (5-100 µg/mL) or DOC (0.1-1000 nM) for 

different time points and viability was assessed via 

MTT assay. As seen in Fig. 1, the increasing 

concentrations of single CUR or DOC induced a time-



 

              Celal Bayar University Journal of Science  

              Volume 17, Issue 1, 2021, p 73-78 

              Doi: 10.18466/cbayarfbe.752495                                                                                                     S. Ilhan 

 

75 

dependent reduction in cell viability (p<0.05). The IC50 

value of CUR calculated from cell viability data was 

found to be 12.5 ± 0.52 µg/mL at 48 h (p<0.05). The 

cell viability was 91% at 5 µg/mL CUR concentration 

but significantly decreased by 25 µg/mL CUR 

concentration (17% viability) at 48 h. Therefore, 5, 10 

and 25 µg/mL concentrations were chosen as a low-, 

medium- and high-concentration groups, respectively. 

There are limited studies demonstrating the effects of 

CUR on HEK-293 cells in the literature. Concentration-

dependent inhibition in cell viability by different 

incubation times was reported for HEK-293 cells and 

calculated IC50 values were quite different in these 

studies. Rao et al. calculated the IC50 value of CUR on 

HEK-293 cells as 5.0 ± 0.6 µM at 72 h [21]. In different 

studies, the IC50 value of CUR was calculated at 24 h 

and found to be 29.8 µM and 458.14 µM, respectively 

[22, 23]. Only Zhao et al. calculated the IC50 value of 

CUR at 48 h and found it as 11 µM which was similar 

to the results of the current study [24]. The IC50 value of 

DOC was also calculated in HEK-293 cells and found to 

be 5.5 ± 2.5 nM at 48 h. Contrary to CUR, there is no 

study investigating the effect of DOC on HEK-293 

cells. Thus, this study is the first study revealing the 

effect of DOC on HEK-293 cells. 

To screen the possible preventive effect of CUR on 

DOC-induced cytotoxic effects, cells were pretreated 

with 5, 10 or 25 µg/mL CUR for 48 h and then treated 

for an additional 48 h with 10 nM DOC. As 

demonstrated in Fig. 2, 5 and 10 µg/mL CUR 

pretreatment significantly increased cell viability 

compared with the 10 nM DOC treated group (p<0.05). 

However, in the 25 µg/mL CUR pretreated group, cell 

viability decreased as compared to the 10 nM DOC 

treated group (p<0.05). From these data, it can be 

concluded that CUR pretreatment with low and medium 

concentrations prevented DOC-induced cytotoxicity and 

cell damage in HEK-293 cells. However, this effect was 

not observed at high concentrations of CUR. 

Nephrotoxicity is a serious and well described 

chemotherapy-associated side-effect limiting its clinical 

use. Ortega-Domínguez et al. revealed that CUR 

treatment prevented cisplatin-induced nephrotoxicity by 

diminishing mitochondrial abnormalities and necrosis 

[25]. In vivo part of the study was also revealed that 

pretreatment of CUR prevented all the histological 

abnormalities in the kidney as compared to only the 

cisplatin received group. In another study, mitomycin-

induced kidney damage was attenuated by CUR 

pretreatment in mice [26]. Their results further indicate 

that CUR pretreatment could reduce chemotherapy-

induced cytotoxicity and nephrotoxicity. 

To investigate the changes in cell morphology, HEK-

293 cells were also analyzed by an inverted microscope. 

Observations supported the cell viability results and 

showed that DOC treatment of HEK-293 cells led to 

rounding of cells indicating cell death. Moreover, loss 

of cell attachment to the well plates was observed, 

however, the number of non-adherent cells was 

decreased by CUR pretreatment (Figure 3). 

3.2. CUR suppresses the production of ROS in DOC-

treated HEK-293 cells 

Oxidative stress and ROS accepted as the possible 

mechanisms responsible for DOC induced cytotoxicity 

and scavenging of ROS in normal tissues are known to 

be effective for protecting cells from chemotherapy-

induced toxicity. In many studies, it was shown that 

CUR could inhibit cytotoxicity via diminishing cellular 

ROS [27, 28]. Thus, to enlighten the role of CUR in 

preventing DOC-induced cytotoxicity in HEK-293 cells, 

cellular ROS levels were measured after staining with 

CM-H2DCFDA and also observed with fluorescence 

microscopy. As shown in Fig. 4, cellular ROS was 

significantly induced after exposure to DOC treatment 

in HEK-293 cells. ROS levels were significantly 

diminished in CUR pretreated and NAC treated cells 

(p<0.05). 

In the study of Ortega-Domínguez et al., it has been 

shown that CUR can inhibit ROS as strongly as NAC. 

In the same study, it was also revealed that CUR 

attenuates cisplatin-induced mitochondrial damage via 

diminishing ROS production [25]. CUR not only 

reduces ROS levels but induces cellular defense 

machinery such as superoxide dismutase (SOD), 

catalase (CAT), and glutathione peroxidase (GTP) 

activities [29]. Sheu et al. showed that CUR 

pretreatment increased the SOD activity and, in this 

way, enhanced the antioxidant capacity of normal 

tissues [30]. From these results, it can be concluded that 

the possible mechanism of ROS decreasing effect in 

HEK-293 cells pretreated with CUR might be 

associated with the direct free radical scavenging 

activity or indirect induction of antioxidant defense 

systems. 

 

3.3. The effects of CUR pretreatment on cell 

apoptosis in DOC-treated HEK-293 cells 

 

Growing evidence shows that chemotherapy-induced 

cytotoxicity is mediated by apoptotic induction 

following oxidative stress. [31]. If ROS levels 

excessively increase in the cell, redox imbalanced cells 

become more vulnerable to apoptosis. To elucidate 

whether the preventive effects of CUR were related to 

the prevention of cell apoptosis, flow cytometric 

analysis was done. Cells undergoing early and late 

apoptosis after exposure to DOC were stained by 

Annexin V-FITC and PI and found that DOC treatment 

induced apoptotic cell death in HEK-293 cells. 
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Figure 1: The effect of CUR (A) and DOC (B) on the viability of HEK-293 cells at 24, 48 and 72 h (*p<0.05 

compared with the untreated control group). 

However, the percentage of stained cells was 

significantly decreased in CUR pretreated group 

(p<0.05) (Figure 5). 

 

Figure 2: The effect of CUR pretreatment on the 

viability of HEK-293 cells under DOC exposure. Cells 

were treated with 5, 10 or 25 µg/mL CUR for 48 h then 

treated with 10 nM DOC for 48 h (##p<0.05 as 

compared to untreated control group, *p<0.05 as 

compared to 10 nM DOC treatment group). 

 

Figure 3: The effect of CUR pretreatment on the cell 

morphology of DOC-treated HEK-293 cells (20X). 

After triggering apoptosis, the process is carried out by 

an enzyme family namely caspases. Among the caspase 

family, initiator caspases trigger effector caspases 

(caspases 3, 6, and 7) which are the final players that 

execute apoptosis [32]. 

  



 

              Celal Bayar University Journal of Science  

              Volume 17, Issue 1, 2021, p 73-78 

              Doi: 10.18466/cbayarfbe.752495                                                                                                     S. Ilhan 

 

77 

After demonstrating the preventive effects of CUR 

pretreatment on apoptosis, caspase 3/7 activity was 

performed to confirm the data. According to results, 

pretreatment with CUR decreased the activity as 

compared to single DOC treatment (p<0.05) (Figure 5). 

These observations are parallel with the previous studies 

that investigate the preventive effect of CUR on cell 

apoptosis. Benzer et al. investigated the preventive 

effect of CUR on doxorubicin-induced apoptosis and 

demonstrated that pretreatment with CUR decreased the 

caspase-3 activity [33]. Dai et al., demonstrated that 

CUR pretreatment protected cells from caspase 

activation and following apoptosis which was triggered 

by colistin [34]. 

 

 

Figure 4: CUR ameliorates DOC-induced ROS in 

HEK-293 cells. 

 

4. Conclusion 

 

In summary, pretreatment with low concentrations of 

CUR can alleviate DOC-induced ROS levels in HEK-

293 human kidney embryonic cells. The CUR treatment 

also protects the cell from DOC-induced apoptotic cell 

death through inhibition of caspases 3 and 7 and 

increases the viability of cells. However, the detailed 

protection mechanisms of the CUR in HEK-293 cells 

require further investigations in vitro and in vivo. 

Understanding the detailed mechanisms of CUR action 

could lead to novel renoprotective interventions. 
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Abstract 

 

This study reports the effects of silica (S), quartz (Q), and basalt (B) fillers on the chemical, thermal, and 

mechanical properties of unsaturated polyester (PE) composites. In the study, fillers were selected as same 

class grain distribution and mixed with orthophtalic based PE resin to produce composites. The thermal 

characterization of the composites was determined with thermogravimetric and thermal conductivity. 

Chemical characterization was carried out with FT-IR. Compressive strength was investigated with 

Universal Testing Machine. SEM device was used to investigate the morphological alterations of the 

composites. Also, statistical analysis was carried out for thermal conductivity and mechanical results. At 

the end of the present study, some minor chemical alterations were seen in FT-IR after the interaction of 

the fillers and PE resin. Thermal stability decreased after adding fillers. The thermal conductivity and 

thermogravimetric analysis were not agreed with each other that higher thermal conductivity was seen in 

the PE-Q composites. The compressive strength of filler-based composites was higher than that of the neat 

PE composite whereas the higher compressive strength was obtained in the PE-Q. This study confirms the 

applicability of various fillers as a reinforcing agent in the polymer. 

 

Keywords: Compressive strength, FT-IR, Grain distribution, Polymer composites, SEM, Silica, quartz 

and basalt fillers, Thermogravimetric and thermal conductivity. 

 

1. Introduction 

 

Composites were mostly used as a substitute for 

conventional materials due to the revealing high 

strength at a small specific weight, high rigidity as well 

as the ability to be tailored for specific purposes [1-4]. 

PE having doubled bonds and giving crosslinking are 

mainly used in the production of the composites for any 

applications due to the ease of use and the low cost 

easily tailoring of the mechanical and chemical 

properties. Several phenomena were carried out to 

improve the performance of PE polymers. One of the 

traditional methods is the pooling of a PE with 

inorganic substances through physical or weak phase 

interaction e.g., hydrogen bonding, van der Waals 

forces, or strong covalent bond e.g., between the organic 

and inorganic phases. In this way, organic-inorganic 

composites combine the ductility, flexibility, resistance, 

thermal stability, rigidity, and dielectric of their distinct 

properties [5-8].   

 

 

Inorganic fillers are a promising reinforcing agent in the 

modification of polymers that if the inorganic fillers 

having different dimensions of a dispersed phase in PE 

composite would alter mechanical and thermal 

properties that cannot be obtained with traditional PE 

composites. Because fillers restrict the movement of the 

polymer chain and increase the formability of the 

material. With those properties, tensile strength, 

hardness, abrasion resistance, rigidity, the toughness of 

the composites can be improved [9-11]. 

 

Mahdi et al. [12] studied PET obtaining from waste 

bottles. In this study, they used methyl ethyl ketone 

peroxide (MEKP) and cobalt naphthenate (CoNp) as 

free radical initiator and the catalyst, respectively. 

Afterward, they mixed with inorganic aggregate (10% 

w/w. aggregate/resin). The maximum compressive 

strength was measured as 42.2 MPa that this obtained 

value is higher than those of the compressive strength of 

the neat polymer composite (28.5 MPa). Ateş and 

Barnes [13] prepared polymer concrete composite 
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specimens by using polyester and quartz as binder and 

filler material, in different aggregate diagrams and 

binder ratio. The highest compression strength was 

obtained as 95.8 MPa. Ateş [14] examined the change 

of the compressive strength properties of the polyester 

and epoxy resin-based composite material having quartz 

sand as a filler which has different grain distributions 

and produced by using binder material at different 

ratios. The highest compressive strength value was 

obtained as 62.8 MPa in a mixture of 18% resin + 82% 

quartz filler. Singh et al. [15] fabricated silica-polyester 

composites having 0.5-2.5% by weight in the presence 

of cobalt octoate and MEKP via the compression 

molding method cured for 24 h at room temperature. 

The tensile yield strength and tensile modulus increased 

with the filler content from 10.58 MPa to 25. 99 MPa, 

and 1.11 GPa to 1.61 GPa for sheets containing 1.5 % 

colloidal silica filler content. After that point, there is a 

substantial decrease in the tensile modulus. Flexural 

strength and flexural modulus revealed a similar trend 

with increasing filler content as tensile properties did. 

That probably stems from good newly bonding and 

uniform dispersion of the smaller size of particles. The 

increase in filler content caused new bonds in the resin 

matrix. Besides, agglomeration which reduces the 

strength of the composites occurred as well. 

The objective of this study was to investigate how 

particle size distribution and type of filler influence the 

chemical, thermal and mechanical properties of the 

composites. For that purpose, silica, quartz, and basalt 

fillers were embedded in unsaturated ortophthalic 

polyester resins. Then, polyester resins were cured in 

certain conditions with methyl ethyl ketone peroxide 

(initiator) in the presence of cobalt octoate (catalyst) to 

obtain polyester-filler composites. After production, 

FTIR, thermogravimetric analysis, thermal conductivity, 

and mechanical analysis were carried out.   

 

2. Materials and Methods 

2.1. Matrix Materials  

 

In this study, the orthophtalic acid resin was used as a 

thermosetting composite matrix (1.12 g/cm3, 66% solid 

content, Polipol 3562-SR, Turkey) and MEKP (ER 59, 

Akperox, Turkey) and cobalt octoate (RC88, Akkobalt, 

Turkey) was used as initiator and catalyst, respectively. 

In the study, silica filler, quartz filler, and basalt filler 

were used in the 0-1000 μm grain size range in the 

composites. 

 

2.2. Design of The Experiments 

 

The orthophtalic acid resin having initiator and catalyst 

were mixed with fillers in certain conditions and those 

are classified as a polyester-silica filler (PE-S), 

polyester-basalt filler (PE-B), and polyester-quartz filler 

(PE-Q). Filler grain-size distribution was determined as 

Fuller equation. The reference "Fuller equation” is 

given in Equation 2.1 and in this equation, n=0.8 was 

taken as [16]. Filler grain-size distributions are 

represented in Figure 1. 

 

 

Figure 1. F 0.8 grain size distributions of the fillers
 

𝑃% = (
𝑑

𝐷
)𝑛                              (2.1) 

 

P%: total percent of particles passing through.       

d: diameter of the current sieve (µm)                              

D: maximum size of aggregate (1000μm) 

n: exponent of the equation (n=0.8) 

Together with grain-size distribution, chemical and 

physical properties of the fillers are other parameters 

that affect the chemical, thermal and mechanical 

properties of the thermosetting composites. Chemical 

and physical parameters of the fillers are given in Table 

1, and Table 2. 
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Table 1. Chemical compositions of filling materials. 

Chemical Composition 
Fillers (%) 

Quartz Silica Basalt 

Silicon Dioxide (SiO2) 99.18 98.94 61.21 

Aluminium Oxide (Al2O3) LOD
* 

0.08 13.61 

Iron Oxide (Fe2O3) 0.02 0.1 5.72 

Magnesium Oxide (MgO) LOD
* 

LOD
* 

3.9 

Calcium Oxide (CaO) 0.16 LOD
* 

6.2 

Sodium Oxide (Na2O) LOD
* 

LOD
* 

2.63 

Potassium Oxide (K2O) 0.03 0.05 2.83 

Titanium Oxide (TiO2) 0.04 0.12 0.76 

Manganes (II) Oxide (MnO) LOD
* 

LOD
* 

0.13 

Sulphur Dioxide (SO2) 0.02 0.3 LOD
* 

Diphospor pentaoxide (P2O5) 0.01 0.01 LOD
* 

Chrome (II) Oxide (Cr2O3) 0.004 0.053 LOD
* 

Manganes (III) Oxide Mn2O3 0.0017 0.004 LOD
* 

 *LOD: Limit of Detection 

 

Table 2. Physical test results of filling materials. 

Physical parameters Silica Basalt Quartz 

Moisture content (%) 0.002 0.6 0.5 

Burning loss (%) 1.3 2.6 1.2 

Specific gravity (gr/cm
3
) 2.55 2.74 2.57 

Compact unit weight (gr/cm
3
) 1.79 1.72 1.76 

Loose unit weight (gr/cm
3
) 1.62 1.53 1.54 

Water absorption ratio (%) 2.03 2.73 2.29 

Specific surface area (µ) 12.07 11.31 10.42 

 

2.3. Composite Fabrication  

 

The orthophtalic resin, methyl ethyl ketone peroxide, 

and cobalt octoate were added to the beaker with a 

volume ratio of 100:1:1, respectively. Afterward, the 

former mixture stirred 2 min at 300 rpm in the magnetic 

stirrer (Figure 2) and numbered experimental protocol 

in the manuscript. 

 

Figure 2. Experimental demonstration
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1-2: Preparing resin and pouring the initiator on the 

orthophtalic resin 

3: Mixing of the resin and additives in the sonicator 

4: Adding of the filler 

5: Mixing in the disperser 

6-7: Pouring the mixture into the steel mold, and 

molding 

8: Curing process 

Before the curing, the former prepared solution was 

transferred to ultrasonic homogenizer (Bandelin, RK 

100 H, Germany) and sonicated for 1 min at 35 kHz to 

improve the homogeneity. Then the obtained mixture 

was transferred and the fillers that prepared according to 

Fuller equation were added and mixed at 1000 rpm for 1 

min in the ultraturrex disperser (Heidolph, Hei 

TORQUE 100, Germany) before the resin reached the 

gelling time. Finally, the obtained suspension poured for 

molding to a steel cylinder (3cm x 6 cm) with controlled 

leveling and kept at room temperature for 1h and 

afterward was transferred to an oven (Utest. UTD 1035, 

Turkey) to kept at 80 °C for 24h. Release agent (Poliya, 

Polivaks SV-6, Turkey) were applied to the molds to 

remove easily after curing. The production of silica (PE-

S), quartz (PE-Q), and basalt (PE-B) filled polyester 

composites are given in Figure 3. 

 

 
 

Figure 3. Production of silica (PE-S), quartz (PE-Q), and basalt (PE-B) filled polyester composites. 
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2.4. Polymerization Analysis (Chemical Analysis) 

 

The IR spectra were taken via an attenuated total 

reflectance (ATR)-FTIR device (Shimadzu IR Prestige-

21, Shimadzu Corp.). The samples were gently put in an 

attachment containing a diamond to evaluate molecular 

vibration signals in the range of 4000-600 cm-1, and 20 

scans with a resolution of 4 cm-1 were carried out. 

 

2.5. Thermogravimetric Analysis 

 

Thermogravimetric analysis was performed on a DTG 

60 (Shimadzu) analyzer equipped with a thermal 

analysis data station at a heating rate of 10 °C/min under 

a 75 mL/min nitrogen atmosphere. The materials were 

first dried at room temperature overnight. 5-10 mg of 

the material was placed in a platinum pan and heated 

from room temperature to 1200 °C. For SEM analysis, 

cross-section images were taken of the samples at 20 kV 

acceleration voltage (FEI, Quanta 250. Netherland). The 

specimens were mounted with tweezers onto a substrate 

with carbon tape and coated with a thin layer of 

gold/palladium mixture. 

 

 

 

 

 

2.6. Thermal Conductivity Analysis 

 

The thermal conductivity analysis, a sample having a 

smooth surface was prepared and put the specimen 

sensor, then 500 g weightiness was put over the sensor 

then applied current thoroughly 3 seconds and 

measurements are saved. 

 

2.7. Compressive Test 

 

After the samples were removed from the cylinder 

molds, they were subjected to a cutting process for 

pressure tests. After 7 days of waiting time, pressure 

tests were performed on the cut samples. The pressure 

test was performed according to ASTM C 579-01 [17]. 

Samples were produced in a cylindrical shape with a 

diameter to length ratio of ½ (35mm / 70mm). Loading 

speed, 41 MPa / min. is set to. In order to perform the 

pressure test, 3 samples were produced from each 

mixture. 

 

3. Results and Discussion 

3.1. Chemical Characterization 

 

The FTIR spectra were investigated to determine 

molecular vibrations for all composites. The obtained 

spectra are given in Figure 4.  

 

 
 

Figure 4. FTIR spectra of the PE, PE-S, PE-B, and PE-Q composites. 

 

C-H asymmetric and symmetric stretching vibration of 

the methylene group found in the composites was 

observed at 2967 cm
-1

 [18]. However, this interaction 

was seen only in the PE composite. C=O stretching 

vibrations of the neat PE composite were observed at 

1721 cm
-1

. After the interaction of the PE and fillers, all 

of C=O vibration were approximately seen at 1716 cm
-1

. 

C=C vibration that is related to C=C in the aromatic 

ring was observed at 1599 cm
-1

 for all composites. It 

was encountered C-H bending vibrations at 1494 cm
-1

 

for the PE whereas this vibration saw at 1491 cm
-1

 for 

filled composites. Another, C-H bending vibrations 

were seen at 1259 cm
-1

, 1261 cm
-1

, 1269 cm
-1

 for the 

PE-B, PE-S, and PE-Q, respectively. The other 

vibration which is for the PE at 1121 cm
-1

 was seen at 
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1117 cm
-1

 for PE-S and 1118 cm
-1

 for PE-B. However, 

it was not observed in the PE-Q. 

 

It seems that vibration is not related to Si-C or Si-O 

interaction as quartz and silica are comprised of mostly 

from SiO2 molecules. Besides, as well as chemical 

shifts, alterations in the intensity were determined 

between PE and fillers. The intensity of PE vibrations 

was significantly decreased due to decreasing resin 

concentration in the composites. With a similar trend, 

the intensity of carboxyl groups (-C=O) found at 1721 

cm
-1

 was decreased in the composites as well as  

C-O vibrations. After the interaction, PE and fillers, 

vibration which reveals unsaturated C=C bond founding 

in styrene and mostly seen at 910 cm
-1

 for PE, 

disappeared in the PE-S, PE-B, and PE-Q composites 

that this phenomenon revealed that polymerization and 

curing were carried out [20, 28].  Besides, neither 

asymmetric nor symmetric Si-O vibrations were 

specifically seen in the spectra for the PE-B, PE-Q, and 

PE-S composites. Those vibrations probably overlapped 

with the C-O vibrations between 1150 cm-1-850 cm-

1[19]. 

 

3.2. Thermal Characterization  

3.2.1. Thermogravimetric Analysis Thermal 

Conductivity 

 

The thermogravimetric analysis (TGA) and it's 

derivative (DTG) indicate the starting and end 

temperatures of thermal degradation, as well as the 

number and content of the steps involved in the thermal 

degradation temperature related to the composites, are 

given in Figure 5. Also, the 10%, 50% weight loss, the 

decomposition temperature, and residue (%) are 

summarized in Table 3.  

 

 
Figure 5. Thermogravimetric analysis results of the PE, PE-S, PE-B, and PE-Q composites. 

 

Table 3. Thermal degradation temperature values of the 

composites. 

Samples T10% (°C) T50% (°C) Td  (°C) 
Residue 

(%) 

PE 92.1 404.1 388.5                                0.2 

PE-S 361.2 448.2 351.1                               46.01 

PE-B 336.6 421.4 343.9                               35.8 

PE-Q 343.4 407.9 348.3                               28.9 

 

In Figure 5, the PE-S, PE-B, and PE-Q composites 

revealed mostly similar thermal degradation 

temperature trend except for the PE. When investigated 

the T10% values, the thermal stability of the composites 

increased with the fillers that the PE-S, PE-B, and PE-Q 

composites exhibited higher thermal stability compared 

to the neat PE with an enhanced decomposition 

temperature about 361.2, 336.6, and 343.4 °C, 

respectively. Also, a similar trend continued with a 

T50% degradation temperature that degradation was 

carried out in the 448.2, 421.4, and 407.9 °C for PE-S, 

PE-B, and PE-Q, respectively. However, PE-B degraded 

at a lower temperature compared to PE-S and PE-Q. It 

means that basalt caused lower heat transfer, thus 

diminishing the thermostability and leading to earlier 

degradation.  

 

In contrary to Shimazaki et al, organic fillers used in 

that study caused higher thermostability [21]. It means 

that filler's structure influenced thermal stability that as 

organic-based fibrils decreased the thermal stability 

whereas minerals having inorganic chemical structure 

enabled higher thermostability [22-25]. This 
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circumstance can be explained with the organic 

cellulose fillers enabled chain mobility of the polymer 

within the composite whereas inorganic fillers restricted 

chain mobility in the matrix on the long-range [26]. 

When investigated the derivative curves, two thermal 

degradations were seen for PE. It was seen only PE in 

the first thermal degradation. Then, in the second 

degradation, PE-B was degraded firstly.   However, the 

highest thermal degradation temperature was seen in 

PE.  

 

Besides, solid residue is higher in the PE up to 800 °C. 

This is ascribed in inorganic particles. Inorganic 

particles comprised of a variety of metals and oxides. 

These metals and oxides have a higher melting point 

compared to organic structures. Thus, when exposed to 

the temperature, organic-based structures removed 

faster from the structure whereas inorganic based 

structures remained in the structure. Therefore, PE-Q, 

PE-S, PE-B composites having inorganic particles 

remained in higher value when the solid residue of PE is 

lowest. Because, the melting point of the basalt mineral 

is at around  

1200 °C whereas the melting point of the quartz and 

silica is at around 1650 °C and 1400 °C, respectively 

[29].  

 

3.3. Thermal Conductivity 

 

The results of the thermal conductivity of the produced 

composites are given in Figure 6 and the statistical 

analysis related to the thermal conductivity are given in 

Table 4. The data obtained were analyzed statistically 

by the variance analysis (ANOVA) and the Duncan test 

is given in Table 5, and Table 6.

 

 
 

Figure 6. Thermal analysis results of the PE, PE-S, PE-B, and PE-Q composites. 
 

Table 4. Descriptive values of thermal conductivity test results. 

Composite type N 

Mean of 

Thermal 

Conductivity 

(W/mK) 

Std. 

Deviation 

Std. 

Error 

95% Confidence 

Interval for Mean 
Minimum Maximum 

Lower 

Bound 

PEper 

Bound 

PE 4 0.16 0.01291 0.00645 0.1445 0.1855 0.15 0.18 

PE-S 4 0.42 0.00816 0.00408 0.4070 0.4330 0.41 0.43 

PE-B 4 0.56 0.01500 0.00750 0.5436 0.5914 0.55 0.58 

PE-Q 4 0.60 0.02217 0.01109 0.5672 0.6378 0.58 0.63 

 

Table 5. Variance analysis results of thermal conductivity values. 

Source of variance Sum of Squares 

Degree of 

freedom 

(df) 

Mean Square F 
Significance 

(p≤0.05) 

Between GroPEs 0.475 3 0.158 666.281 0.00001 

Within GroPEs 0.003 12 0.000   

Total 0.478 15    
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Table 6. Duncan test results of thermal conductivity values. 

Type of Filler N 

Different GroPEs 

(Subset for alpha = 0.05) 

1 2 3 4 

PE 4 0.1650    

PE-S 4  0.4200   

PE-B 4   0.5675  

PE-Q 4    0.6025 

Means for groPEs in homogeneous subsets are displayed. a. Uses Harmonic Mean Sample Size = 4.000. 

 

According to the statistical analysis and evaluations of 

the test results, it was observed that there has been a 

significant change in the thermal conductivity depends 

on filler types. The thermal conductivity of the PE 

composite ascended from 0.16 Wm
-1

K
-1

 to 0.42  

Wm
-1

K
-1

, which was 2.7 times higher than that of the 

PE-B composite. However, the highest increment was 

seen in the PE-Q composite with 0.60 Wm
-1

K
-1

 that 

nearly 4 times higher compared to composites obtained 

from the PE. Also, the thermal conductivity results are 

agreement with the TGA results that filler-based 

composites revealed higher thermal conductivity. 

However, compared to thermal conductivity levels of 

the PE-Q, 

PE-S, and PE-B composites, the highest thermal 

conductivity was seen in the PE-Q composites. It is also 

known that quartz mineral is higher thermal 

conductivity property over basalt [26]. It can be 

concluded that inorganic fillers enabled the higher 

thermal conductivity results in the thermosetting 

composites.  

 

3.4. Morphological Characterization 

 

The morphology of the composites was investigated 

with SEM (Figure 7).  

 

 
 

Figure 7. SEM pictures of the PE, PE-S, PE-B, and PE-Q composites.
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When investigated SEM images of the composites, all 

of the fillers mostly dispersed homogeneously in the 

resin matrix and no agglomeration was observed 

between resin and fillers since there has been a good 

adherence between fillers and polyester. Also, there is 

not considerable cracking and void between surfaces of 

the fillers and matrix. This probably stems from the 

lower the dimension of fillers. However, although 

mostly fillers dispersed in the matrix, silica filler 

dispersed more homogeneous in the PE matrix than 

those of fillers and also interacted more effectively with 

the PE.  

 

It has been also thought that load and energy applied to 

the composites caused lower fragmentation or cracking. 

The energy that should be applied to form cracks in the 

composites was higher since the filler used is low. It 

was shown that fillers having high hardness carried 

mostly load that applied. Thanks to this, it protected to 

matrix against cutting. However, with increasing load, 

cracking began between interfacial surface and fillers, 

then fillers eluded from the surface of the matrix 

towards to sliding side. 

 

3.5. Mechanical Characterization 

 

The results of the compressive strength of the produced 

composites are given in Figure 8 and the statistical 

analysis related to the compressive strength are given in 

Table 7. The data obtained were analyzed statistically 

by the variance analysis (ANOVA) and the Duncan test 

is given in Table 8 and Table 9.  

 

 

 
 

Figure 8. Compressive strength values of the PE, PE-S, PE-B, and PE-Q composites. 

Table 7. Descriptive values of compressive strength test results. 

Composite type N 

Mean of 

Compressive 

Strength 

(MPa) 

Std. 

Deviation 

Std. 

Error 

95% Confidence 

Interval for Mean 
Minimum Maximum 

Lower 

Bound 

PEper 

Bound 

PE 4 110.77 1.91551 0.95775 107.72 113.82 108.90 113.40 

PE-S 4 125.25 1.06301 0.53151 123.55 126.94 124.40 126.80 

PE-B 4 129.72 1.40801 0.70401 127.48 131.96 128.10 131.00 

PE-Q 4 129.12 1.60702 0.80351 126.56 131.68 126.90 130.40 

I 

Table 8. Variance analysis results of compressive strength values. 

Source of Variance Sum of Squares 

Degree of 

freedom 

(df) 

Mean Square F 
Significance 

(p≤0.05) 

Between GroPEs 940.752 3 313.584 133.951 0.00001 

Within GroPEs 28.093 12 2.341   

Total 968.844 15    
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Table 9. Duncan test results of compressive strength values. 

Type of Filler N 

Different Groups 

(Subset for alpha = 0.05) 

1 2 3 

PE 4 110.77   

PE-S 4  125.25  

PE-B 4   129.12 

PE-Q 4   129.72 

Means for groPEs in homogeneous subsets are displayed. a. Uses Harmonic Mean Sample Size = 4.000. 

According to the statistical analysis and evaluations of 

the test results, filler types influenced the mechanical 

results that mechanical properties of the thermosetting 

composites may vary in comparison to inorganic 

materials in it.  

Compressive strength is of great importance for any 

structural element. The difference strength values 

between the groups can be explained by the dependence 

of the strength of thermosetting composites on various 

factors such as resin and filling material rates, grain-size 

distributions, and its heterogeneous structure. It also 

seemed that composites are prone to fail in bending and 

the improvement of new composites with improved 

flexural characteristics is essential.  

Fillers improved the compressive strength value of the 

composites compared to the neat polyester composite. 

And, the highest compressive strength result was 

obtained in PE-B composite whereas PE-S revealed 

lower compressive strength value. This is ascribed in 

iron oxide and titanium oxide found in the basalt. It is 

thought that these minerals make this structure strength. 

However, PE-Q composite value was so close with 

basalt filled composite.  

 

4. Conclusion 

 

This study reports the effects of silica (S), quartz (Q), 

and basalt (B) fillers on the chemical, thermal and 

mechanical properties of PE composites. 

Conclusions from this study are as follows: 

1. The neat PE and its composites with silica (PE-S), 

basalt (PE-B), and quartz (PE-Q) were successfully 

produced with free-radical polymerization and 

mechanical treatment. 

2. After the interaction of filler and PE, minor chemical 

shifts were observed in obtained composites. The 

intensity of the basic vibrations of the PE was decreased 

due to the decrease in the concentration of the resin. 

3. Filler based PE composites revealed higher 

thermostability compared to the neat PE composite due 

to the inorganic based fillers restricted chain mobility in 

the matrix on the long-range. 

4. All of the fillers were mostly dispersed as 

homogeneous and no agglomeration was observed that 

there has also been good adherence between PE and 

fillers. 

5. Filler based PE composites revealed higher thermal 

conductivity. This phenomenon was an agreement with 

the TGA results. However, among the filler-based 

composites, the highest thermal conductivity was seen 

in the PE-Q composite whereas PE-B revealed close 

value to it. 

6. Filler enabled higher compressive strength over the 

neat PE. Also, the PE-B composite revealed the highest 

compressive strength value while the lowest value was 

observed in the PE-S composite.  

This study reveals that the applicability of various filler 

as a reinforcing agent in polymer composites may alter 

depending on filler types.  
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Abstract 

 

This paper aims to study strength properties, UPV, and weight changes exposed to sulfate attack, and 

microstructural properties of geopolymer mortar prepared using metakaolin and red-mud as binder 

materials by mixing with river sand replaced partially by limestone, marble and basalt powder with 

different ratios (25%, 50%, and 75%) as filler materials, the mix proposed were activated by sodium 

silicate and sodium hydroxide solutions (12mol). The proposed samples were exposed to 10% of 

magnesium and sodium sulfate solutions for various periods of 60, 120, and 180 days to investigate the 

durability properties of the manufactured geopolymer mortar. The experimentally obtained results 

uncover that the prepared geopolymer mortar’s strength properties increase at 60 days for all the proposed 

mixes, while at 180 days; the geopolymer mortar suffers a significant loss. Change in weight increase 

obviously between 10.83% and 13.65% for 60 days and decrease gradually for 120 days between 9.22% 

and 10.19% to reach a stable value between 120 and 180 days. Furthermore, to evaluate this work, the 

Scanning Electron Microscopy and X-ray Diffraction methods were investigated. 

 

Keywords: Geopolymer, binder, metakaolin, red-mud, SEM, XRD. 

 

1. Introduction 

 

Regarding the durability of concrete structures, the 

sulfate attack is one of the factors causing deterioration 

cement paste due to the expansion, spalling, and 

softening. According to some previous research, the 

OPC (ordinary portland cement) showed severe damage 

when exposed to the sulfate attack [1]. Under the effect 

of sulfate attack on OPC concrete the chemical reaction 

between the aluminate component of cement paste and 

C–S–H[2], help out the formation of ettringite and 

gypsum which is the leading cause of the concerts' 

expansion and cracking, furthermore the destruction of 

C–S–H cause the disintegration and softening for the 

concerts’ sample[3, 4]. The geopolymer mortars, known 

as known, have very low emission of C𝑂2[5, 6]. 

Moreover, the geopolymer mortars using waste 

materials, MK (metakaolin), Fly-ash, and ferrochrome 

slag supply sustainable development under the effects of 

sulfate attack. Recently, the geopolymers' term has been 

viewed as the future cement, and their evolution 

emerged and fostered by way of Davidovits [7], due to 

its good mechanical properties, low permeability, and  

 

excellent durability properties [8]. The geopolymers 

must be considered a new material, a new binder, and a 

new cement of concrete, which has no dangerous alkali- 

aggregate reaction reported by Davidovits. Previous 

researches indicated the development of strength 

properties and hydration products throw the effects of 

curing, the composition of the alkaline solution, and the 

ratio of water and binder, the alkaline solution generally 

comprise sodium silicate, sodium hydroxide. The 

geopolymer binder materials have lower costs and a 

higher reduction in C𝑂2emissions than Portland cement 

(PC). 

 

Moreover, the compressive strength of geopolymer 

samples Range is 40-70MPa [9], due to the curing 

Hydrothermal, which accelerates the chemical reaction 

between binder and alkali solution. In the case of an 

acid attack, some previous researches study the 

durability of geopolymer materials to present its 

processing and characterization [10], and due to the 

absence of high-calcium phases, the geopolymer 

materials have excellent resistance under the sulfate 

solutions effects. Nowadays, the durability and 

mailto:*ouiamechakkor@stu.aydin.edu.tr
https://orcid.org/0000-0002-9293-7284
https://orcid.org/0000-0003-0961-0115
https://orcid.org/0000-0003-2744-7876
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maintenance of concrete structures become a critical 

issue [11] because they start to deteriorate after 20–30 

years while their design life was at least 50 years [12]. 

The constructions in contact with seawater, sewages, 

tunnels, and deep foundations are exposed to external 

chemical attacks [13]. When subjected to sulfate attack 

in the environment, the ordinary Portland cement 

showed cases of concrete deterioration due to the 

involved reactions of C–H, C–S–H and the aluminate 

component of cement [14]; thus for the geopolymer 

waste materials, the sulfate attack is a vital durability 

concern. Several additives are used to increase the 

strength properties of the manufactured geopolymer 

concrete, such as slag. When exposed to sulfate 

solutions effects, the geopolymer samples with low 

calcium base have shown excellent durability and 

strength properties [15]. Besides the OPC' durability 

problems are associated with its main phases; calcium 

content, when 𝐶3a exposed to the sulfate ions ettringite 

and gypsum will be formed in the presence of 

Ca(𝑂𝐻)2; thus the concrete's disruptive expansion and 

degradation occur due to the non-cohesive particles 

mass [16]. 

 

The geopolymers present a high durability and strength 

properties resistance under the effects of sulfate attack 

due to its strength, low creep, and low shrinkage [17], 

and low phase of calcium. Furthermore, the geopolymer 

activating solution, especially NaOH, accelerates 

chemical dissolution, which inhibits the formation of 

ettringite and carbon-hydrogen during binder formation 

and promotes higher strengths at early ages of reaction, 

which improved excellent stability in aggressive 

environments due to the development of higher 

crystallinity [18]. However, high concentrations of 

NaOH caused undesirable morphology and non-

uniformity of the manufactured geopolymer samples 

due to the excessively OH– in solution. 

This work presents a geopolymer mortar manufactured 

by MK and RM (red-mud) as binder materials activated 

with (NaOH and N𝑎2Si𝑂3) chemical materials, and as 

filler materials limestone, marble and basalt powder 

were used replaced river sand with different ratio (25%, 

50%, and 75%). The performance of the manufactured 

geopolymer samples was conducted under the effect of 

10% magnesium sulfate and 10% sodium sulfate 

solutions. Visual appearance, the strength properties, 

weight changes, XRD, and SEM of these samples were 

obtained experimentally. 

 

2. Materials and Methods 

 

In this purpose, metakaolin and red mud were used as a 

binder material while limestone, marble, and basalt 

powder were used as filler materials. Red mud was 

collected from Seydişehir Aluminum Plant 

(Konya/Turkey). The ground granulated blast furnace 

slag is manufactured by Bolu Cement Industry 

(Bolu/Turkey). The slag's specific weight is 

2.91g/𝑐𝑚3and the amount remaining on the 45-micron 

sieve is 1.4%, and it was used in 13% of the mixture. 

Kaolin was extracted from Industrial Minerals San.ve 

Tic. Inc. (Istanbul/Turkey), the specific gravity is 2.52 g 

/𝑐𝑚3, The powder of this kaolin was once calcined at 

700℃ for four hours at a heating rate of 1℃/min to get a 

surprisingly reactive metakaolin. Silica + alumina + iron 

oxide ratio = 97.18%>70%, Moreover metakaolin has 

fine grain which increase the reaction. Slag, metakaolin, 

and red mud were stated in S, MK, and RM 

abbreviations, respectively. Liquid sodium silicate 

(Si𝑂2/𝑁𝑎2O = 3.29 M) ratio and analytical grade 

sodium hydroxide (12mol) were once used for alkaline 

activation taken from AS Kimya (Istanbul/Turkey). 

Sodium hydroxide and sodium silicate were expressed 

in SH and SS abbreviations, respectively. The sodium 

hydroxide was prepared by adding 1liter of distilled 

water to 480g of sodium hydroxide pellets to obtain 

12mol. The obtained water glass has been stored at 

room temperature for 24 hours before being used with 

sodium silicate/sodium hydroxide in a 2:1 ratio. The 

mix was prepared using the mixer drill using the 

chemicals (SS and SH) with MK and mixed for 5mins. 

The RM was added to the bellow mix and also mixed 

for 5 mins to homogenate the mortar prepared, to 

enhance the tenacity of mix blast furnace slag was used 

and mixed for just 2 mins then immediately one the 

filler materials (limestone, basalt powder, and marble 

powder) with river sand using one of the different ratio 

approved for this work (25%, 50%, and 75%) were 

added. Filler materials used in this work has a very fine 

grain and convert large voids to small ones. Limestone, 

marble, and basalt powder used in this work as filler 

materials. Limestone powder was provided from Gebze 

Rock Quarry (Gebze/Turkey), basalt samples were 

homogenized, dried at 105℃for 24 hours. From INCI 

Group Company (Sakarya/Turkey) the basalt powder 

stone was extracted. Marble powder was dried the same 

as basalt powder, obtained from Turkan Company 

(Alibeykoy/Istanbul). All the filler materials used were 

less than 0,0063mm particle diameter. In this work as 

aggregate, the river sand with less than 0,25 mm particle 

diameter was used correspondent to TS 706 EN 12620 

[19]. Limestone, marble, and basalt powder were 

expressed in LS, MR, and BS abbreviations, 

respectively. While the mixing procedure has been 

finished, the mortar was used to the molds 50x50x50 

mm and 71x71x71 mm cubes, 40x40x160 prisms, and 

300*150 mm cylinders and vibrated, and then the 

geopolymer samples were kept for 24h in the ambient 

temperature. All the specimens were held for 24 hours 

in the drying oven at 100℃. After the curing, the
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samples were preserved in room temperature conditions. 

After 28 days, durability tests were performed under the 

effect of sulfate solutions. Moreover, the mechanical 

tests, compressive strength test according to ASTM C 

109 was executed after 60, 120, and 180 days utilizing 

the 50x50x50 mm cubes, the Flexural strength test 

quoted by ASTM C 348 utilizing the 40x40x160 prisms  

samples was carried also after 60, 120, and 180 days 

[20].When the results of the exposed samples to the 

effect of sulfate solutions, the SEM and XRD analysis 

was performed. 

 

Table 1. The MK, RM, and S chemical properties. 

 

Table 2. SH chemical properties. 

 

Table 3. SS chemical properties 

 

Table 4. Fine aggregate’s chemical properties. 

 

Table 5. Mix of control sample geopolymer composites (g) 

 

Table 6. The mix of the three different filler materials replacing river send with different ratios (g) 

 

 

 

Chemical Analysis(%) SiO2 Al2O3 Fe2O3 TiO2 CaO MgO K2O Na2O SO3 

MK 56,1 40,23 0,85 0,55 0,19 0,16 0,51 0,24 - 

RM 17,38 24,52 35,25 - 3,22 0,42 0,43 8,45 - 

S 40,55 12,83 1,1 - 32,58 5,87 - 0,79 0,18 

Chemical Analysis (%) NaOH Na2CO3 CL SO4 Al Fe 

SH 99,1 0,3 ≤0,01 ≤0,01 ≤0,002 ≤0,002 

Chemical Analysis (%) SiO2 Na2O Fe (%) 
Density  

(g/ml) 

Heavymetals 

(%) 

SS 27,0 8,2 ≤0,005 1360 ≤0,005 

ChemicalAnalysis (%) SiO2 Al2O3 Fe2O3 TiO2 CaO CaO2 K2O Na2O SO3 

LS 3,3 0,82 0,58 - - 92,9 - - 1,18 

MR 1,12 0,73 0,05 - - 83,22 - - 0,56 

BS 56,9 17,6 8,1 0,9 7 - 1,9 3,8 - 

Metakaolin Red-Mud Slag SS (Na2SiO3) SH (NaOH (12 mol)) River Sand 

500 500 133 667 333 2000 

Metakaolin Red-Mud Slag 𝑁𝑎2Si𝑂3 NaOH (12mol) River Sand 
Limestone or Marble or Basalt 

powder  

500 500 133 667 333 

1500 

1000 

500 

500 

1000 

1500 
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3. Results and Discussions 

 

Table 7. Compressive strength loss rates (%) due to magnesium and sodium sulfate effect. 

 

Geopolymer mortar specimens were exposed to 10% 

Sodium (N𝒂𝟐S𝑶𝟒) and 10% Magnesium (MgS𝐎𝟒) 

Sulfate solutions for 60 days, 120 days, and 180 days. 

The results for each sample were given in (Tables 7, 8) 

compared with 28 days'. 

 

3.1. The Visual Appearance 

 

The visual appearance of the test specimens at 60 and 

120 after moistening in magnesium and sodium sulfate 

solutions (Figs. 1 and 2).  Clearly it was seen that there 

were no changes as surface erosion, cracking in the 

surface appearance of the manufactured geopolymer 

samples. It was mean that geopolymer mortar had a 

good resistance to sulfates, agreement to values limit of 

the expansion suggested in the ASTM C1012-13. 

Moreover, at 180 days after the samples were 

immediately removed from both magnesium and 

sodium sulfate solutions and kept at room temperature 

25°C, a wire brush was used to clean up the  

 

 
 

Fig.1. a) Samples after exposed to (MgS𝑂4), b) Samples 

after exposed to (N𝑎2S𝑂4) c) Samples while exposed to 

(MgS𝑂4), d) Samples while exposed to (N𝑎2S𝑂4)  

 

accumulated salt attack scaling behind the surface of the 

manufactured geopolymer mortar specimens, which did 

not affect the integrity of specimens mechanically. 

Furthermore, for both magnesium and sodium sulfate 

solutions there were no severe damages observed 

similar results were reported by other there is no severe 

deterioration was observed. Similar observations also 

have been reported by other studies’ [16, 21-26]. Skvara 

et al. [27] stated that also more than one year there was 

not any significant sign of surface deterioration because 

of their lower susceptibility to form hydration 

byproducts, due to the cross-linked structure of the gels 

in the geopolymer samples. 

 

3.2. Strength Properties 

 

3.2.1. Compressive strength of magnesium sulfate 

According to the magnesium sulfate effect, fluctuations 

in the compressive strength were seen up to 120 days. 

The fluctuations occurred were due to the diffusion of 

Magnesium from the mixture of alkaline ions to the 

solution, resulting in diffusion to the matrix formed 

[16]. Furthermore, a decrease in strength was observed 

for up to 120 days. The microcracks presence and 

alkalis transition geopolymers to the solution caused the 

strength losses at 120 days [28]. The compressive 

strength increase rate of magnesium sulfate in 

geopolymer samples after 60 days compared to 28 days 

results at room temperature were between 1.79% and 

4.19%. After 120 days, the compressive strength 

decrease was occurred between 2.17% and 4.63%, while 

after 180 days, the decrease was between 5.67% and 

9.82%. The results are shown in table 7. The 

compressive strength ls and bs powder at 60 days were 

58.94 MPa and 77.58 MPa respectively, while the 

control sample was 65.09 MPa. The results for 120 days 

were between 73.01 MPa and 50.25 MPa. The obtained 

 Magnesium sulfate Sodium sulfate 

Mix ID 60 days 120 days 180 days 60 days 120 days 180 days 

Control -3,20 3,044 7,33 -3,87 2,28 3,98 

25%LS -3,08 3,215 7,59 -3,55 2,58 4,14 

50%LS -2,18 3,519 8,69 -2,50 2,98 5,43 

75%LS -1,79 4,634 9,82 -2,09 3,30 6,37 

25%MR -3,12 3,198 7,42 -3,62 2,47 4,06 

50%MR -2,31 3,407 8,42 -2,65 2,84 5,13 

75%MR -1,98 4,140 9,28 -2,16 3,20 6,21 

25%BS -3,25 2,960 7,22 -3,96 2,28 3,87 

50%BS -3,52 2,575 6,70 -4,03 2,19 3,52 

75%BS -4,19 2,176 5,67 -4,48 1,81 2,97 
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results for 180 days were between 69.92MPa and 42.51 

for bs and mr powder specimens, respectively. 

According to the results, it was seen that the 

geopolymer samples have better behavior under the 

magnesium sulfate attack effects. Microstructural 

changes occurring in the control, bs and ls samples at 6 

months after the magnesium sulfate attack. The 

microstructure of the samples was preserved after 

exposure to magnesium sulfate. The excellent resistance 

of geopolymeric materials to sulfates was attributed to 

the source material having a lower Ca content and a 

more stable cross-linked alumino silicate polymer 

structure while for the material having a higher Ca  
 

content as limestone and marble powder exhibited a 

new phase of gypsum (Y: gypsum), throw the chemical 

reaction happened between Ca and (MgS𝑂4) occurring 

the decomposition of the C-A-S-H, the notion proposed 

was identified by XRD and SEM. Besides, the 

geopolymer materials are less susceptible to attack’s 

sulfate than standard cement hydration products. Low 

Ca content was found to be a significant feature in the 

durability of metakaolin. In this case, the reaction 

manufacture is an alkali gel (aluminosilicate) with a 

three-dimensional structure, which was significantly 

different from the hydrated calcium silicate gel formed 

in GPC hydration [29].

 

Fig. 2. Compressive strength results of geopolymers samples exposed to magnesium sulfate 

 

Fig. 3.  Compressive strength results of geopolymers samples exposed to sodium sulfate. 
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3.2.2. Compressive strength of sodium sulfate 

 

Fig. 4. Flexural strength results of geopolymers samples exposed to magnesium sulfate. 

 

Fig. 5. Flexural strength results of geopolymers samples exposed to sodium sulfate.

Table 8. Flexural strength loss rates (%) due to magnesium and sodium sulfate effect 

 

 Magnesium sulfate Sodium sulfate 

Mix ID 60 Days 120 Days 180 Days 60 days 120 Days 180 Days 

Control -2,54 3,81 8,16 -2,90 3,08 7,16 

25%LS -2,48 4,04 8,44 -2,77 3,33 7,73 

50%LS -1,88 4,70 9,33 -2,39 4,19 8,60 

75%LS -1,20 5,05 11,07 -2,03 4,59 9,79 

25%MR -2,52 3,90 8,37 -2,85 3,17 7,56 

50%MR -2,06 4,12 9,11 -2,46 4,12 8,16 

75%MR -2,00 4,95 10,95 -2,19 4,29 9,43 

25%BS -2,57 3,75 8,09 -2,96 2,96 7,11 

50%BS -2,78 3,54 7,83 -3,20 2,69 6,90 

75%BS -3,20 3,29 7,53 -3,67 2,35 6,59 
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The geopolymer samples showed fluctuations in 

compressive strength of up to 120 days in the results 

with sodium sulfate. The geopolymerization reaction 

continued with exposure time to the sulfate, resulting in 

increased compressive strength [24] since sodium 

sulfate has the ability to act as an activation factor. 

Calcium (Ca) expansion products combined with sulfate 

continuously fill the pore structure for up to 120 days. 

After this period, a decrease in resistance was observed 

for up to 180 days. Remarkable cracks and high porosity 

ratio after 120 days resulted in decreased strength. 

Magnesium sulfate is a more aggressive solution than 

sodium sulfate [30]. After 120 days, the loss of strength 

was lower in sodium sulfate effect than in magnesium 

sulfate effect. After 60 days, the increase in the 

compressive strength of geopolymer samples was 

2.09% and 4.48%. At 120 days, there was a decrease in 

strength between 1.81% and 3.30 %, and after 180 days, 

the decrease was between 2.87% and 6.37%. The 

compressive strength of 61.84 MPa, 58.18 MPa, and 

57.25 MPa was obtained in 25LS in 60 days, 120 days, 

and 180 days, respectively. In the 50BS sample, the 

compressive strength 77.96 MPa, 73.36 MPa, and 

72.31MPa were obtained in 60 days, 120 days, and 180 

days, respectively. Besides, the compressive strength 

results of 50MR were 54.23 MPa, 51.33 MPa, and 50.12 

MPa in 60 days, 120 days, and 180 days, respectively. 

The compressive strength results were shown in fig. 2. 

According to the results, it has been observed that the 

geopolymer samples have excellent behavior under 

sodium sulfate better magnesium sulfate. 

 

3.2.3. Flexural strength of magnesium and sodium 

sulfate 

 

The flexural strength results of the geopolymer 

specimen's exposure to the solution were obtained and 

compared with 28-day results (Figure 4 and 5), the 

maximum deterioration of the manufactured samples 

was observed in the 180 days exposure time. Decreases 

in bending strengths were observed with the effect of 

magnesium sulfate and sodium sulfate and [28]. As 

known, the magnesium sulfate is a more aggressive 

solution than sodium sulfate [29]. Thus, the flexural 

strength decrease rate is formed in the lowest sodium 

sulfate and then magnesium sulfate, respectively. 

According to the results, it has been observed that the 

geopolymer samples have a better behavior under 

sodium sulfate than magnesium sulfate due to its 

aggressive. After 60 days, the flexural strength 

geopolymer samples increases under magnesium sulfate 

effect were between 1.20% and 3.21% and decrease 

between 3.29% and 5.05% after 120 days and between 

7.53% and 11.07% after 180 days (table. 8). Theflexural 

strength of 14.45 MPa, 13.53 MPa, and 12.91 MPa was 

obtained in 25LS in 60, 120, 180 days, respectively.  

In the 50MR samples, the flexural strength results of 

12.88 MPa, 12.1 MPa, and 11.47 MPa were obtained in 

60, 120, 180 days, respectively. The results of 

magnesium sulfate flexural strength were shown in fig. 

4. The flexural strength of geopolymer samples 

increases with sodium sulfate effect at 60 days; the 

obtained results were between 2.03% and 3.67%. After 

120 days, the geopolymer samples' results decrease 

significantly between 2.35% and 4.59%, while after 180 

days, the decrease was between 6.59% and 9.79% 

(table.8). The flexural strength results obtained of 25LS 

geopolymer samples were 14.49 MPa, 13.63 MPa, and 

13.01 MPa in 60, 120, 180 days, respectively. Besides 

the 50MR samples, the flexural strength results obtained 

were 12.93 MPa, 12.1 MPa, and 11.59 MPa in 60, 120, 

180 days, respectively. The results of sodium sulfate 

flexural strength were shown in fig. 5. 

 

3.3 Ultrasonic Pulse Velocity (UPV) Results 

 

Table 9. UVP loss rates (%) due to magnesium and sodium sulfate effect. 

 

 Magnesium sulfate Sodium sulfate 

Mix ID 60 Days 120 Days 180 Days 60 days 120 Days 180 Days 

Control -2,00 3,92 7,63 -2,33 3,98 7,34 

25%LS 2,04 7,89 11,15 1,87 8,04 11,09 

50%LS 3,17 9,39 12,47 3,22 9,36 12,42 

75%LS -0,73 5,36 8,44 -0,79 5,30 8,53 

25%MR -3,17 3,65 6,59 -3,20 3,56 6,53 

50%MR -2,87 3,32 6,64 -2,81 3,29 6,52 

75%MR -1,22 4,55 7,55 -1,28 4,58 7,67 

25%BS 0,99 7,12 10,87 1,28 7,29 10,75 

50%BS 2,26 8,29 11,97 2,01 8,20 11,89 

75%BS 2,82 8,14 11,77 2,48 8,20 11,83 
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Fig. 6. UPV results of magnesium sulfate. 

 

 

Fig. 7. UPV results of sodium sulfate. 

 

The UPV results obtained under exposure to the 

solution effects were compared with the results of 28 

days (Figure 6 and 7). The UPV test's change was 

obtained from the UPV results of the samples after 

exposure to the solution effects (Table. 9) With the 

effect of magnesium sulfate and sodium sulfate, there 

was an increase in the UPV test results up to 60 days, 

due to the filling of voids with sulfate salts and 

hydration products under the action of solution [16]. 

The results were reduced with the effect of the 

microcracks formed later [27]. Magnesium sulfate is a 

more aggressive solution than sodium sulfate [26]. 

Thus, the UPV test increase rate was formed in the 

highest sodium sulfate and magnesium sulfate. 

According to the results, it has been observed that the 

geopolymer samples have better behavior under the 

effect of sulfate solutions.  After 60 days, UPV results 

increase rates were between 0.99% and 3.17% with the 

effect of magnesium sulfate in geopolymer samples.  At 

the end of 120 days, there was a decrease between 

3.32% and 9.39%; moreover, after 180 days was 

between 6.59% and 10.87%.  The geopolymer 

manufactured 25LS specimens, UPV results of 3462 m / 

s, 3255 m / s, and 3140 m / s were obtained in 60 days, 

120 days, and 180 days, respectively. Furthermore, for 

50BS specimens, UPV results were 3503 m / s, 3287 m 

/ s, and 3155 m / s obtained in 60 days, 120 days, and 

180 days, respectively. The geopolymer samples' UPV 

results that increase at 60 days under the sodium sulfate 

effect were between 0.79% and 3.22%. At 120 days, 

there was a decrease of between 3.29% and 9.36%; thus, 

after 180 days, the decrease was between 6.53% and 
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10.75%. The geopolymer 25LS sample, UPV results of 

3468 m / s, 3250 m / s, and 3142 m / s were obtained in 

60 days, 120 days, and 180 days, respectively.60 days, 

120 days, and 180 days, respectively. Moreover, for the. 

50BS sample, UPV results were 3512 m / s, 3290 m / s, 

and 3158 m / s obtained in 60 days, 120 days, and 180 

days, respectively.  

 

3.4. Weight Changes after Magnesium and Sodium 

Solution Effects 

 

Under the effect of magnesium sulfate and sodium 

sulfate, there has been an increase in weight up to 60 

days. Thus, to the filled voids with sulfate salts and 

hydration products under the action of a solution [16]. 

The results were reduced with the effect of the 

microcracks formed later [27]. Magnesium sulfate is a 

more aggressive solution than sodium sulfate [26]. For 

these reasons, the rate of weight increase occurs in the 

highest in sodium sulfate and magnesium sulfate, 

respectively. Moreover, placing the samples before the 

experiment in the oven for 24 hours at 105 ° C provided 

better sulfate solutions to be absorbed and more 

effective. The effect of magnesium sulfate in 

geopolymer mortars, the weight increase rates in 60 

days were between 10.83% and 13.65%, the weight 

increase rates in 120 days were between 9.22% and 

10.19%, and in the 180 days weight increase rates were 

between 7.19% and 8.16% (Figure. 8) according to the 

28 days sample. The sodium sulfate effect in the weight 

of geopolymer mortars increases in 60 days, 120 days, 

180 days, the results obtained were between 12.64% and 

15.05%, 11.59%, and 14.23%, 8.43%, and 11.23% at 60 

days, 120 days, 180 days, respectively.

 

 
 

Fig. 8. Weight changes of magnesium sulfate. 

 

 
 

Fig. 9. Weight changes of sodium sulfate. 
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3.4. XRD Analysis 

The XRD analysis of geopolymer samples after 

exposure to Na2SO4and MgS𝑂4over 180 days. The 

geopolymer samples XRD analysis uncover the 

crystalline phases of the raw materials.  

 
Fig. 10. X-ray diffractograms of control sample after 

180days exposed to sodium sulfate exposure. 

 

Fig. 11. X-ray diffractograms of 50%LS sample after 

180 days of magnesium sulfate exposure. 

 

Fig. 12. X-ray diffractograms of 50%BS sample after 

180 days of magnesium sulfate exposure. 

The limestone and marble powder specimens exposed to 

MgS𝑂4 exhibited a new phase of gypsum with elevated 

intensity, produced by atomization of the C─(A)─S─H 

phase by the interfere of  calcite with (CSH) of low 

crystallinity [30]. C─(A)─S─H phase peak were 

location at( 30° 2Θ) indicating the low [36]. besides 

there was no sever damages seen in the control and 

basalt powder samples due to the lower Ca content 

which is almost insignificant and the existence of SiO2 

glass content obstructing the chemical reaction with 

MgS𝑂4. Regarding to the geopolymer sample’s 

exposure to Na2SO4solution there was no different 

crystalline phases from the any immersed samples for 

this a small almost insignificant mechanical losses were 

observed similar to those previously mentioned by other 

researchers [8].The MgS𝑂4 solution attack were more 

aggressive than Na2SO4, especially for the limestone 

and marble powder samples due to the reaction of 

MgS𝑂4and Ca producing gypsum and magnesium 

hydroxide (brucite) which reduce the stability of CSH 

and poorly alkaline insoluble phase. Furthermore, at 

long term the sulfate attack progresses, and 

decalcification occurs due to the calcium extracted of 

CSH. 

C: calcite (CaC𝑂3), Q: quartz (Si𝑂2), M : mullite, H : 

hermatite 
 

3.4. The SEM Micrographs 

 

The SEM micrographs of the geopolymer specimens 

that were exposed to N𝑎2S𝑂4 and MgS𝑂4 solutions for 

180 days. The limestone and marble powder samples 

immersed inMgS𝑂4  exhibited the establishment of 

gypsum crystals in the geopolymer phase (Fig. 17), 

XRD analysis confirmed the presence of gypsum in the 

specimen, as shown in (Fig. 11).  

 

While for the control and basalt specimens there was no 

significant changes occurred. Besides the manufactured 

geopolymer samples of this work immersed in N𝑎2S𝑂4 

solutions, it was impossible to recognize the new phases 

formed because any XRD analysis changes were found, 

the results founded were in accordance with the research 

described by [28].  

 

In addition to SEM analysis, EDS analysis was 

performed for control sample to examine the 

distribution of the elements within the matrices (Fig. 

14). In general, spectra showed an expected distribution 

of elements. The main elements in the spectrum are Si, 

Fe and Al, which show a particular geopolymerization 

reaction and provide a good correlation with the 

relevant results. 
 



 

              Celal Bayar University Journal of Science  

              Volume 17, Issue 1,2021, p 101-113  

              Doi: 10.18466/cbayarfbe.790946                                                                                              O. Chakkor  

 

111 

 
 

 

 

 
 

Fig. 13. EDS spectroscopy of the control sample before 

exposing to sulfate solution 

 

 

 
 

Fig. 14. The control sample after exposing to 

magnesium sulfate solution. 

 

Fig. 15. The 50% BS sample after exposing to 

magnesium sulfate solution. 

 

Fig. 16. The 50% LS sample after exposing to 

magnesium sulfate solution (1: gypsum). 

 

Fig. 17. The 50% LS sample after exposing to sodium 

sulfate solution. 
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4. Conclusion 

 

 The purpose of this work was to look into the 

durability, mechanical properties and microstructural 

composition impact of adding three different types of 

filler materials limestone, marble, and basalt powder, 

with the primary binder materials of this study Red-Mud 

and Metakaolin, based on geopolymer composites under 

the effect of magnesium and sodium sulfate solutions: 

 

• After exposure to magnesium sulfate the 

compressive and flexural strengths of samples 

increase at 60 days then decrease after 120 days, 

especially limestone and marble powder due to the 

establishment of gypsum crystals in the geopolymer 

structure. 

• There was no sever damages seen in the control and 

basalt powder samples due to the lower Ca content 

which is almost insignificant and the existence of 

Si𝑂2 glass content obstructing the chemical reaction 

with MgS𝑂4. 

• The replacement of waste filler materials increased 

the strength properties, especially the basalt powder, 

with a 75% ratio. 

• The MgS𝑂4 solution attack was more aggressive 

than Na2SO4, especially for the limestone and 

marble powder samples due to the reaction of 

MgS𝑂4and Ca which reduce the stability of CSH 

and poorly alkaline insoluble phase.  

• The weight changes increase due to the filled voids 

with sulfate salts and hydration products under the 

action of a solution 

• About the mechanical properties, there was a 

considerable increase estimate observing 

compressive and flexural strength was obtained at 

60days, then a decrease after 120 days. For instance, 

the 60 days, compressive and flexural strength of 

basalt powder and control samples, were higher 

when compared to the marble and limestone powder 

geopolymer samples. 

• About the manufactured geopolymer samples 

immersed in Na2SO4solutions, it was impossible to 

recognize the new phases formed because any XRD 

analysis changes were found. 

•  

As an established conclusion growing waste materials, 

as filler replacing river sand with different ratios, 

contributed the development of the durability and 

mechanical properties and microstructural behaviors of 

the composite, especially basalt powder concerning the 

control composites. Furthermore, the ratio (50%-50%) 

metakaolin and red-Mud as a binder material was given 

good results. Moreover, the mix of Metakaolin and Red-

Mud is more durable and able to be used. Finally, the 

use of Red-Mud and the waste filler materials in 

manufacturing geopolymers are economical and 

environmentally friendly. 
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Abstract 

 

This paper aims to study strength properties, UPV, and weight changes exposed to sulfate attack, and 

microstructural properties of geopolymer mortar prepared using metakaolin and red-mud as binder 

materials by mixing with river sand replaced partially by limestone, marble and basalt powder with 

different ratios (25%, 50%, and 75%) as filler materials, the mix proposed were activated by sodium 

silicate and sodium hydroxide solutions (12mol). The proposed samples were exposed to 10% of 

magnesium and sodium sulfate solutions for various periods of 60, 120, and 180 days to investigate the 

durability properties of the manufactured geopolymer mortar. The experimentally obtained results 

uncover that the prepared geopolymer mortar’s strength properties increase at 60 days for all the proposed 

mixes, while at 180 days; the geopolymer mortar suffers a significant loss. Change in weight increase 

obviously between 10.83% and 13.65% for 60 days and decrease gradually for 120 days between 9.22% 

and 10.19% to reach a stable value between 120 and 180 days. Furthermore, to evaluate this work, the 

Scanning Electron Microscopy and X-ray Diffraction methods were investigated. 

 

Keywords: Geopolymer, binder, metakaolin, red-mud, SEM, XRD. 

 

2. Introduction 

 

Regarding the durability of concrete structures, the 

sulfate attack is one of the factors causing deterioration 

cement paste due to the expansion, spalling, and 

softening. According to some previous research, the 

OPC (ordinary portland cement) showed severe damage 

when exposed to the sulfate attack [1]. Under the effect 

of sulfate attack on OPC concrete the chemical reaction 

between the aluminate component of cement paste and 

C–S–H[2], help out the formation of ettringite and 

gypsum which is the leading cause of the concerts' 

expansion and cracking, furthermore the destruction of 

C–S–H cause the disintegration and softening for the 

concerts’ sample[3, 4]. The geopolymer mortars, known 

as known, have very low emission of C𝑂2[5, 6]. 

Moreover, the geopolymer mortars using waste 

materials, MK (metakaolin), Fly-ash, and ferrochrome 

slag supply sustainable development under the effects of 

sulfate attack. Recently, the geopolymers' term has been 

viewed as the future cement, and their evolution 

emerged and fostered by way of Davidovits [7], due to 

its good mechanical properties, low permeability, and  

 

excellent durability properties [8]. The geopolymers 

must be considered a new material, a new binder, and a 

new cement of concrete, which has no dangerous alkali- 

aggregate reaction reported by Davidovits. Previous 

researches indicated the development of strength 

properties and hydration products throw the effects of 

curing, the composition of the alkaline solution, and the 

ratio of water and binder, the alkaline solution generally 

comprise sodium silicate, sodium hydroxide. The 

geopolymer binder materials have lower costs and a 

higher reduction in C𝑂2emissions than Portland cement 

(PC). 

 

Moreover, the compressive strength of geopolymer 

samples Range is 40-70MPa [9], due to the curing 

Hydrothermal, which accelerates the chemical reaction 

between binder and alkali solution. In the case of an 

acid attack, some previous researches study the 

durability of geopolymer materials to present its 

processing and characterization [10], and due to the 

absence of high-calcium phases, the geopolymer 

materials have excellent resistance under the sulfate 

solutions effects. Nowadays, the durability and 

mailto:*ouiamechakkor@stu.aydin.edu.tr
https://orcid.org/0000-0002-9293-7284
https://orcid.org/0000-0003-0961-0115
https://orcid.org/0000-0003-2744-7876
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maintenance of concrete structures become a critical 

issue [11] because they start to deteriorate after 20–30 

years while their design life was at least 50 years [12]. 

The constructions in contact with seawater, sewages, 

tunnels, and deep foundations are exposed to external 

chemical attacks [13]. When subjected to sulfate attack 

in the environment, the ordinary Portland cement 

showed cases of concrete deterioration due to the 

involved reactions of C–H, C–S–H and the aluminate 

component of cement [14]; thus for the geopolymer 

waste materials, the sulfate attack is a vital durability 

concern. Several additives are used to increase the 

strength properties of the manufactured geopolymer 

concrete, such as slag. When exposed to sulfate 

solutions effects, the geopolymer samples with low 

calcium base have shown excellent durability and 

strength properties [15]. Besides the OPC' durability 

problems are associated with its main phases; calcium 

content, when 𝐶3a exposed to the sulfate ions ettringite 

and gypsum will be formed in the presence of 

Ca(𝑂𝐻)2; thus the concrete's disruptive expansion and 

degradation occur due to the non-cohesive particles 

mass [16]. 

 

The geopolymers present a high durability and strength 

properties resistance under the effects of sulfate attack 

due to its strength, low creep, and low shrinkage [17], 

and low phase of calcium. Furthermore, the geopolymer 

activating solution, especially NaOH, accelerates 

chemical dissolution, which inhibits the formation of 

ettringite and carbon-hydrogen during binder formation 

and promotes higher strengths at early ages of reaction, 

which improved excellent stability in aggressive 

environments due to the development of higher 

crystallinity [18]. However, high concentrations of 

NaOH caused undesirable morphology and non-

uniformity of the manufactured geopolymer samples 

due to the excessively OH– in solution. 

This work presents a geopolymer mortar manufactured 

by MK and RM (red-mud) as binder materials activated 

with (NaOH and N𝑎2Si𝑂3) chemical materials, and as 

filler materials limestone, marble and basalt powder 

were used replaced river sand with different ratio (25%, 

50%, and 75%). The performance of the manufactured 

geopolymer samples was conducted under the effect of 

10% magnesium sulfate and 10% sodium sulfate 

solutions. Visual appearance, the strength properties, 

weight changes, XRD, and SEM of these samples were 

obtained experimentally. 

 

3. Materials and Methods 

 

In this purpose, metakaolin and red mud were used as a 

binder material while limestone, marble, and basalt 

powder were used as filler materials. Red mud was 

collected from Seydişehir Aluminum Plant 

(Konya/Turkey). The ground granulated blast furnace 

slag is manufactured by Bolu Cement Industry 

(Bolu/Turkey). The slag's specific weight is 

2.91g/𝑐𝑚3and the amount remaining on the 45-micron 

sieve is 1.4%, and it was used in 13% of the mixture. 

Kaolin was extracted from Industrial Minerals San.ve 

Tic. Inc. (Istanbul/Turkey), the specific gravity is 2.52 g 

/𝑐𝑚3, The powder of this kaolin was once calcined at 

700℃ for four hours at a heating rate of 1℃/min to get a 

surprisingly reactive metakaolin. Silica + alumina + iron 

oxide ratio = 97.18%>70%, Moreover metakaolin has 

fine grain which increase the reaction. Slag, metakaolin, 

and red mud were stated in S, MK, and RM 

abbreviations, respectively. Liquid sodium silicate 

(Si𝑂2/𝑁𝑎2O = 3.29 M) ratio and analytical grade 

sodium hydroxide (12mol) were once used for alkaline 

activation taken from AS Kimya (Istanbul/Turkey). 

Sodium hydroxide and sodium silicate were expressed 

in SH and SS abbreviations, respectively. The sodium 

hydroxide was prepared by adding 1liter of distilled 

water to 480g of sodium hydroxide pellets to obtain 

12mol. The obtained water glass has been stored at 

room temperature for 24 hours before being used with 

sodium silicate/sodium hydroxide in a 2:1 ratio. The 

mix was prepared using the mixer drill using the 

chemicals (SS and SH) with MK and mixed for 5mins. 

The RM was added to the bellow mix and also mixed 

for 5 mins to homogenate the mortar prepared, to 

enhance the tenacity of mix blast furnace slag was used 

and mixed for just 2 mins then immediately one the 

filler materials (limestone, basalt powder, and marble 

powder) with river sand using one of the different ratio 

approved for this work (25%, 50%, and 75%) were 

added. Filler materials used in this work has a very fine 

grain and convert large voids to small ones. Limestone, 

marble, and basalt powder used in this work as filler 

materials. Limestone powder was provided from Gebze 

Rock Quarry (Gebze/Turkey), basalt samples were 

homogenized, dried at 105℃for 24 hours. From INCI 

Group Company (Sakarya/Turkey) the basalt powder 

stone was extracted. Marble powder was dried the same 

as basalt powder, obtained from Turkan Company 

(Alibeykoy/Istanbul). All the filler materials used were 

less than 0,0063mm particle diameter. In this work as 

aggregate, the river sand with less than 0,25 mm particle 

diameter was used correspondent to TS 706 EN 12620 

[19]. Limestone, marble, and basalt powder were 

expressed in LS, MR, and BS abbreviations, 

respectively. While the mixing procedure has been 

finished, the mortar was used to the molds 50x50x50 

mm and 71x71x71 mm cubes, 40x40x160 prisms, and 

300*150 mm cylinders and vibrated, and then the 

geopolymer samples were kept for 24h in the ambient 

temperature. All the specimens were held for 24 hours 

in the drying oven at 100℃. After the curing, the
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samples were preserved in room temperature conditions. 

After 28 days, durability tests were performed under the 

effect of sulfate solutions. Moreover, the mechanical 

tests, compressive strength test according to ASTM C 

109 was executed after 60, 120, and 180 days utilizing 

the 50x50x50 mm cubes, the Flexural strength test 

quoted by ASTM C 348 utilizing the 40x40x160 prisms  

samples was carried also after 60, 120, and 180 days 

[20].When the results of the exposed samples to the 

effect of sulfate solutions, the SEM and XRD analysis 

was performed. 

 

Table 1. The MK, RM, and S chemical properties. 

 

Table 2. SH chemical properties. 

 

Table 3. SS chemical properties 

 

Table 4. Fine aggregate’s chemical properties. 

 

Table 5. Mix of control sample geopolymer composites (g) 

 

Table 6. The mix of the three different filler materials replacing river send with different ratios (g) 

 

 

 

Chemical Analysis(%) SiO2 Al2O3 Fe2O3 TiO2 CaO MgO K2O Na2O SO3 

MK 56,1 40,23 0,85 0,55 0,19 0,16 0,51 0,24 - 

RM 17,38 24,52 35,25 - 3,22 0,42 0,43 8,45 - 

S 40,55 12,83 1,1 - 32,58 5,87 - 0,79 0,18 

Chemical Analysis (%) NaOH Na2CO3 CL SO4 Al Fe 

SH 99,1 0,3 ≤0,01 ≤0,01 ≤0,002 ≤0,002 

Chemical Analysis (%) SiO2 Na2O Fe (%) 
Density  

(g/ml) 

Heavymetals 

(%) 

SS 27,0 8,2 ≤0,005 1360 ≤0,005 

ChemicalAnalysis (%) SiO2 Al2O3 Fe2O3 TiO2 CaO CaO2 K2O Na2O SO3 

LS 3,3 0,82 0,58 - - 92,9 - - 1,18 

MR 1,12 0,73 0,05 - - 83,22 - - 0,56 

BS 56,9 17,6 8,1 0,9 7 - 1,9 3,8 - 

Metakaolin Red-Mud Slag SS (Na2SiO3) SH (NaOH (12 mol)) River Sand 

500 500 133 667 333 2000 

Metakaolin Red-Mud Slag 𝑁𝑎2Si𝑂3 NaOH (12mol) River Sand 
Limestone or Marble or Basalt 

powder  

500 500 133 667 333 

1500 

1000 

500 

500 

1000 

1500 
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4. Results and Discussions 

 

Table 7. Compressive strength loss rates (%) due to magnesium and sodium sulfate effect. 

 

Geopolymer mortar specimens were exposed to 10% 

Sodium (N𝒂𝟐S𝑶𝟒) and 10% Magnesium (MgS𝐎𝟒) 

Sulfate solutions for 60 days, 120 days, and 180 days. 

The results for each sample were given in (Tables 7, 8) 

compared with 28 days'. 

 

3.1. The Visual Appearance 

 

The visual appearance of the test specimens at 60 and 

120 after moistening in magnesium and sodium sulfate 

solutions (Figs. 1 and 2).  Clearly it was seen that there 

were no changes as surface erosion, cracking in the 

surface appearance of the manufactured geopolymer 

samples. It was mean that geopolymer mortar had a 

good resistance to sulfates, agreement to values limit of 

the expansion suggested in the ASTM C1012-13. 

Moreover, at 180 days after the samples were 

immediately removed from both magnesium and 

sodium sulfate solutions and kept at room temperature 

25°C, a wire brush was used to clean up the  

 

 
 

Fig.1. a) Samples after exposed to (MgS𝑂4), b) Samples 

after exposed to (N𝑎2S𝑂4) c) Samples while exposed to 

(MgS𝑂4), d) Samples while exposed to (N𝑎2S𝑂4)  

 

accumulated salt attack scaling behind the surface of the 

manufactured geopolymer mortar specimens, which did 

not affect the integrity of specimens mechanically. 

Furthermore, for both magnesium and sodium sulfate 

solutions there were no severe damages observed 

similar results were reported by other there is no severe 

deterioration was observed. Similar observations also 

have been reported by other studies’ [16, 21-26]. Skvara 

et al. [27] stated that also more than one year there was 

not any significant sign of surface deterioration because 

of their lower susceptibility to form hydration 

byproducts, due to the cross-linked structure of the gels 

in the geopolymer samples. 

 

3.2. Strength Properties 

 

3.2.1. Compressive strength of magnesium sulfate 

According to the magnesium sulfate effect, fluctuations 

in the compressive strength were seen up to 120 days. 

The fluctuations occurred were due to the diffusion of 

Magnesium from the mixture of alkaline ions to the 

solution, resulting in diffusion to the matrix formed 

[16]. Furthermore, a decrease in strength was observed 

for up to 120 days. The microcracks presence and 

alkalis transition geopolymers to the solution caused the 

strength losses at 120 days [28]. The compressive 

strength increase rate of magnesium sulfate in 

geopolymer samples after 60 days compared to 28 days 

results at room temperature were between 1.79% and 

4.19%. After 120 days, the compressive strength 

decrease was occurred between 2.17% and 4.63%, while 

after 180 days, the decrease was between 5.67% and 

9.82%. The results are shown in table 7. The 

compressive strength ls and bs powder at 60 days were 

58.94 MPa and 77.58 MPa respectively, while the 

control sample was 65.09 MPa. The results for 120 days 

were between 73.01 MPa and 50.25 MPa. The obtained 

 Magnesium sulfate Sodium sulfate 

Mix ID 60 days 120 days 180 days 60 days 120 days 180 days 

Control -3,20 3,044 7,33 -3,87 2,28 3,98 

25%LS -3,08 3,215 7,59 -3,55 2,58 4,14 

50%LS -2,18 3,519 8,69 -2,50 2,98 5,43 

75%LS -1,79 4,634 9,82 -2,09 3,30 6,37 

25%MR -3,12 3,198 7,42 -3,62 2,47 4,06 

50%MR -2,31 3,407 8,42 -2,65 2,84 5,13 

75%MR -1,98 4,140 9,28 -2,16 3,20 6,21 

25%BS -3,25 2,960 7,22 -3,96 2,28 3,87 

50%BS -3,52 2,575 6,70 -4,03 2,19 3,52 

75%BS -4,19 2,176 5,67 -4,48 1,81 2,97 
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results for 180 days were between 69.92MPa and 42.51 

for bs and mr powder specimens, respectively. 

According to the results, it was seen that the 

geopolymer samples have better behavior under the 

magnesium sulfate attack effects. Microstructural 

changes occurring in the control, bs and ls samples at 6 

months after the magnesium sulfate attack. The 

microstructure of the samples was preserved after 

exposure to magnesium sulfate. The excellent resistance 

of geopolymeric materials to sulfates was attributed to 

the source material having a lower Ca content and a 

more stable cross-linked alumino silicate polymer 

structure while for the material having a higher Ca  
 

content as limestone and marble powder exhibited a 

new phase of gypsum (Y: gypsum), throw the chemical 

reaction happened between Ca and (MgS𝑂4) occurring 

the decomposition of the C-A-S-H, the notion proposed 

was identified by XRD and SEM. Besides, the 

geopolymer materials are less susceptible to attack’s 

sulfate than standard cement hydration products. Low 

Ca content was found to be a significant feature in the 

durability of metakaolin. In this case, the reaction 

manufacture is an alkali gel (aluminosilicate) with a 

three-dimensional structure, which was significantly 

different from the hydrated calcium silicate gel formed 

in GPC hydration [29].

 

Fig. 2. Compressive strength results of geopolymers samples exposed to magnesium sulfate 

 

Fig. 3.  Compressive strength results of geopolymers samples exposed to sodium sulfate. 
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3.2.2. Compressive strength of sodium sulfate 

 

Fig. 4. Flexural strength results of geopolymers samples exposed to magnesium sulfate. 

 

Fig. 5. Flexural strength results of geopolymers samples exposed to sodium sulfate.

Table 8. Flexural strength loss rates (%) due to magnesium and sodium sulfate effect 

 

 Magnesium sulfate Sodium sulfate 

Mix ID 60 Days 120 Days 180 Days 60 days 120 Days 180 Days 

Control -2,54 3,81 8,16 -2,90 3,08 7,16 

25%LS -2,48 4,04 8,44 -2,77 3,33 7,73 

50%LS -1,88 4,70 9,33 -2,39 4,19 8,60 

75%LS -1,20 5,05 11,07 -2,03 4,59 9,79 

25%MR -2,52 3,90 8,37 -2,85 3,17 7,56 

50%MR -2,06 4,12 9,11 -2,46 4,12 8,16 

75%MR -2,00 4,95 10,95 -2,19 4,29 9,43 

25%BS -2,57 3,75 8,09 -2,96 2,96 7,11 

50%BS -2,78 3,54 7,83 -3,20 2,69 6,90 

75%BS -3,20 3,29 7,53 -3,67 2,35 6,59 
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The geopolymer samples showed fluctuations in 

compressive strength of up to 120 days in the results 

with sodium sulfate. The geopolymerization reaction 

continued with exposure time to the sulfate, resulting in 

increased compressive strength [24] since sodium 

sulfate has the ability to act as an activation factor. 

Calcium (Ca) expansion products combined with sulfate 

continuously fill the pore structure for up to 120 days. 

After this period, a decrease in resistance was observed 

for up to 180 days. Remarkable cracks and high porosity 

ratio after 120 days resulted in decreased strength. 

Magnesium sulfate is a more aggressive solution than 

sodium sulfate [30]. After 120 days, the loss of strength 

was lower in sodium sulfate effect than in magnesium 

sulfate effect. After 60 days, the increase in the 

compressive strength of geopolymer samples was 

2.09% and 4.48%. At 120 days, there was a decrease in 

strength between 1.81% and 3.30 %, and after 180 days, 

the decrease was between 2.87% and 6.37%. The 

compressive strength of 61.84 MPa, 58.18 MPa, and 

57.25 MPa was obtained in 25LS in 60 days, 120 days, 

and 180 days, respectively. In the 50BS sample, the 

compressive strength 77.96 MPa, 73.36 MPa, and 

72.31MPa were obtained in 60 days, 120 days, and 180 

days, respectively. Besides, the compressive strength 

results of 50MR were 54.23 MPa, 51.33 MPa, and 50.12 

MPa in 60 days, 120 days, and 180 days, respectively. 

The compressive strength results were shown in fig. 2. 

According to the results, it has been observed that the 

geopolymer samples have excellent behavior under 

sodium sulfate better magnesium sulfate. 

 

3.2.3. Flexural strength of magnesium and sodium 

sulfate 

 

The flexural strength results of the geopolymer 

specimen's exposure to the solution were obtained and 

compared with 28-day results (Figure 4 and 5), the 

maximum deterioration of the manufactured samples 

was observed in the 180 days exposure time. Decreases 

in bending strengths were observed with the effect of 

magnesium sulfate and sodium sulfate and [28]. As 

known, the magnesium sulfate is a more aggressive 

solution than sodium sulfate [29]. Thus, the flexural 

strength decrease rate is formed in the lowest sodium 

sulfate and then magnesium sulfate, respectively. 

According to the results, it has been observed that the 

geopolymer samples have a better behavior under 

sodium sulfate than magnesium sulfate due to its 

aggressive. After 60 days, the flexural strength 

geopolymer samples increases under magnesium sulfate 

effect were between 1.20% and 3.21% and decrease 

between 3.29% and 5.05% after 120 days and between 

7.53% and 11.07% after 180 days (table. 8). Theflexural 

strength of 14.45 MPa, 13.53 MPa, and 12.91 MPa was 

obtained in 25LS in 60, 120, 180 days, respectively.  

In the 50MR samples, the flexural strength results of 

12.88 MPa, 12.1 MPa, and 11.47 MPa were obtained in 

60, 120, 180 days, respectively. The results of 

magnesium sulfate flexural strength were shown in fig. 

4. The flexural strength of geopolymer samples 

increases with sodium sulfate effect at 60 days; the 

obtained results were between 2.03% and 3.67%. After 

120 days, the geopolymer samples' results decrease 

significantly between 2.35% and 4.59%, while after 180 

days, the decrease was between 6.59% and 9.79% 

(table.8). The flexural strength results obtained of 25LS 

geopolymer samples were 14.49 MPa, 13.63 MPa, and 

13.01 MPa in 60, 120, 180 days, respectively. Besides 

the 50MR samples, the flexural strength results obtained 

were 12.93 MPa, 12.1 MPa, and 11.59 MPa in 60, 120, 

180 days, respectively. The results of sodium sulfate 

flexural strength were shown in fig. 5. 

 

3.3 Ultrasonic Pulse Velocity (UPV) Results 

 

Table 9. UVP loss rates (%) due to magnesium and sodium sulfate effect. 

 

 Magnesium sulfate Sodium sulfate 

Mix ID 60 Days 120 Days 180 Days 60 days 120 Days 180 Days 

Control -2,00 3,92 7,63 -2,33 3,98 7,34 

25%LS 2,04 7,89 11,15 1,87 8,04 11,09 

50%LS 3,17 9,39 12,47 3,22 9,36 12,42 

75%LS -0,73 5,36 8,44 -0,79 5,30 8,53 

25%MR -3,17 3,65 6,59 -3,20 3,56 6,53 

50%MR -2,87 3,32 6,64 -2,81 3,29 6,52 

75%MR -1,22 4,55 7,55 -1,28 4,58 7,67 

25%BS 0,99 7,12 10,87 1,28 7,29 10,75 

50%BS 2,26 8,29 11,97 2,01 8,20 11,89 

75%BS 2,82 8,14 11,77 2,48 8,20 11,83 
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Fig. 6. UPV results of magnesium sulfate. 

 

 

Fig. 7. UPV results of sodium sulfate. 

 

The UPV results obtained under exposure to the 

solution effects were compared with the results of 28 

days (Figure 6 and 7). The UPV test's change was 

obtained from the UPV results of the samples after 

exposure to the solution effects (Table. 9) With the 

effect of magnesium sulfate and sodium sulfate, there 

was an increase in the UPV test results up to 60 days, 

due to the filling of voids with sulfate salts and 

hydration products under the action of solution [16]. 

The results were reduced with the effect of the 

microcracks formed later [27]. Magnesium sulfate is a 

more aggressive solution than sodium sulfate [26]. 

Thus, the UPV test increase rate was formed in the 

highest sodium sulfate and magnesium sulfate. 

According to the results, it has been observed that the 

geopolymer samples have better behavior under the 

effect of sulfate solutions.  After 60 days, UPV results 

increase rates were between 0.99% and 3.17% with the 

effect of magnesium sulfate in geopolymer samples.  At 

the end of 120 days, there was a decrease between 

3.32% and 9.39%; moreover, after 180 days was 

between 6.59% and 10.87%.  The geopolymer 

manufactured 25LS specimens, UPV results of 3462 m / 

s, 3255 m / s, and 3140 m / s were obtained in 60 days, 

120 days, and 180 days, respectively. Furthermore, for 

50BS specimens, UPV results were 3503 m / s, 3287 m 

/ s, and 3155 m / s obtained in 60 days, 120 days, and 

180 days, respectively. The geopolymer samples' UPV 

results that increase at 60 days under the sodium sulfate 

effect were between 0.79% and 3.22%. At 120 days, 

there was a decrease of between 3.29% and 9.36%; thus, 

after 180 days, the decrease was between 6.53% and 
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10.75%. The geopolymer 25LS sample, UPV results of 

3468 m / s, 3250 m / s, and 3142 m / s were obtained in 

60 days, 120 days, and 180 days, respectively.60 days, 

120 days, and 180 days, respectively. Moreover, for the. 

50BS sample, UPV results were 3512 m / s, 3290 m / s, 

and 3158 m / s obtained in 60 days, 120 days, and 180 

days, respectively.  

 

3.4. Weight Changes after Magnesium and Sodium 

Solution Effects 

 

Under the effect of magnesium sulfate and sodium 

sulfate, there has been an increase in weight up to 60 

days. Thus, to the filled voids with sulfate salts and 

hydration products under the action of a solution [16]. 

The results were reduced with the effect of the 

microcracks formed later [27]. Magnesium sulfate is a 

more aggressive solution than sodium sulfate [26]. For 

these reasons, the rate of weight increase occurs in the 

highest in sodium sulfate and magnesium sulfate, 

respectively. Moreover, placing the samples before the 

experiment in the oven for 24 hours at 105 ° C provided 

better sulfate solutions to be absorbed and more 

effective. The effect of magnesium sulfate in 

geopolymer mortars, the weight increase rates in 60 

days were between 10.83% and 13.65%, the weight 

increase rates in 120 days were between 9.22% and 

10.19%, and in the 180 days weight increase rates were 

between 7.19% and 8.16% (Figure. 8) according to the 

28 days sample. The sodium sulfate effect in the weight 

of geopolymer mortars increases in 60 days, 120 days, 

180 days, the results obtained were between 12.64% and 

15.05%, 11.59%, and 14.23%, 8.43%, and 11.23% at 60 

days, 120 days, 180 days, respectively.

 

 
 

Fig. 8. Weight changes of magnesium sulfate. 

 

 
 

Fig. 9. Weight changes of sodium sulfate. 
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3.4. XRD Analysis 

The XRD analysis of geopolymer samples after 

exposure to Na2SO4and MgS𝑂4over 180 days. The 

geopolymer samples XRD analysis uncover the 

crystalline phases of the raw materials.  

 
Fig. 10. X-ray diffractograms of control sample after 

180days exposed to sodium sulfate exposure. 

 

Fig. 11. X-ray diffractograms of 50%LS sample after 

180 days of magnesium sulfate exposure. 

 

Fig. 12. X-ray diffractograms of 50%BS sample after 

180 days of magnesium sulfate exposure. 

The limestone and marble powder specimens exposed to 

MgS𝑂4 exhibited a new phase of gypsum with elevated 

intensity, produced by atomization of the C─(A)─S─H 

phase by the interfere of  calcite with (CSH) of low 

crystallinity [30]. C─(A)─S─H phase peak were 

location at( 30° 2Θ) indicating the low [36]. besides 

there was no sever damages seen in the control and 

basalt powder samples due to the lower Ca content 

which is almost insignificant and the existence of SiO2 

glass content obstructing the chemical reaction with 

MgS𝑂4. Regarding to the geopolymer sample’s 

exposure to Na2SO4solution there was no different 

crystalline phases from the any immersed samples for 

this a small almost insignificant mechanical losses were 

observed similar to those previously mentioned by other 

researchers [8].The MgS𝑂4 solution attack were more 

aggressive than Na2SO4, especially for the limestone 

and marble powder samples due to the reaction of 

MgS𝑂4and Ca producing gypsum and magnesium 

hydroxide (brucite) which reduce the stability of CSH 

and poorly alkaline insoluble phase. Furthermore, at 

long term the sulfate attack progresses, and 

decalcification occurs due to the calcium extracted of 

CSH. 

C: calcite (CaC𝑂3), Q: quartz (Si𝑂2), M : mullite, H : 

hermatite 
 

3.4. The SEM Micrographs 

 

The SEM micrographs of the geopolymer specimens 

that were exposed to N𝑎2S𝑂4 and MgS𝑂4 solutions for 

180 days. The limestone and marble powder samples 

immersed inMgS𝑂4  exhibited the establishment of 

gypsum crystals in the geopolymer phase (Fig. 17), 

XRD analysis confirmed the presence of gypsum in the 

specimen, as shown in (Fig. 11).  

 

While for the control and basalt specimens there was no 

significant changes occurred. Besides the manufactured 

geopolymer samples of this work immersed in N𝑎2S𝑂4 

solutions, it was impossible to recognize the new phases 

formed because any XRD analysis changes were found, 

the results founded were in accordance with the research 

described by [28].  

 

In addition to SEM analysis, EDS analysis was 

performed for control sample to examine the 

distribution of the elements within the matrices (Fig. 

14). In general, spectra showed an expected distribution 

of elements. The main elements in the spectrum are Si, 

Fe and Al, which show a particular geopolymerization 

reaction and provide a good correlation with the 

relevant results. 
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Fig. 13. EDS spectroscopy of the control sample before 

exposing to sulfate solution 

 

 

 
 

Fig. 14. The control sample after exposing to 

magnesium sulfate solution. 

 

Fig. 15. The 50% BS sample after exposing to 

magnesium sulfate solution. 

 

Fig. 16. The 50% LS sample after exposing to 

magnesium sulfate solution (1: gypsum). 

 

Fig. 17. The 50% LS sample after exposing to sodium 

sulfate solution. 
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5. Conclusion 

 

 The purpose of this work was to look into the 

durability, mechanical properties and microstructural 

composition impact of adding three different types of 

filler materials limestone, marble, and basalt powder, 

with the primary binder materials of this study Red-Mud 

and Metakaolin, based on geopolymer composites under 

the effect of magnesium and sodium sulfate solutions: 

 

• After exposure to magnesium sulfate the 

compressive and flexural strengths of samples 

increase at 60 days then decrease after 120 days, 

especially limestone and marble powder due to the 

establishment of gypsum crystals in the geopolymer 

structure. 

• There was no sever damages seen in the control and 

basalt powder samples due to the lower Ca content 

which is almost insignificant and the existence of 

Si𝑂2 glass content obstructing the chemical reaction 

with MgS𝑂4. 

• The replacement of waste filler materials increased 

the strength properties, especially the basalt powder, 

with a 75% ratio. 

• The MgS𝑂4 solution attack was more aggressive 

than Na2SO4, especially for the limestone and 

marble powder samples due to the reaction of 

MgS𝑂4and Ca which reduce the stability of CSH 

and poorly alkaline insoluble phase.  

• The weight changes increase due to the filled voids 

with sulfate salts and hydration products under the 

action of a solution 

• About the mechanical properties, there was a 

considerable increase estimate observing 

compressive and flexural strength was obtained at 

60days, then a decrease after 120 days. For instance, 

the 60 days, compressive and flexural strength of 

basalt powder and control samples, were higher 

when compared to the marble and limestone powder 

geopolymer samples. 

• About the manufactured geopolymer samples 

immersed in Na2SO4solutions, it was impossible to 

recognize the new phases formed because any XRD 

analysis changes were found. 

•  

As an established conclusion growing waste materials, 

as filler replacing river sand with different ratios, 

contributed the development of the durability and 

mechanical properties and microstructural behaviors of 

the composite, especially basalt powder concerning the 

control composites. Furthermore, the ratio (50%-50%) 

metakaolin and red-Mud as a binder material was given 

good results. Moreover, the mix of Metakaolin and Red-

Mud is more durable and able to be used. Finally, the 

use of Red-Mud and the waste filler materials in 

manufacturing geopolymers are economical and 

environmentally friendly. 
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