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 In this study, a legged and wheeled robot model was proposed for cleaning the glass of 
greenhouses. The robot has four wheels and four legs, each with three degrees of freedom 
(DOF). The design, kinematic analysis and simulation of the robot was carried out. Glass 
greenhouses are created by placing glass sheets on T-shaped iron bars arranged in parallel at 
certain intervals. The robot performs the glass cleaning task by performing two different 
movements on greenhouse roof. As a first movement, the robot moves like a train moving on 
the rail on iron bars with wheels, cleaning the glass as it travels. After cleaning the glasses 
placed between two iron bars along a column, as second movement, the robot passes the next 
column using legs. These two movements continue until the entire roof of the greenhouse is 
cleaned. Kinematic analysis of this robot, which is designed with mechanical properties that 
can make these movements, has been made. Walking simulation of the robot was carried out 
according to the kinematic analysis. The simulation results showed that this proposed robot 
can be used to clean glass on the greenhouse roof.   
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1. Introduction  

 

The use of robots is increasing day by day in parallel 
with the technological developments in robot 
components such as sensors, electric motors and 
controllers. This increase has led to the need for robots 
to be categorized into some of their features.  The 
classification of robots can made according to many 
criteria such as whether they move or not, where they are 
used, drive systems and the structures of their arms or 
legs. [1-7]. These classifications can be further 
reproduced according to different characteristics. 
Studies on all these classifications can be found in the 
literature [8-9]. These studies can be on both design and 
control according to the usage areas of the robots [10]. 
Deng et al. [11] have proposed several methods for 
hexapod robots to overcome object handling problems 
by using one or both legs as an arm when walking on 
other legs. Robots are also an important part of 
agricultural activities such as fertilizing and spraying as 
well as planting and harvesting [12-14]. Ling et al. [15] 
developed a mobile robot to tomato harvesting. This 

robot, which has two arms, each with two degrees of 
freedom (DOF), also has a sensor that detects tomatoes. 

It is also possible to find studies for general cleaning 
[16] and cleaning glass in buildings [17]. Sun et al. [18] 
designed a climbing robot to clean glasses for high rise 
buildings. Their robot has suction cups to stick on the 
glass and it moves with a translation mechanism. 
Antonelli et al. [19] carryout an experimental study on 
cleaning robot to clean dust on solar photovoltaic panels 
in solar plants. Li et al. [20] explored different 
greenhouse cleaning machines. Also, they analyzed the 
current state of development and prospects of 
greenhouse cleaning equipment and made some 
suggestions. Seemuang [21] study on cleaning 
mechanism to clean roof of plastic sheeting greenhouse.  

According to the literature searches, no study has 
been found on a robot that performs the task of cleaning 
the glass of greenhouses. Therefore, in this study, a four-
legged and four-wheeled mobile robot that cleans the 
glass of greenhouse roofs was designed, kinematic 
analysis was performed and simulation was carried out.  

https://dergipark.org.tr/en/pub/tuje
https://orcid.org/0000-0002-3668-7591
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This study consists of the following sections. In the 
following section, the structural features of the 
greenhouses were examined and the reason for this 
study was explained. Next, a solid model of a greenhouse 
was created and associated with the designed robot and 
the physical properties of the robot were determined in 
accordance with the field of use and purpose and a solid 
model was created. Besides, mathematical equations 
were obtained by performing kinematic analysis 
according to this model. In the third section, the robot's 
walking simulation was performed and its applicability 
in a real environment was evaluated. In the fourth 
section, the study was concluded. 

 

2. Method 
 

2.1. Problem overview 
 

Glass greenhouses are structures that can take 
sunlight well, where air conditioning can be done very 
well. Although these greenhouses differ according to the 
region, they are closed areas where fruits and mostly 
vegetables are grown in cold weather conditions. As it is 
known, it is an important issue that the glass of these 
greenhouses, which has a structure that permits sunlight, 
which is one of the most basic needs of plants although 
some plants may decrease their yields if exposed to 
intense sunlight to be transparent in order to pass this 
light sufficiently, especially in winter. Although it is 
partially cleaned due to the rain during the year, the 
cleaning of these glasses, whose transparency decreases 
over time due to various reasons, is also important due 
to the reasons mentioned above. 

Glass greenhouses are formed by placing certain sizes 
of glass layers on grids of iron bars (T shape). These glass 
sheets are generally 550x600 and 500x550 mm in size.  
Fig. 1 shows a general glass greenhouse subject to this 
study. 
 

 
Figure 1. Glass greenhouse structure 

 
 

2.2. Cleaning strategy  
 

The designed robot has four legs and four wheels. 
While the wheels enable the robot to move on two fixed 
iron bars, similar to the movement of the train on the 
rails, the four legs enable the robot to pass on the other 
two iron bars. The direction of movement of the robot 
with wheels and the direction of movement with legs can 
be seen in Fig. 2. 

 
Figure 2. Motion directions of the robot on greenhouse 
roof 

 
The glass is cleaned with the rotating brush on the 

robot body and the water coming from the water hose 
connected externally to the robot. After one column is 
completely cleaned by the movement of the wheels, the 
robot moves to the other column by its legs. Both legs and 
wheels are driven by electric motors. In addition to these, 
since the brushing system is operated by an electric 
motor, the electrical energy needed by the robot will be 
quite high. Thus, this energy is not provided by a battery, 
but by a cable connected to the electricity grid. 

The angle of inclination of the iron bars forming the 
roof of greenhouses is usually between 20 and 30 
degrees in practice. The section view of the greenhouse 
solid model created by selecting this angle as 
approximately 30 degrees is given in Fig. 3. Although this 
angle is a variable that affects the motion of the robot, 
this study does not include dynamic analysis involving 
the motion of the robot. 
 

 
Figure 3. Solid model the greenhouse section and the 
robot on roof 

 
The serial manipulators that make up the structure of 

the robot designed within the scope of this study are the 
mechanisms used in both any legged robot and industrial 
robot arms. The fields of use can be diversified by adding 
the required equipment according to the purpose and 
place of use [22-26].  

Each limb of serial manipulators is connected one 
after the other. These connections are made with rotary, 
spherical or prismatic joints. The robot designed in this 
study has serial manipulators and rotational joints are 
used in these manipulators. The most common example 
of the use of serial manipulators is industrial robot arms. 
In these robot arms, the limbs connected to each other by 
joints, the limb in the base frame and the limb farthest 
from the base frame and the end actuator is always the 
same task. Thus, the kinematic chain of the manipulator 
is formed from the base frame to the end effector fame. 
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In robots where serial manipulators are used, kinematic 
analysis of the manipulator should be performed in order 
to define the robot's motion mathematically. The 
complexity of this kinematic equation increases as the 
degree of freedom of the manipulator increases and the 
rotation axes of the successive joints differ. Kinematic 
analysis is carried out in two ways: forward kinematics, 
where the positions of the manipulator’s limbs can be 
determined according to the angle value of the joints and 
the dimensions of the limbs, and inverse kinematics, 

where the required joint angles for the desired position 
and orientation of the limbs are determined. The position 
relation between the limbs of manipulators that can 
move in three axes can be established by writing in 
matrix form using the coordinate axis sets assigned to the 
joints, while this relationship can be established more 
simply in planar manipulators moving in two axes. 
Equation 1 is the forward kinematic equation of a 3-DOF 
planar manipulator. 

 
𝑃𝑥 = 𝑙1 cos(𝜃1) + 𝑙2 cos(𝜃1 + 𝜃2) + 𝑙3 cos(𝜃1 + 𝜃2 + 𝜃3) 

(1) 
𝑃𝑦 = 𝑙1 sin(𝜃1) + 𝑙2 sin(𝜃1 + 𝜃2) + 𝑙3 sin(𝜃1 + 𝜃2 + 𝜃3) 

 
 

Here, 𝜃1 is the angle between the reference axis of the 
first limb of the serial manipulator, 𝜃2 is the angle 
between the the second limb and the axis of first limb and 
𝜃3 is the angle between the third limb and the axis of 
second limb. Similarly, 𝑙1, 𝑙2 and 𝑙3 are the lengths of the 
first, second and third limb of the manipulator, 
respectively. Besides, 𝑃𝑥 and 𝑃𝑦 are the coordinates of the 

manipulator's endpoint. In the following section, 
kinematic analysis of a four-legged robot, each consisting 
of 3-DOF planar manipulators, is performed. 
 
2.3. Mechanical design 
 

This proposed four-legged robot basically consists of 
four serial manipulators with 3-DOF. These legs serve to 
carry the robot body to the iron bar on one side. In 
addition, it has four wheels driven by an electric motor 
that move the robot body on iron bars as seen in Fig. 2 
and Fig. 3.  The roller brush placed under the body of the 
robot cleans the glass while moving in the same column 
with the robot wheels. The water required in this 
cleaning process is provided by the water hose 
connected to the robot body. Similarly, the electrical 
energy needed by the robot is transmitted to the robot 
with the power cable. The motor drivers, power supply 
and control unit required for the electric motors which 
are in leg joints, drive the wheels and rotating the brush 
are in the chamber on the robot as seen in Fig. 4.  
 

 
Figure 4. Components of the cleaning robot 
 

In order to obtain the kinematic equations of the 
robot, the physical description of the robot body is made 

in Fig. 5. Since the other two legs of the robot are the 
same as these two legs, it is not shown in this figure. 
 

 
Figure 5. The cleaning robot structure 

Here, 𝑑 is the distance between the two wheels and 
also represents the distance between the two iron bars. 
ℎ𝑤 is the diameter of the wheel and 𝑙𝑏 is the distance 
between the axes of rotation of the first joints of the front 
and rear legs. 𝑙1, 𝑙2 and 𝑙3 are length of leg limbs.   𝜃11 is 
the angle between the reference axis of the first limb of 
the serial manipulator, 𝜃12 is the angle between the the 
second limb and the axis of first limb and 𝜃13 is the angle 
between the third limb and the axis of second limb for 
front legs. 𝜃21, 𝜃22 and 𝜃23 represent the same variables 
for the rear legs. Although the installation of greenhouses 
is made to certain standards, the dimensions of the robot 
body and legs should be adjustable in accordance with 
the greenhouse structure in general. 
 
2.4. Kinematic analysis 
 

In this study, the base frame and the end effector 
frame change places at every step of the robot. Thus, two 
different kinematic chains are used to obtain the 
kinematic equation of the robot [27]. Fig. 6 shows the 
robot kinematic configuration and axes defined for 
kinematic analysis. 

Here, 𝑮-axis set fixed to the body center of gravity can 
move freely in space with the body. The transformation 
matrix defining the configuration of the 𝑮 axis set 
according to the axis set �̂� which is located at any point 
in the robot's motion trajectory is given in equations 2-5. 
Here, 𝑇𝑡𝑟𝑎𝑛𝑠 is translational vector of these two axis sets. 
The rotation matrix 𝑅𝑟,𝑝,𝑦 denotes the orientation of the 

G axis set with respect to the axis set �̂�. And the 
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orientation is defined by the roll-pitch-yaw angular 
representation. 
 

 
Figure 6. Placement of axis sets on the robot 
 
 

𝑇𝑡𝑟𝑎𝑛𝑠 = [𝑥�̂�  𝑦�̂�  𝑧�̂�] (2) 
  

𝑅𝑝 = [
cos (𝑝𝑖𝑡𝑐ℎ) − sin(𝑝𝑖𝑡𝑐ℎ) 0
sin (𝑝𝑖𝑡𝑐ℎ) cos(𝑝𝑖𝑡𝑐ℎ) 0

0 0 1

] (3a) 

  

𝑅𝑦 = [
cos (𝑦𝑎𝑤) sin(𝑦𝑎𝑤) 0

0 1 0
−sin(𝑦𝑎𝑤) cos (𝑦𝑎𝑤) 0

] (3b) 

  

𝑅𝑟 = [

1 0 0
0 cos(𝑟𝑜𝑙𝑙) − sin(𝑟𝑜𝑙𝑙)
0 sin(𝑟𝑜𝑙𝑙) cos(𝑟𝑜𝑙𝑙)

] (3c) 

  
𝑅𝑟,𝑝,𝑦 = 𝑅𝑝 ∗ 𝑅𝑦 ∗ 𝑅𝑟  (4) 

  

𝑇𝐺 
�̂� = [

𝑅𝑟,𝑝,𝑦 𝑇𝑡𝑟𝑎𝑛𝑠
𝑇

0[1x3] 1
] (5) 

 

Subsequently, the configurations of the leg fixed axis 
sets according to the G axis set can be expressed as in 

equation 6. Here, LF, RF, LR and RR represent the left 
front, right front, left rear and right rear legs respectively. 
 

𝑇𝐿𝐹
0
𝐺 = 

[
 
 
 
 cos (

𝜋

2
) 0

0 1

sin(
𝜋

2
) −

𝑑

2

0 0

−sin(
𝜋

2
) 0

0 0

cos (
𝜋

2
)

𝑙𝑏

2

0 1 ]
 
 
 
 

 (6a) 

  

𝑇𝑅𝐹
0
𝐺 = 

[
 
 
 
 cos (

𝜋

2
) 0

0 1

sin(
𝜋

2
)

𝑑

2

0 0

−sin(
𝜋

2
) 0

0 0

cos (
𝜋

2
)

𝑙𝑏

2

0 1]
 
 
 
 

 (6b) 

  

𝑇𝐿𝑅
0
𝐺 = 

[
 
 
 
 cos (−

𝜋

2
) 0

0 1

sin(−
𝜋

2
)

𝑑

2

0 0

−sin(−
𝜋

2
) 0

0 0

cos (−
𝜋

2
) −

𝑙𝑏

2

0 1 ]
 
 
 
 

 (6c) 

  

𝑇𝑅𝑅
0
𝐺 = 

[
 
 
 
 cos (−

𝜋

2
) 0

0 1

sin(−
𝜋

2
) −

𝑑

2

0 0

−sin(−
𝜋

2
) 0

0 0

cos (−
𝜋

2
) −

𝑙𝑏

2

0 1 ]
 
 
 
 

 (6d) 

 
 

With a similar approach, the configurations of the axis 
set placed at the other joints of the legs can be expressed 
as in equation 7. Finally, the transformation matrices 
describing the configuration of the axes placed at the end 
points of the robot legs with respect to the G axis set can 
be found as in equation 8. Subsequently, the 
transformation matrices describing the configuration of 
the leg endpoints with respect to the 0 inertial axes set 
can be found as in equation 9. Thus, forward kinematic 
equations of the robot were obtained. 
 

 
 
 

𝑇  
1
0 =[

cos (𝜃11) −sin (𝜃11)
sin (𝜃11) cos (𝜃11)

0 𝑙1cos (𝜃11)
0 𝑙1sin (𝜃11)

0             0
0              0

1                   0
0                   1

] (7a) 

  

𝑇  
2
1 = [

cos (𝜃12) −sin (𝜃12)
sin (𝜃12) cos (𝜃12)

0 𝑙2cos (𝜃12)
0 𝑙2sin (𝜃12)

0             0
0              0

1                   0
0                   1

] (7b) 

  

𝑇  
3
2 = [

cos (𝜃13) −sin (𝜃13)
sin (𝜃13) cos (𝜃13)

0 𝑙3cos (𝜃13)
0 𝑙3sin (𝜃13)

0             0
0              0

1                   0
0                   1

] (7c) 

  
𝑇  

3
0 = 𝑇  

1
0 𝑇  

2
1 𝑇  

3
2  (8) 

  
𝑃 

0
𝑥
 = 𝑙1 cos(𝜃11) + 𝑙2 cos(𝜃11 + 𝜃12) + 𝑙3 cos(𝜃11 + 𝜃12 + 𝜃13) 

𝑃 
0

𝑦
 = 𝑙1 sin(𝜃11) + 𝑙2 sin(𝜃11 + 𝜃12) + 𝑙3 sin(𝜃11 + 𝜃12 + 𝜃13) 

(9) 
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The answer to the inverse kinematic analysis 
problem, which seeks an answer to the question of what 
leg joint angles should be for a desired leg end point 
position ( 𝑃 

0
𝑥, 𝑃 

0
𝑦)  defined in the leg fixed axes set, is as 

in equation 9. Here, an inverse kinematic analysis has 
been carried out so that the last lims of legs can hold the 
rails comfortably, so that the orientation of the last limb 
of legs always points towards the ground. For this reason, 
3𝜋

2
 value has been determined as a reference in the 

calculation of 𝜃13. Calculation of all three joint angles of 
the legs is obtained as in equation 10. 
 

cos (𝜃13) = (𝑃𝑥
2(𝑃𝑦 + 𝑙3)

2
− 𝑙2

2)/2𝑙1𝑙2 (10a) 

  

sin (𝜃13)= √(1 − (𝑐𝑜𝑠 (𝜃13))
2) (10b) 

  

𝜃11 = 𝑎𝑡𝑎𝑛2(𝑃𝑦 + 𝑙3), 𝑃𝑥) −  𝑎𝑡𝑎𝑛2(𝑘1, 𝑘2) (10c) 

  
Here,  𝑘1 = 𝑙1 + 𝑙2 cos (𝜃13) and 𝑘2 = 𝑙2 sin (𝜃13)  
  

𝜃12 = 𝑎𝑡𝑎𝑛2(sin(𝜃13) , cos(𝜃13)) (10d) 
  

𝜃13 =
3𝜋

2
− 𝜃11 − 𝜃12 (10e) 

 

Here, the values for 𝜃11, 𝜃12 and 𝜃13  calculated for the 
left front leg, and these values are the same for the right 
front leg. For the rear legs, the variables 𝜃21, 𝜃22   and 𝜃23   
are used, and in the calculation of these angles, since the 
structures of all legs are the same, the same inverse 
kinematic equations are used. However, in stage 2, the 
calculation of the angles of the joints of the hind legs is 
different with the calculation of the front legs. Because 
during this movement, the kinematic chain of the front 
legs and the rear legs are opposite [28]. In other words, 
in both leg groups, the calculation is made with the base 
axis set and the end axis set displaced. 

The approach used to the walking strategy is 
discussed in the next section. 
 

 
3. Results  
 

3.1. Motion planning 
 

In this section, motion planning of the robot is 
explained. The robot performs two basic movements on 
the greenhouse roof. The first is its movement with 
wheels on the iron bars while cleaning, which is 
relatively simple. During this movement, the robot 
moves forward or backward only along the iron bars 
with the help of wheels sitting on iron bars. In the other 
movement, the robot uses the legs it has to move to the 
other column after cleaning the column it is in. 

The second movement, which is relatively complex, is 
planned in stages. It is desired that the orientation of the 
robot body does not change during the movement, 
because a simple but safe trajectory must be followed in 
order not to damage the additional components mounted 
on the robot for cleaning and to prevent the greenhouse 
glass from being damaged. In the rest of the section, the 
stages of movement planning for column change are 
explained in more detail. First of all, the legs end waiting 

idle in a predetermined position should be fixed to the 
iron bars in order to carry the body during column 
change. For this, as a first stage, the legs (front legs) in the 
direction of the new column that the robot will pass 
through must be fixed to the next iron bar in the direction 
of movement. Also, at this stage, the other legs (rear legs) 
should be fixed to the iron bars where the robot is located 
in order to prepare the task of moving the robot body 
from wheels to legs. 

In the second stage, when the task of moving the robot 
body passes to the legs, the legs must lift the robot body 
without changing its orientation and move it to the next 
column. In the final stage, the legs should return to their 
original position so that they do not interfere with work 
during the cleaning task. The kinematic equations of 
these stages and the determined trajectories are given 
below. 

 
 
 
Stage 1 

 
At this stage, the trajectory that the legs should follow 

is determined as shown in the figure. Since the trajectory 
definition is made according to the 𝟎 axis set fixed to the 
first joint of the legs, the inverse kinematic solutions 
obtained in equation 10 is used at this stage. As stated in 
the previous section, an inverse kinematic analysis has 
been made so that the orientation of the last limb (𝑙3) of 
the leg along the trajectory is always pointing downward 
so that the last limbs can be fixed to the bars. In Figure 7 
the trajectories of the leg end points in the first and third 
stages are given. Here, �̂� is located at any point in the 
trajectory of motion of the end point of the last limb of 
the legs. 

 
 

 
Figure 7. Legs end point trajectory of the robot 
 

This trajectory consists of the movement of the leg 
joints in 𝑛𝑑 steps. The position of the leg end point for 
each stage is calculated with equation 11. Where 𝑛𝑑  is 

the number of steps (𝑛 = 1… . . 𝑛𝑑). 𝑃 
�̂�

𝑥
∗ and 𝑃 

�̂�
𝑦
∗ are 

desired position of legs end points. 
 

𝑃 
�̂�

𝑥
∗(𝑛) =  𝑃 

0
𝑥
 (𝑛𝑑) − (𝑛 ∗ (𝑑 − 𝑙𝑏/2)/ 𝑛𝑑 

 

𝑃 
�̂�

𝑦
∗(𝑛) =  𝑃 

0
𝑦
 (𝑛𝑑) − (𝑛 ∗ ℎ𝑤/2)/ 𝑛𝑑 

(11) 

 
Here, after the robot legs complete their movement in 

the y-axis, it starts its movement in the x-axis. 
 
 
Stage 2 
 

At this stage, the trajectory that the robot's body 
should follow is shown as in Figure 8. The trajectory 
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definition is made on the 𝑮 axis set fixed to the body, so 
that the spatial position of the robot body does not need 
to be followed continuously. With this approach, 
kinematic calculations can be made without the need to 
know the spatial position of the robot during column 
change and a general control approach can be obtained. 
Here, the most important points are that the trajectory 
that the trunk should follow must be defined on the 𝑮 
axis set, the leg ends are fixed on the rails and the 
orientation of the body along the trajectory is fixed. 

With this approach, the question of how the leg joints 
should change in order for the trunk to follow the desired 
trajectory should be answered while the positions of the 
leg end are fixed in space with respect to the 𝑮 axis set. 
For this, first the positions of the leg ends should be 
determined according to the 𝑮 axis set, then the inverse 
kinematic calculations should be made by calculating the 
positions in the �̂� axis set moved to any point on the 
trajectory.  
 

 
Figure 8. Body trajectory of the robot 
 

The mathematical equivalents of these expressions 
are given in equations 12-18. An example of the location 
of the leg end points is shown for the left front leg (LF), 
and a similar calculation is made for the other legs. With 
Equation 12, the location of the leg end point with respect 
to the 𝑮 axis set is found. 
 

𝑇𝐿𝐹
3
𝐺 = 𝑇𝐿𝐹

0
𝐺 ∗ 𝑇  

3
0  (12) 

 

𝑃 
�̂�

𝑥
∗ and 𝑃 

�̂�
𝑦
∗ are desired position of robot body along 

the trajectory in Equation 13. 
 

𝑃 
�̂�

𝑥
∗ = (𝑑/2) ∗ (1 − cos(𝑛 ∗ 𝑝𝑖/𝑛𝑑) (13a) 

  

𝑃 
�̂�

𝑦
∗ = (𝑑/2) ∗ sin(𝑛 ∗ 𝑝𝑖/𝑛𝑑) (13b) 

 
Since there is no movement in z direction; 
 

𝑃 
�̂�

𝑧
∗ = 0 (13c) 

 
And the planar trajectory; 
 

𝑇𝑡𝑟𝑎𝑛𝑠 = [ 𝑃 
�̂�

𝑥
∗ 𝑃 

�̂�
𝑦
∗ 𝑃 

�̂�
𝑧
∗] (14) 

 
Thus, homogeneous transformation matrix in constant 
orientation is 
 

𝑇𝐺 
�̂� = [

𝐼[3x3] 𝑇𝑡𝑟𝑎𝑛𝑠
𝑇

0[1x3] 1
] (15) 

Since the body is rigid; 
 

𝑇𝐿𝐹
0̂
�̂� = 𝑇𝐿𝐹

0
𝐺  (16) 

 
In Equations 17-18, the location of the leg end point 

with respect to the �̂� axis set is found. 
 

𝑇𝐿𝐹
3
0̂ = [ 𝑇𝐿𝐹

0̂
�̂� ]

−1

∗ [ 𝑇𝐺 
�̂� ]

−1
∗ 𝑇𝐿𝐹

3
𝐺  (17) 

  

𝑃 
0̂

𝑥
∗(𝑛) =  𝑇𝐿𝐹

3
0̂ (1,4) 

(18)  

𝑃 
0̂

𝑦
∗(𝑛) =  𝑇𝐿𝐹

3
0̂ (2,4) 

 
Stage 3 

 
At this stage, the inverse kinematic solutions obtained 

in equation 10 is used again. Since there are similar 
movements as in seen Figure 7, the approach in Stage 1 
was followed in the action planning of this stage. 
 

𝑃 
0̂

𝑥
∗(𝑛) =  𝑃 

0̂
𝑥
 (𝑛𝑑) + (𝑛 ∗ (𝑑 − 𝑙𝑏/2)/ 𝑛𝑑 

(19)  

𝑃 
0̂

𝑦
∗(𝑛) =  𝑃 

0̂
𝑦
 (𝑛𝑑) + (𝑛 ∗ ℎ𝑤/2)/ 𝑛𝑑 

 
3.2. Walking simulation of the robot 
 

The robot has two different movements on the 
greenhouse. One of these movements is carried out by 
four wheels on the robot body, which are driven by 
electric motors, on iron bars. This movement of the robot 
on the iron bars is realized only with the back-and-forth 
command given by the user. For this reason, this 
movement has not been simulated. Moving to the next 
column is a more important move. Which is the reason 
for the robot proposed in this study. This movement 
takes place with four legs. The results obtained from the 
simulation of this four-legged robot are given in this 
section. The physical properties of the robot used in the 
simulation are given in Table 1. These values can be 
changed for greenhouses with different dimensions. 
 
 
Table 1. Cleaning robot specifications used in the 
simulation 

Parameter 
Dimensions [mm]  

𝑑 
 

ℎw  𝑙b 𝑙1 𝑙2 𝑙3 𝑛𝑑  

Value 550 200 50 400 400 100 20 

 
The walking motion that the robot performs with four 

legs can be shown in three parts. When the robot moves 
on the rails with wheels, the four legs of the robot are in 
a position determined as the starting position as seen in 
Figure 9.  First, the robot is fixed in a certain orientation 
of end limb on the iron bar in the next column by 
extending its two legs in the direction it should go. In the 
meantime, the two legs, which are opposite to the 
direction of movement of the robot, are fixed with a 
certain orientation to the iron bars on which the wheels 
closest to it are located. 
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Figure 9. Starting position limbs of robot legs 
 

 
Figure 10. Stages of legs in first motion 
 

After that, the robot's body is ready to move to the 
next column. The simulation images regarding this 
movement are given in Figure 10 in several steps. 

The second movement is to move the robot body. In 
this walking movement, the two legs in the direction of 
the robot body move both by lifting and pulling the body 
of the robot, while the other two legs lift and push the 
body. These two movements occur synchronously 
without changing the angle of the robot body in any way. 
In the simulation, a trajectory is determined such that the 
robot body follows a half circle with a radius of 275 mm 
as seen in Fig. 8. In this walking action, the symmetry of 
the movement of the first two legs mentioned above is 
carried out by the other two legs.  

Kinematically, these two groups of legs can be 
expressed as if the last limb and the first limb were 
replaced. The representation of this walking motion in 
eight states is given in Fig. 11 and Fig. 12. 
The stages for this movement can be seen in Fig. 13. After 
the three stages of the robot's walking take place, the 
robot begins to move on the iron bars in the column it is 
located, by means of wheels, in order to clean the glass in 
the column where it is located. 
 
4. Conclusion  
 

In this study, a four-legged robot was designed and 
simulated for cleaning glass on the roof of greenhouses. 
The simulation study performed according to the 
mathematical model obtained showed that this proposed 
robot model can be used theoretically. This study, which 
focuses on the movement of the robot walking on the iron 
bars in order to pass to next column, also includes the 
movement of the robot with its wheels on the iron bars. 
However, since this movement is relatively simple and it 
is foreseen that it will be performed with the user 
command, it has not been emphasized much. 

Four basic products have been found in the literature 
on robots and mechanisms designed or produced for 
glass cleaning. The first of these is the mechanisms that 
work with the principle of elevator on the building 
surface, developed for cleaning the glazed surfaces of 
high-rise buildings and the glazed parts of the windows. 

The second is four-legged robots that can walk on 
vertical surfaces with the vacuum structure at their feet. 
The movement of these robots takes place by moving 
only one foot at each stage of walking. Using this walking 
strategy, the robot can move on this vertical surface 
without falling. Third, in which there is no walking 
motion, a rail structure is placed on the roof of the 
greenhouses, on which the washing mechanism can 
move with its wheels. The washing mechanism moves 
linearly on the rail on the roof of the greenhouse by 
performing the washing process towards the other end 
of the greenhouse. To clean the glass of another roof of 
the same greenhouse or the glass of the roof of another 
greenhouse, the rail structure and the washing 
mechanism must be reinstalled. Or, for this task, as many 
of these mechanisms as necessary should be installed for 
each roof and each greenhouse. The last one is robots 
developed for easier cleaning of dust on photovoltaic 
panels in solar power plants. These robots perform the 
cleaning task by moving on a fixed rail. Rail structure 
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installation is required in order to be used in a different 
solar power plant. 

However, the robot proposed in this study can be 
used to clean glass on the roof of the greenhouse without 
any preliminary preparation. This robot can move 
between the grids in parallel with the determined 
walking strategy. For the cleaning task, by using the grids 
as a rail structure, it can move from the beginning to the 
end of the grid thanks to its wheels. The robot completes 
its task with these two basic movements. It has been 
designed with the motion strategy, which is a mixture of 

robots and mechanisms mentioned above, presented in 
the literature. It has been seen by the carried-out design, 
analysis and simulation that this robot can be used for 
cleaning the glasses of greenhouse roofs. 

This proposed robot can be improved by performing 
both dynamic analysis and mechanical optimizations. In 
addition, it can be understood that it can be a final 
product by conducting tests in real environments with an 
experimental study. 
 

 

  
Figure 11. Walking states of robot for move body to 

next column (a) 
Figure 12. Walking states of robot for move body to next 

column (b) 
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Figure 13. Motion stages of legs in last motion to arrive 
starting position 
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1. Introduction  
 

The need for room temperature operated X -and 
gamma-ray radiation detectors is becoming more and 
more important every day, not only for scientific 
purposes but also for our society. For example, radiation 
detectors may be used in nuclear (medicine) imaging, 
radioactivity monitoring, security etc. and are hence 
crucial for the welfare of modern society [1]. 

Present commercial semiconductor photodetectors, 
such as CdTe and CdZnTe, are designed from single-
crystal ingots formed as a result of high heat treatments. 
Superior photodetector properties have been reported 
for perovskite materials with relatively high absorption, 
high resistivity, and high charge carrier-charge-life [1]. 

One of the most prominent perovskite materials that 
has been investigated for its optoelectronic effects are 
the hybrid organic perovskites. Although hybrid 
perovskites possess superior properties - such as large 
absorption coefficient, high charge carrier mobility, long 

electron hole diffusion and tunable band gap - hybrid 
perovskites are known to be unstable at high 
temperatures due to the volatile nature of organic 
cations [2]. 

Inorganic perovskite materials such as metal lead 
halides (MPbX3; M = Cs+, X = Cl-, Br-, I-) can be preferred 
for X-ray and gamma detectors due to their wide band 
gap (>2.0 eV) and large crystal production. Inorganic 
metal halide perovskites are emerging as an alternative 
to hybrid perovskites due to their chemical stability, 
wide energy range in the spectrum and tunable band gap 
[2]. 

Perovskite devices based on polycrystalline materials 
have low performances due to the existence of many 
voids, grains boundaries, and surface defect states inside 
the active perovskites layer. Single-crystal perovskites 
have been developed largely because of their low trap 
density and the absence of grain boundaries in them [3]. 
The need for large, high-quality single-crystalline 

https://dergipark.org.tr/en/pub/tuje
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https://orcid.org/0000-0001-8025-2141


Turkish Journal of Engineering – 2023, 7(2), 92-98 

 

  93  

 

perovskites is essential to enable research into their 
practical applications. 

Classical solid-state methods such as the Czochralski 
and Bridgman [4-6] are known to produce large crystals, 
but these techniques pose limitations such as phase-
purity due to temperature dependent crystalline phase 
transformations. Another limitation of the solid-state 
methods is its relatively high processing temperature. In 
this regard, wet chemical methods may offer facile 
production of photodetector materials due to their low-
temperature and ambient pressure conditions.  

Centimeter-sized CsPbBr3 single-crystal synthesis is 
possible at relatively low temperatures. The inverse 
temperature crystallization and antisolvent vapor 
crystallization methods are the most important of the 
solution-based methods. Dirin et al. [7] have developed 
several solution-based approaches for the growth of 
centimeter-scale perovskite single-crystals. Dirin et al. 
[7] reported the synthesis of CsPbBr3 single- crystal with 
low-cost precursors under ambient atmosphere using 
the inverse temperature crystallization method. Dirin et 
al. [7] obtained orange, transparent perovskite single-
crystals with a radius of 8 mm when the solution was 
heated to 90-100°C using different solvents such as 
acetonitrile and methanol in combination with 
dimethylsulfoxide. Rakita et al. [8] have reported 
procedures for growing pure CsPbBr3 crystals of several 
millimeters in size from a precursor solution. 
Centimeter-sized single-crystals of CsPbBr3 were 
synthesized by solvent-based methods, but it has 
significant structural defects that greatly reduce its 
electrical properties.  

Hydrohalic solutions can provide easy production of 
high-quality single-crystal perovskites. Su et al. [9] 
obtained orange CH3NH3PbBr3 single-crystals with sizes 
of roughly 5 mm produced over a period of 10 days by 
lowering the solution temperature from 70°C to 50°C. 
Dang et al. [10] successfully grew a 10 x 10 x 8 mm black 
and shiny crystal of CH3NH3PbI3 at the bottom of the flask 
after a few days by lowering the solution temperature 
from 65°C to 40°C. Lian et al. [11] obtained small angular 
crystals of 3 mm in size by lowering the solution 
temperature from 100°C to 57°C. They fixed a single-
crystal to a platinum wire end, placing it at the bottom of 
the precursor solution and grew a rhombic dodecahedral 
MAPbI3 single-crystal with a size of 12 mm x 12 mm x 7 
mm [11]. 

Hybrid perovskites have been successfully obtained 
from hydrohalic solutions. However, studies on CsPbBr3 
single-crystals grown in hydrohalic solutions are limited. 
Dirin et al. obtained CsPbBr3 single-crystals with 
dodecahedral shape using Cs:Pb ratio of 1.45 in HBr 
solution [7]. Peng et al. [12] used an initial Cs:Pb 
precursor ratio of 1 in order to obtain CsPbBr3 single-
crystals in HBr. To the authors’ knowledge, a detailed 
parametric study of CsPbBr3 perovskite single-crystals in 
hydrohalic solutions is lacking in literature. In this study, 
the synthesis of CsPbBr3 single-crystals in a hydrobromic 
solution was investigated. The cooling rate, the synthesis 
temperature, and the effect of seeded-growth were 
tested. 

 

2. Method 
 

2.1. Material 
 

Precursor solutions were prepared by dissolving 
CsBr (99%, Alfa Aesar) and PbBr2 (98+%, Alfa Aesar) in 
hydrobromic acid (HBr, aq. 48%, Carlo Erba). All 
experiments were carried out in an oil bath with precise 
temperature control on a magnetic hot plate stirrer with 
the help of thermocouples (See Fig. 1).  
 

 
Figure 1. The precursor solution was prepared in an oil 

bath on a heated magnetic stirrer. 
 

The phase diagram of PbBr2:CsBr compositions 
supports the formation of CsPb2Br5, CsPbBr3, Cs4PbBr6 
[8]. The stoichiometry must be precisely designed to 
ensure the specific formation of CsPbBr3 and suppress all 
other phases. The chemistry behind the Cs to Pb ratio lies 
in the solubility of the respective ion or ion complexes. In 
order to reach the desired compositional phase, i.e., 
CsPbBr3, the molar amount of Cs ions – which has a 
relatively higher solubility in aqueous conditions – needs 
to be higher than the relatively less soluble Pb ions in 
aqueous conditions [7]. The Cs:Pb ratio was determined 
as 1.45 so that the resulting product could only be 
CsPbBr3. Thus, CsBr-rich or PbBr2-rich cesium lead 
bromide phases were avoided. 

The synthesis process was finalized by washing the 
single-crystals with HBr (aq. 48%, Carlo Erba). 
Afterwards the products were dried and preserved in a 
desiccator. 

 

2.2. Solubility Test 
 

In order to work at the solution-nucleation border, 
solubility experiments of CsPbBr3 were performed in 
hydrobromic acid by dissolving pre-prepared CsPbBr3 
single-crystals (1 mm and below) at varying 
temperatures between 30°C and 90°C. Experiments were 
conducted in glass vials. HBr solutions were heated by 
means of an oil bath.  CsPbBr3 single-crystals were added 
to HBr in steps of 0.02 g. The solution was assumed to 
reach saturation if the last added CsPbBr3 crystal did not 
dissolve for 1 hour. The saturation limit was taken as the 
average weight of crystals added in the last two steps. 
The appropriate amount of precursor needed at a certain 
working temperature was determined using the 
solubility curve in Fig. 2.     
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Figure 2. Solubility curve of CsPbBr3 in HBr (aq. 48%) 
   
2.3. Controlled Temperature Lowering Method 
 

In the controlled temperature lowering method, the 
temperature of the precursor solution was lowered to 
the desired final temperature. The glass vial was sealed 
with a silicone stopper and heated in an oil bath above 
the saturation temperature. After the precursor was 
completely dissolved, the solution was cooled to the 
saturation temperature with a cooling rate of   0.05°C 
min-1. Once the saturation was reached, the temperature 
was lowered at a rate of 0.005°C min-1 to avoid 
multinucleation. The obtained single-crystals were 
washed with HBr (aq. 48%, Carlo Erba) and dried in a 
desiccator.    

Controlled temperature lowering experiments were 
carried out at different starting temperatures.  
 

2.4. Constant Temperature Method 
 

In the constant temperature method, the precursor 
solution was kept at a constant temperature between 
30°C and 90°C for a number of days.  
 

2.5. Seeded Growth 
 

In order to grow larger single-crystals, it is crucial to 
minimize the number of nuclei and use a seed crystal. 
Hence, a single-crystal of about 1 mm in size was added 
to a precursor solution and placed at the bottom of the 
glass vial. Seeded experiments were conducted for both 
the controlled temperature lowering and constant 
temperature methods. 
 

2.6. Instrumental 
 

X-ray diffractograms (XRD) were collected with a 
Bruker AXS/Discovery D8 diffractometer using a Ni-
monochromator and Cu-Kα radiation (λ=0.1540598 nm). 
The tube voltage and the tube current were set at 40 kV 
and 40 mA, respectively. The scan step size was 0.02 2θ 
with 0.5 s per step. 

Differential Scanning Calorimetry (DSC) 
thermograms were recorded under N2 atmosphere from 
-75°C to 300°C with a rate of 10°C min-1 using a 
TA/DSC25 instrument. 

The Cs, Pb and Br contents in the prepared single-
crystals were analyzed by a Rigaku supermini200X-ray 
Fluorescence (XRF) Spectrometer and a BrukerTM 
XFlash 6I100 energy dispersive X-ray spectrometer 
(EDS) instrument. 

The obtained CsPbBr3 single-crystals were visually 
examined with a Leica M125 light microscope.  

UV-VIS-NIR diffuse reflectance measurements of 
CsPbBr3 single-crystals were measured in the 200-800 
nm range using a SHIMADZU/UV3800 UV-VIS-NIR 
spectrophotometer. The sample was diluted (5 wt%.) in 
barium sulfate and placed in the sample cup after 
obtaining a homogeneous mixture. The obtained 
reflection spectrum was calculated with the Kubelka-
Munk equation (Eq.1). Diffuse reflection values were 
then plotted against the irradiated photon energy hν (eV) 
values by Eq.2. The case where γ is 2 represents the 
allowed direct electron transfer. The electronic band gap 
Eg was calculated from the intersection of the linear part 
with the x-axis in the (F(R∞)hν)2 versus hν graph. 
 

F(R) =
(1 − R)2

2R
=
K

S
 (1) 

  
(F(R∞)hν)

γ = A(hν − Eg) with γ = 2 (2) 

 
 
 

3. Results and Discussion 
 

Thermodynamically speaking, single-crystal 
formation and growth are promoted in a narrow solute 
concentration area at a specific temperature. By 
determining the required amount of precursor at a 
specific temperature, the formation of a single-crystal 
was aimed without the precipitation of multiple nuclei or 
polycrystals. For this reason, solubility plots were 
created for CsPbBr3 crystals in HBr. The solubility graph 
that was obtained showed a linear relationship between 
CsPbBr3 concentration with increasing temperature (Fig. 
2). 

Working at the solution-nucleation border does poses 
some practical difficulties such as fast precipitation. High 
solute concentrations favor the formation of CsPbBr3 
nuclei, though kinetically speaking dissolution-
precipitation mechanisms should also be considered 
here. Often researchers opt to oversaturate the solution 
and use the supernatant after filtration. However, for 
conditions where the A (Cs+) to B (Pb2+) ratio in the 
precursor solution is not 1, oversaturation is a waste of 
resources. In this work, precursor solutions were 
prepared for a particular working temperature. 

Single-crystal growth experiments were conducted at 
the solution-nucleation border at constant temperature 
or controlled temperature lowering conditions. The most 
important aspect of crystallization is undoubtedly 
temperature and the uniformity thereof. A slight 
deviation from the predetermined working temperature 
resulted in multiple nuclei formation. Single-crystal 
experiments are summarized in Table 1 and Table 2. All 
single-crystals that were obtained in this work were 
highly facetted with hexagonal morphologies. 

One of the factors that determines the size of single-
crystals is the solution's cooling rate. Nucleation is 
kinetically slowed down at slow heating rates, while high 
cooling rates trigger rapid nucleation [3]. In this study, 
multiple small nuclei were formed at relatively high 
cooling rates. Microscope pictures of CsPbBr3 single-
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crystals are shown in Table 1. At a rate of 0.005°C min-1 
multiple nucleation formation was inhibited and far less 
nuclei were formed. 

Single-crystals that were obtained for experiments 
conducted from 80°C and 60°C to 40°C resulted in similar 
average sizes of about 3 mm. Crystal morphologies were 
hexagonal-shaped. The hexagonal facets were clearly 
formed for the crystal obtained by cooling from 80°C to 
40°C. This was presumed to be due to the longer time 
spent in the solution. The number of nuclei formed at 
high starting temperatures were larger. An average of 5 
nuclei were formed for the solution prepared by cooling 
from 60°C to 40°C, while this number was three times 
higher for the solution cooled from 80°C to 40°C. In both 
cases clear single-crystals were obtained, though defect 
formations were also observed. These defect formations 
are clearly visible in microscope images lit from below 
the crystal and were thought to be due to the solution’s 
turbidity (see Fig. 3). 
 

 
Figure 3. Light microscope images of selected few 
CsPbBr3 single-crystals lit from below. Defect formations 
due to the solution’s turbidity are clearly visible inside 
the single-crystals. 
 

In the constant temperature method, the solution 
temperature was kept constant for 10 days at 80°C, 60°C 
and 40°C. Microscope pictures are shown in Table 2. 
Single-crystals of fairly similar size were obtained (3 
mm) irrespective of the temperature. At relatively high 
temperatures (60°C and 80°C), single-crystal defects 
became visually apparent due to higher diffusion rates of 
the ions. Due to the relatively lower thermal energy at 
40°C, the resulting single-crystal were clear with far less 
defects. 

In the controlled temperature lowering method, even 
at extremely low cooling rate of 0.005°C min-1 
equilibrium was continuously disturbed with the 
potential of multiple nuclei formation. 

Larger crystals can be grown by using seed crystals. 
Seed crystals must have similar crystalline composition 
as the desired material, i.e., CsPbBr3. CsPbBr3 has the 
orthorhombic crystalline structure at the synthesis 
conditions. Large deviations from orthorhombic CsPbBr3 
will cause defects in the final single-crystal. 

As previously mentioned, even at low cooling rates 
equilibrium was continuously disturbed and nucleation 
was triggered with the formation of multiple small 
single-crystals. However, less nuclei were observed for 
seeded experiments. The added seed inhibited the 
formation of additional nuclei. Furthermore, the final 
single-crystals were relatively larger compared to those 
in the unseeded experiments. Single-crystal sizes of up to 
5 mm in average were observed for seeded experiments. 
At conditions where the solution temperature was 

lowered from 80°C to 40°C, crystal defect structures 
were much more pronounced compared to experiments 
where the solution temperature was lowered from 60°C 
to 40°C. These differences were attributed to the higher 
thermal energies of ions in solutions at higher starting 
temperatures, resulting in more pronounced crystal 
habit planes.  

In contrast, no foreign nuclei were formed for 
solutions seeded at constant temperature. The grown 
single-crystal was observed to have a similar 
morphology to the added seed material. Hence, a good 
crystalline conformity was obtained between the seed 
and the final product. 

Comparing both the controlled temperature lowering 
and constant temperature methods, nucleation was 
observed to be more controllable for constant 
temperature conditions with regard to the number of 
nuclei formed during the synthesis. Far less CsPbBr3 
nuclei (about 4 to 5) were formed at constant 
temperature conditions.  

Seeded experiments resulted in the growth of the 
added seed.  A seed crystal with a size of 2 mm x 1 mm x 
1 mm reached a size of 3 mm × 3 mm × 1 mm when kept 
at 60°C for 10 days. When cooled from 60°C to 40°C (at 
0.005°C min-1) a seed crystal with a size of 2 mm × 2 mm 
× 1 mm grew to a size of 3 mm × 2 mm × 1 mm in 3 days, 
which amounted to an average growth of 0.7 mm3 day-1. 
At higher temperatures, a seed crystal with a size of 1 mm 
x 1 mm x 1mm reached to a size of 3 mm × 2 mm × 2 mm 
when kept at 80°C for 10 days. When cooled from 80°C to 
40°C (0.005°C min-1), a seed crystal with a size of 2 mm × 
2 mm × 1 mm grew to a size of 5 mm × 5 mm × 2 mm in 
only 5 days. This corresponded to a growth rate increase 
from 1.2 mm3 day-1 to 9.2 mm3 day-1. The seed growth 
rate proved to be faster in the temperature lowering 
method, especially at higher starting temperatures. 

DSC measurement of a well-formed clear CsPbBr3 
single-crystal is shown in Fig. 4. Measurements were 
taken from -80°C to 300°C at a rate of 10°C min-1. The first 
heating cycle (blue) was carried out to remove any 
possible residues on the sample. The second cooling 
cycle (red) clearly shows a distinctive peak concurrent 
with cubic to tetragonal crystal phase transformation 
(129.8°C) followed by an additional smaller peak, 
concurrent with the tetragonal to orthorhombic phase 
transformation at 85.8°C. The third and final heating 
cycle (green) confirms the crystal phase transformations 
observed in the second cycle, i.e., orthorhombic to 
tetragonal crystal phase transformation at 88.7°C and 
tetragonal to cubic phase transformation at 131.3°C [13]. 
The DSC graph confirms the phase-pure nature of the 
obtained CsPbBr3 single-crystal. DSC measurements of 
the other CsPbBr3 samples showed very similar results 
with clear phase transitions at about 130°C and 85°C. 

CsPbBr3 suffers greatly from phase transitions that 
occur from cubic to tetragonal at around 130°C and from 
tetragonal to orthorhombic phase at about 88°C, which 
can cause mechanical deformations [14]. This is 
especially true for solid-state procedures that are 
executed at relatively high temperatures. However, wet-
chemical procedures with relatively low synthesis 
temperatures (< 80°C) avoid these issues entirely. 
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Table 1. CsPbBr3 single-crystals obtained by the controlled temperature lowering method with a rate of 0.005°C min-1 
and a Cs:Pb ratio of 1.45 

TEMPERATURE TIME [Cs] + [Pb] SEEDLESS SEEDED 

 
80°C→ 40°C 
 

5 Days 
 
0.283 M 
 

 
bar = 1 mm 

 
bar = 1 mm 

 
60°C→ 40°C 
 

3 Days 
 
0.235 M 
 

 
bar = 1 mm 

 
bar = 2 mm 

 
Table 2. CsPbBr3 single-crystals obtained by the constant temperature method with a Cs:Pb ratio of 1.4 

TEMPERATURE TIME [Cs] + [Pb] SEEDLESS SEEDED 

 
80°C 
 

 
10 Days 

 
0.283 M 

 
    bar = 2 mm 

 
bar = 500 μm  

 
60°C 
 

10 Days 0.235 M 

 
bar = 2 mm 

 
bar = 2 mm 

 
40°C 
 

10 Day 0.2092 M 

 
bar = 2 mm 

 
bar = 2 mm 

 
 

The XRD diffractogram of a CsPbBr3 single-crystal is 
shown in Fig. 5. The XRD pattern was matched with 
QualX software [15] to orthorhombic CsPbBr3 (COD 
database with ID 00-451-0745) [16]. XRF and EDS 
elemental analysis results for a CsPbBr3 single-crystal 
did show the presence of a slight Cs-excess (Table 3) that, 
if not originating from the initial CsBr precursor (which 
is presumed to be washed away with HBr), might point 
to possible Cs-rich cesium lead bromide phases in the 

final product. Furthermore, secondary cesium lead 
bromide phases were not detected in XRD (Fig. 5), but it 
should not be forgotten that the instrument's detection 
limit is about 5%. Any residual secondary phases such as 
Cs4PbBr6 that might have formed during the low 
temperature syntheses conditions were presumed to be 
washed away with HBr. XRD diffractograms of all 
samples matched with orthorhombic CsPbBr3. 
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Figure 4.  DSC plot of the sample prepared by cooling 
from 80°C to 40°C (seedless) (Blue plot: -80°C to 300°C, 
red plot: 300°C to -80°C, green plot: -80°C to 300°C. 
Measurements were taken at a rate of  
10°C min-1). 
 

 
Figure 5. XRD diffractogram of the sample prepared by 
cooling from 80°C to 40°C (seedless). The pattern was 
matched with orthorhombic CsPbBr3 (COD database 
with ID 00-451-0745) [16] 
 
Table 3. XRF and EDS analysis results of obtained 
CsPbBr3 single-crystal 

Element 
% Mole 

XRF EDS 

Cs 13.4 17.62 

Pb 11.8 16.47 

Br 58.1 62.59 

 
Although the XRF values were slightly lower than 

EDS, both techniques showed that Cs to Pb ratio was 
close to unity. Excess Cs found with both techniques 
could be due to the high Cs to Pb ratio (1.45) applied in 
the initial precursor solution. However, since the 
solutions were washed with HBr, excess CsBr or even 
PbBr2 are unlikely to remain on the single-crystal. 

UV-VIS-NIR diffuse reflectance spectroscopy result 
for a CsPbBr3 single-crystal is given in Fig. 6. The band 
gap was calculated using the linear part of the Kubelka-
Munk plot. The F(R)hν2 plot has the typical S-like curve 
and is concurrent with allowed direct band gap 
semiconductor materials. The Kubelka-Munk plot 
intersects the x-axis at 2.26 eV, which is concurrent with 
literature values [17]. All other samples showed similar 
UV-Vis-NIR diffuse reflectance plots with band gap 
energies in the 2.2 ±0.1 eV range. The Kubelka-Munk plot 
in Fig. 6 shows that CsPbBr3 is suitable for absorption in 
the visible spectrum range and high energy photons. 

 
Figure 6. UV-Vis-NIR diffuse reflectance spectrometry 
measurement of the sample prepared by cooling from 
80°C to 40°C (seedless). The linear part of the Kubelka-
Munk graph intersects the x-axis at 2.26 eV. 
 
 

4. Conclusion  
 

To the best of the authors’ knowledge, a parametric 
study on the growth of CsPbBr3 perovskite single-
crystals in HBr has not been reported previously. In this 
work, constant temperature and controlled temperature 
lowering techniques were used to grow highly facetted 
CsPbBr3 single-crystals. 

Multiple nuclei formation could only be avoided by a 
precise temperature control. Disturbances of 
equilibrium conditions such as non-uniform temperature 
distribution or fast temperature lowering rates resulted 
in multi-nucleation, i.e., more than one single-crystals. 
Also, high synthesis temperatures increased the turbidity 
resulting in defects as observed by light microscope. It 
has also been shown that seeded growth is possible 
without foreign nucleation. 

The formation of phase-pure orthorhombic CsPbBr3 
single-crystals was ensured by using a Cs to Pb ratio of 
1.45 in the precursor solutions. XRF and EDS showed Cs-
excess that, if not originating from the initial CsBr 
precursor (which is presumed to be washed away with 
HBr), might be from a Cs-rich cesium lead bromide phase 
such as Cs4PbBr6. However, the presence of secondary 
cesium lead bromide phases (such as CsPb2Br5, 
Cs4PbBr6) were not detected in XRD or DSC, though, they 
could be present below the instruments’ detection limits. 
The UV-Vis-NIR diffuse reflectance graph is compatible 
with a semiconductor direct band gap. The band gap of 
2.6 eV, which is consistent with literature, shows that it 
is suitable for the absorption in the visible region. 

High quality CsPbBr3 single-crystals are needed to 
understand the potential properties of CsPbBr3. In this 
context, the parametric study done in this work offers 
deeper insight in the chemistry of single-crystal growth. 
Future research should focus on the growth of plate-like, 
centimeter-sized, clear CsPbBr3 single-crystals for high 
energy photon detector applications. 
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performance of the high-rise base-isolated buildings. The seismic responses of the fixed-base 
and base-isolated buildings evaluated through a series of time-history analyses are performed 
using natural ground motion records. The analysis results are compared using engineering 
demand parameters such as storey displacement, isolator displacement, relative 
displacement, roof drift, interstorey drift ratio, absolute acceleration, base shear, base 
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buildings. 
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1. Introduction  
 

The last devastating earthquakes in Turkey (e.g., 
Izmir 6.9 Mw, Malatya 5.7 Mw, Bingöl 5.9 Mw, Elazığ 6.8 
Mw) reminded the expected major İstanbul earthquake 
that is to be 7+ Mw, resulted in the rupture of North 
Anatolian Fault, and caused thousands of fatalities and 
destructions [1]. Following the Marmara Earthquakes 7.4 
Mw in 1999 that had struck off İstanbul, a series of 
legislative regulations/provisions on the seismic design 
codes were implemented through TEC (2007) [2] and 
TBEC (2018) [3]. The latter also includes the 
specifications for the base isolation systems (BIS). The 
increase of urbanization leads to the construction of 
high-rise buildings; however, they are much more 
susceptible to structural vibration under earthquakes 
and wind-induced seismic forces [4]. Likewise, the 
utilization of BIS for the retrofitting of existed buildings 
and designing of the newly structures significantly 
reduced the likelihood of casualties and structural 
damages during even major earthquakes and storms [5]. 

The idea behind the design of BIS is that decoupling the 
main structure from the foundation level and 
implementing a piece of flexible equipment made of 
either elastomeric or sliding bearings [6]. 

The BIS are generally categorized according to the 
energy dissipation mechanism namely rubber or friction-
based bearings [7]. Among the former bearings, the lead 
rubber bearing (LRB) has favorable technique due to 
providing additional energy dissipation by lead core [8]. 
LRB is consisted of thin vulcanized steel plates, lead plug 
perpendicularly centered through the elastomeric 
rubber sheet as shown in Fig. 1 [9]. 

The isolator displacement demand of LRB depends 
on the shear modulus of the rubber material while the 
bearing capacity of the isolator is based on the vertical 
stiffness of the lead core consumed the external forces 
exerted by seismic actions [10]. The bilinear diagram 
represented in Fig. 2 can be constructed by two different 
models for rubber layer and lead plug of LRB. The former 
describes the linear viscoelastic behavior while the latter 
presents a linear elastic perfectly plastic model [11]. 

https://dergipark.org.tr/en/pub/tuje
https://orcid.org/0000-0002-2665-8674
https://orcid.org/0000-0002-4598-5582
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Figure 1. Typical configuration of LRB [9] 
 

 
Figure 2. Hysteretic behavior of LRB isolator [11] 
 

Many studies have been performed to the seismic 
performance of the base-isolated buildings with LRB. 
Kazeminezhad et al. [12], focused on the designing a new 
LRB model resisting all possible ground motions using 
performance point method in which a flowchart was 
presented to determine the isolation parameters by 
iterative procedure. The modified procedure decreased 
the base shear as 82 %. Deringöl and Güneyisi [13] 
evaluated the seismic performance of the regular and 
irregular frames with LRB considering such isolation 
parameters that effect the nonlinear response of the 
isolator. The use of proper LRB model significantly 
yielded the great interstorey drift reduction not only 
regular but also irregular frames. In the study of Shakouri 
et al. [14], the seismic performances of the base-isolated 
low and mid-rise buildings with LRB were evaluated 
trough time-history analyses considering the effect of 
ductility level and connection type. It was pointed out 
that both of them remarkably affected the maximum 
storey drift. But they recommended that the study should 
be extended for high-rise buildings. Ye et al. [15], 
proposed a design procedure based on the direct 
displacement method in order to satisfy the predefined 
displacement and drift values for the buildings with LRB. 
The flowchart was presented to simplify the application 

steps of the methods. The reliability of the design method 
was proved using nonlinear time-history analysis 
whether a series of benchmark buildings with LRB 
reaching the target values. Gupta et al. [16] investigated 
the effect of vertical force of the earthquakes on the base-
isolated buildings with LRB. The drawbacks such as 
amplification on the isolator and residual displacements 
were overcome with additional shape memory alloy 
bearings. Habib et al. [17], studied on the irregularities 
(i.e., heavy and soft storey) of the low-rise base-isolated 
buildings with LRB considering various PGA/PGV ratios 
of near-fault earthquakes. The soft storey model with 
lower PGA/PGV ratios introduced the better nonlinear 
response of LRB. Altalabani et al. [18] proposed a new 
novel LRB model in which typical form of bearing (i.e., 
cylindrical) modified as rectangular and increased the 
number of lead core was evaluated by the seismic 
reliability analysis. The rectangular type LRB attenuated 
the first vibration mode and decreased occurrence of the 
structural damage. Zhang and Li [19] experimentally 
assessed the loading rate behavior of LRB by means of 
shear, compression, and relaxation mechanical tests. The 
stiffness of LRB increased when implemented the shear 
test with the higher loading rate. Deringöl and Güneyisi 
[20] evaluated the influence of the damping ratio on the 
seismic performance of the base-isolated steel frames 
with rubber bearing through the nonlinear analyses. It 
was shown that the increase in the effective damping 
ratio decreased the interstorey drifts. 

It can be observed from the previous literature 
review that LRB is capable of improving the the seismic 
response of low and mid-rise buildings. On the other 
hand, there have been limited studies on the conformity 
of the high-rise buildings with base isolation systems 
examining the favorable isolation parameters which is 
still scarce subject especially for LRB. Therefore, this 
study focused on the effectiveness of LRB characterized 
with different isolation parameters to design seismically 
more effective base-isolated high-rise steel buildings. To 
this, 20-storey steel frame considered as a benchmark 
fixed-base building, and then upgraded with various LRB 
having a series of the isolation periods (e.g., T = 4, 4.5, and 
5 sec) are produced to enhance the nonlinear response of 
the high-rise buildings. The seismic performance of the 
fixed-based and base-isolated buildings are evaluated 
through nonlinear analyses using a set of earthquakes to 
compare the seismic response of the high-rise buildings 
with and without LRB. The obtained analysis results are 
elaborately presented in terms of engineering demand 
parameters. 
 

2. Analytical modelling and nonlinear analysis 
 

The considered case study building is 20-storey 
moment resisting frame originally designed by [21] as 
high ductility level convenient with Eurocode 8 [22]. The 
storey height and bay width of the frame are 3.2 and 8 m, 
respectively, while the height is 4 m at the ground level. 
The beam and columns are subjected to the gravitational 
loading, graded with S275 and S355, designed with W 
sections, respectively, and illustrated in Fig. 3. The first 
period of the building is 3.75 sec. The building is assumed 
to be designed with peak ground acceleration of 0.35 g 
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and constructed in ground type B. The building 
importance factor and behavior factor are to be II and 6.5, 
respectively. The inherent damping ratio is considered as 
3 %.  

20-storey frame considered as fixed-base and then 
isolated with LRB (see Fig. 3(a) and (b)) considering the 
relevant standards like [3,22,23]. According to ASCE [24] 
and FEMA 356 [25], the plastic hinge mechanism is 
assumed to be formed at nodes of the beam and column. 
In addition, the panel zones and rigid diaphragm 
constraints are imposed for each storey for distributing 
the lateral forces proportionally to the structural 
members in the design of steel MRF. The nonlinear 
response of the fixed-base frame characterized with the 
lumped plasticity method. The modelling of the fixed-
base and base-isolated frames are performed through 
finite element program of SAP2000 (2017) [26]. LRB has 
steel plates centered at the top and bottom of the bearing, 
also includes alternating layers, steel shims, and lead 
core located mid of the elastomeric plate as shown in Fig. 
1 [9]. Authors selected the LRB as base isolation systems 
since the elastomeric rubber material is capable of lateral 
flexibility, the lead core contributes to the energy 
dissipation, the inner steel shims support the upcoming 
immense axial loads from high-rise building [27]. In the 
design of the base-isolated frame, LRB are modelled with 
nonlinear link element of “Rubber Isolator” because it 
perfectly describes the bilinear response (see Fig. 2) of 
the base isolators as recommended by [28-29]. 

The isolation parameters of LRB were determined 
considering the iterative method presented by [30]. First, 
the isolator displacement was assumed while the yield 
displacement was omitted, and then the iteration was to 
be proceeded until reached the presumed displacement 
value. The post yield stiffness ratio, is the ratio of the 
post-yield stiffness (k1) to the initial stiffness (k2), 
considered as 21 convenient with the study of [30]. LRB 
designed with isolation periods of 4, 4.5, and 5 sec. Thus, 
three base-isolated buildings have been developed to 
evaluate the isolator characteristics of LRB. The other 
isolation parameters were calculated and presented in 
Table 1.  
 
 
Table 1. Properties of LRB for the outer columns of the 
base isolated frames  

Variables LRB (4 sec) LRB (4.5 sec) LRB (5 sec) 

keff (kN/m) 1442.6 1139.8 641.1 

Wd (kJ)  162.6 162.6 112.9 

Q (kN) 119.4 106.1 66.3 

k2 (kN/m) 1097.4 867.1 487.7 

Dy (mm)  5.4 6.1 6.8 

D (m)  0.346 0.389 0.432 

Fy (kN) 125.4 111.4 69.6 

 
 

  
Figure 3. Elevation views of 20-storey; a) fixed-base 
[21] and b) LRB base-isolated frames 

 
The force-displacement curve of the LRB (see Fig. 2) 

plotted by the following equations [30] 
 
The effective stiffness, keff; 
 

keff =
W

g
. (
2. π

T
) (1) 

 
hysteresis loop (the energy dissipated per cycle), WD; 
 

WD = 2. π. keff. βeff. D (2) 
 
characteristics strength, Q; 
 

Q =
WD

4(D − Dy)
 (3) 

 
post-yield stiffness of the isolator, k2;   
 

k2 = keff −
Q

D
 (4) 
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yield displacement, Dy is given by; 
 

Dy =
Q

(k1 − k2)
 (5) 

 
effective period, Teff 
 

Teff = 2. π.√
W

keff. g
 (6) 

 
damping reduction factor, B;   
 

1

B
= 0.25(1 − lnβeff) (7) 

 
displacement of isolation, D 
 

D =
g. Sa. Teff

2

B. 4π2
 (8) 

 
and yield strength, Fy 
 

Fy = Q + k2. Dy (9) 
 

where target period is T, spectral acceleration is Sa, 
damping reduction factor is B, gravitational acceleration 
is g, characteristic strength is Q, total weight on the 
isolator is W, gravitational force is g, yield displacement 
is Dy, elastic stiffness is k1, post-yield stiffness is k2, and 
effective damping ratio is βeff. The nonlinear response of 
the presented fixed-base and base-isolated high-rise 
steel frame models was evaluated by means of SAP 2000 
(2017) by which the nonlinear time-history analyses 
were carried out with direct integration method. The 
earthquake records of Gazlı 1976, Tabas 1978, Cape 
Mendocino 1992, Chi-Chi 1999, and San Salvador 1986 
presented in Table 2 were obtained from Pacific 
Earthquake Engineering Research Centre [31]. 

It is worthy to note that the force transmissibility of 
the LRB is an important issue and mainly depends on the 
ratio of dominating earthquake period to LRB base 
isolated building period. Based on the elastic design 
spectrum, the lengthening of the period could decrease 
the pseudo acceleration and therefore the earthquake 
induced forces in the buildings by increasing the 
deformation of the isolation systems. For the base 
isolation systems to be influential in diminishing the 
forces in the structures, isolated buildings period should 
be longer than the fixed base building period and 
similarly the dominant period of the ground motions 
[32].  

 
 
Table 2. Characteristics of the ground motions used 

Variables Gazlı Northridge Chi-Chi San Salvador Supers. Hills 

Year 1976 1994 1994 1987 1987 

Station Karakyr Sylmar-Olive TCU065 GeotechInvestig Poe Road 

Mechanism Unknown Reverse R.-Oblique Strike-Slip Strike-Slip 

Mw 6.8 6.69 7.62 5.8 6.54 

Rjb (km) 3.9 0 0.6 2.1 0.9 

Rrup (km) 5.5 5.3 0.6 6.3 0.9 

Vs30 (m/s) 659.6 251.2 305.9 545 348.7 

PGA (g) 0.59 0.79 0.82 0.84 0.41 

PGV (cm/s) 64.94 93.29 127.80 62.23 106.74 

PGD (cm) 24.18 53.29 93.22 10.01 50.54 

Note: Mw: Magnitude; Rjb: Surface projection distance; Rrup: Rupture distance; Vs30: Mean shear velocity over the top 
30 m; PGA: Peak ground acceleration; PGV: Peak ground velocity; PGD: Peak ground displacement. 
 
 
 
3. Results and Discussion 
 

The seismic performance of the fixed-base and base-
isolated high-rise steel buildings are investigated 
considering the effect of the isolation period on the 
nonlinear response of the lead rubber bearing through 
time history analyses. The analysis results are discussed 
in terms of storey displacement, isolator displacement, 
relative displacement, roof drift, interstorey drift ratio, 
absolute acceleration, base shear, base moment, input 
energy, and hysteretic curves.  

20-storey fixed-base frame and base-isolated frame 
with LRB having the isolation periods of 4, 4.5, and 5 sec 
were tested through time history analyses within a series 
of ground motion records and those maximum storey 

displacements were presented in Fig. 4. The maximum 
storey displacement of the fixed-base frame under Gazlı 
earthquake was recorded as 100.3 cm, but fortunately it 
was reduced up to 55.7, 52.7, 51.2 cm by means of LRB 
with 4, 4.5, and 5 sec, respectively. The reduction effect 
of LRB on the storey displacement demand of the fixed-
base frame was also testified when subjected to 
Northridge, Chi-Chi, Salvador, and Hills earthquakes. For 
example, the greatest reductions of 49, 14, 24, 28, and 23 
% were experienced when 20-storey base-isolated frame 
with LRB having isolation period of 5 sec subjected to 
Gazlı, Northridge, Chi-Chi, Salvador, and Hills 
earthquakes, respectively. Similarly, the average 
maximum storey displacement of the fixed-base frame is 
recorded as 102.64 cm while it was as 77.9, 76.1, and 74.2 
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cm for the base-isolated frame with LRB of 4, 4.5, and 5 
sec, respectively. It was noted that the excessive storey 
displacements of the fixed-based frame were alleviated 
by means of equipment of LRB having the greater 
isolation period. 
 

 
Figure 4. Maximum storey displacement of the case 
study frames under earthquakes 
 

 
Figure 5. Variation of the storey displacement of the case 
study frames against storey height 

 
The variation of the maximum storey displacements 

against storey height of high-rise frame with and without 
LRB under the effect of Northridge earthquake was 
illustrated in Fig. 5. The non-uniform storey distribution 
of the fixed-base frame was regulated if LRB was used. 
Compared to the lower isolation periods, LRB with 5 sec 
enhanced the storey displacement demand, in which the 
most uniform storey displacement pattern was 
experienced as well. However, the roof storey 
displacement of the fixed-base frame significantly 
reduced from 62.4 cm to 55.9, 54.9, and 53.7 cm 
corresponded to the reductions of 10, 12, 14 % for the 
isolation periods of 4, 4.5, and 5 sec, respectively.  

The maximum isolator displacements of the base-
isolated frames under earthquakes were presented in 
Fig. 6. The utilization of the greater isolation period in the 
design of LRB induced the lower stiffness for the bearing 
(see Table 1), thus the base-isolated frame can be easily 
swayed. For example, when subjected to Northridge 
earthquake, the maximum isolator displacements were 
obtained as 21.7, 25.4, and 28.9 cm for LRB with 4, 4.5, 
and 5 sec as shown in Fig. 6, those isolation periods 
corresponded to the effective stiffness of the bearing as 
1442.6, 1139.8, and, 641.1 kN/m (see Table 1), 
respectively. As for the average maximum isolator 
displacement, similar trend was also recorded as 31.9, 
35.4, and 38.5 cm (see Fig. 6), which was lower than the 
isolator displacement capacities as 34.6, 38.9, and 43.2 

cm for LRB with 4, 4.5, and 5 sec (see Table 1), 
respectively.    
 

 
Figure 6. Maximum isolator displacement of the case 
study frames under earthquakes 
 

The lateral displacement of any storey in the building 
with respect to the ground level was defined as relative 
displacement [33]. The maximum relative displacements 
of the case study frames were computed and presented 
in Fig. 7.  
 

 
Figure 7. Maximum relative displacement of the case 
study frames under earthquakes 
 

The utilization of LRB with 4 sec mitigated the 
excessive relative displacement of the fixed-base frame 
from 100.3 to 27.2 cm (73 %), 62.4 to 34.2 cm (45 %), 
215.4 to 92.7 cm (57 %), 22.9 to 11.8 cm (48 %), 112.1 to 
64.2 cm (42 %), furthermore the greatest reductions of 
LRB with 5 sec were recorded as 80, 60, 67, 58, and 53 % 
under Gazlı, Northridge, Chi-Chi, Salvador, and Hills 
earthquakes, respectively. The variation of the relative 
displacement height of the case study frames under 
Northridge earthquake was presented in Fig. 8. The 
relative displacements on the roof storey were as 62.4, 
34.2, 29.6, and 24.9 cm for the fixed-base frame, isolated 
frame with 4, 4.5, and 5 sec, respectively. It can be seen 
LRB with the greater isolation period performed not only 
the more uniform pattern but also the lower relative 
displacement. 
 

 
Figure 8. Variation of the relative displacement of the 
case study frames against storey height 
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The interstorey drift ratio is a significant index 
diagnosed the seismic performance of the buildings, 
which can be computed by subtracting the displacements 
of the adjacent storey and normalized by the storey 
height [34]. The maximum interstorey drift ratios of the 
fixed base frame and isolated frames with LRB were 
presented in Fig. 9. The former was as 2, 3, 2, 5, 1, and 4 
% under Gazlı, Northridge, Chi-Chi, Salvador, and Hills 
earthquakes, however, they were reduced up to 1, 2, 3, 1, 
and 1 % by LRB with 5 sec, which corresponded to 64, 23, 
44, 50, and 66 % reduction in the maximum interstorey 
drift ratio, respectively. Moreover, LRB with 4.5 sec 
provided the interstorey drift reductions as 56, 46, 21, 
47, and 63 % compared to the fixed-base frame as shown 
in Fig. 8. The greatest reductions of 62, 63, and 66 % were 
observed when used LRB with 4, 4.5, and 5 sec under 
Hills earthquakes, respectively.  
 

 
Figure 9. Maximum interstorey drift ratio of the case 
study frames under earthquakes 
 

The effectiveness of the greater isolation period was 
also experienced in Fig. 10, which described the variation 
of the interstorey drift ratio with respect to the height of 
the case study frames under Northridge earthquake. The 
scattered interstorey drift pattern of the fixed-base 
frame was regulated by means of LRB. The most uniform 
interstorey drift ratio distribution was observed in LRB 
with the isolation period of 5 sec. The isolation period of 
4.5 sec was tended to behave much more uniform trend 
especially in high-rise/upper storeys as shown in Fig. 10. 
It is worthy to note that the response of the structures 
under earthquakes depends on the fundamental period 
and the spectral acceleration of the ground motions 
corresponding to the periods, therefore, for different 
natural earthquakes varying responses were observed.   
 

 
Figure 10. Variation of the interstorey drift ratio of the 
case study frames against storey height 
 

The maximum absolute accelerations of the case 
study frames were given in Fig. 11. The fixed-base frame 
had by far the greatest absolute accelerations as 5.4, 7.2, 
7.6, 9.1, and 6.4 m/s2 when subjected to Gazlı, 
Northridge, Chi-Chi, Salvador, and Hills earthquakes, 
likewise they were reduced up to 3.7, 3.9, 3.5, 4.3, and 4.4 
m/s2, respectively, by means of LRB with 4 sec. The 
lowest maximum absolute acceleration of 2.8 m/s2 was 
observed in case of LRB with 5 sec hit by Chi-Chi 
earthquake, which corresponded to 62 % reduction with 
respect to the considered fixed-base frame. It was as 54 
and 59 % for LRB with 4 and 4.5 sec, respectively.  
 

 
Figure 11. Maximum absolute acceleration of the case 
study frames under earthquakes 
 

Fig. 12 described the variation of the absolute 
acceleration toward height of the case studied frames 
subjected to Northridge earthquake. Similar to the 
interstorey drift ratio variation, LRB having the greater 
isolation period tended to describe much more uniform 
absolute acceleration distribution. For example, the 
greatest storey acceleration was recorded as 7.2 m/s2 at 
14th storey, which mitigated to 2.1, 1.8, and 1.6 m/s2 
through LRB with 4, 4.5, and 5 sec, similarly, they 
performed the reductions as 39, 44, and 46 % at the roof 
storey absolute acceleration, respectively. 
 

 
Figure 12. Variation of the absolute acceleration of the 
case study frames against storey height 
 

The maximum base shears of the fixed base frame and 
isolated frames with LRB determined under 
earthquakes, and then normalized by building weight 
(32090 kN) were presented in Fig. 13. Compared to the 
fixed-base frame, LRB with 4 sec mitigated the base 
shears as 60, 63, 39, 66, and 54 %, and LRB with 5 sec 
satisfied the greatest reductions as 71, 68, 44, 73, and 67 
% under Gazlı, Northridge, Chi-Chi, Salvador, and Hills 
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earthquakes, respectively. In addition, the average 
reductions were recorded as 54, 58, and 62 % through 
LRB with 4, 4.5, and 5 sec, respectively.  
 

 
Figure 13. Maximum base shear of the case study frames 
under earthquakes 
 

 
Figure 14. Time history response of base shear   

 
The time history response of the base shear for the 

fixed-base frame and base-isolated frame with LRB 
having T of 4, 4.5, and 5 sec under the effect of Chi-Chi 
earthquake were presented in Fig. 14. The ranges of the 
base shear were observed to be between -6342 and 7097 
kN, -4361 and 4139 kN, -4300 and 4194 kN, -3959 and 
3807 kN for the fixed-base, LRB with 4, 4.5, and 5 sec 
respectively. It was shown that the utilization of the 
greatest isolation period was not only decreased the base 
shear but also narrowed the scatter time history 
response of the fixed-base. 

Also, the maximum base moments were computed 
and presented in Fig. 15. Similar to the base shear 
demands, the use of LRB with 4 sec reduced the 
maximum base moment of the fixed-base frame as 57, 22, 
30, 38, and 12 % when subjected to Gazlı, Northridge, 
Chi-Chi, Salvador, and Hills earthquakes, while they were 
as 71, 27, 41, 50, and 25 % for LRB with 5 sec, 
respectively.   

The input energy dissipated by regular structural 
members (beam, column) for fixed-base frame, while the 
most of the input energy nearly 90 % consumed by 
energy dissipation device for the isolated frame. 
Therefore, the input energy of the base-isolated frame 
was much lower than that of fixed-base frame [35]. The 
input energy of the fixed-base frame and base-isolated 
frame with LRB were determined under earthquakes and 
presented in Fig. 16. The input energy of the base-

isolated frames with LRB having greater isolation 
periods (i.e., 4.5 and 5 sec) was less than fixed-base frame 
and base-isolated frame with LRB of 4 sec. Compared to 
the fixed-base frame, LRB with 4.5 sec mitigated the 
input energy as 31, 18, 30, 20, and 8 % under Gazlı, 
Northridge, Chi-Chi, Salvador, and Hills earthquakes, 
respectively. As for LRB with 5 sec, the reductions were 
38, 20, 42, 22, and 16 %, respectively. 
 

 
Figure 15. Maximum base moment of the case study 
frames under earthquakes 
 

 
Figure 16. Input energy of the case study frames under 
earthquakes 

 
When the fixed-base and base-isolated frames were 

hit by Chi-Chi earthquake, the time history responses of 
input energy were computed and presented in Fig. 17. 
The maximum input energies were recorded as 22808, 
17767, 160033, and 13348 kJ for the fixed-base frame, 
base-isolated frame with LRB of 4, 4.5, and 5 sec, 
respectively.  
 

 
Figure 17. Time history response of input energy  
 

The force-displacement cycles of the base-isolated 
frames with LRB of 4, 4.5, and 5 sec obtained through 
time-history analysis with Gazlı earthquake were 
presented in Fig. 18. The hysteretic curve of outer LRB 
with 4, 4.5, and 5 sec produced the yield forces (Fy) as 
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122.4, 110.6, and 82.5 kN proved the design values of the 
bearings (see Table 1). The maximum forces of 417.5, 
346.6, 298.3 kN and the maximum isolator 
displacements of 0.285, 0.292, and 0.299 m were 
experienced in the base-isolated frames with LRB of 4, 
4.5, and 5 sec under Gazlı earthquake, respectively.  
 

 
Figure 18. The force-displacement cycles of LRB with T 
of 4, 4.5, and 5 sec under Gazlı earthquake  
 

 

4. Conclusion  
 

Based on the results of the nonlinear analysis, a 
number of conclusions can be drawn as follows: 

 
1. The use of greater isolation period reduced the 

lateral stiffness of LRB while the maximum storey 
displacements were significantly reduced. Compared to 
fixed-base frame, on average, the maximum 
displacement reductions occurred as 24, 26, and 28 % for 
the base-isolated frame with LRB of 4, 4.5, and 5 sec, 
respectively. The latter also successfully tended to 
behave the most uniform storey displacement.  

2. The greatest average maximum isolator 
displacements were as 38.5 cm by the base-isolated 
frames with LRB of 5 sec.  

3. The greatest reductions on the average maximum 
relative displacement were as 33, 40, and 48 % when 
high-rise frame isolated with LRB of 4, 4.5, and 5 sec, 
respectively. The greatest isolation period (T = 5 sec) 
presented the most uniform relative displacement 
distribution compared to the others.  

4. The greater T not only reduced the maximum 
interstorey drift ratio but also showed the more uniform 
drift distribution. For example, LRB with T of 5 sec 
reduced in over half of the the average maximum 
interstorey drift ratio.  

5. The use of LRB with 4, 4.5, and 5 sec mitigated the 
average maximum absolute acceleration as 46, 50, 55 %, 
respectively. LRB with T of 5 sec exhibited the best 
distribution pattern height of the base-isolated frames.   

6. LRB with the greatest T was responsible both for 
mitigating the base shear and base moment as 62, 43 %, 
respectively.   

7. The greatest average input energy mitigations of 
18, 25, and 35 % were experienced when isolated with 
LRB with T of 4, 4.5, and 5 sec, respectively.  

8. Among the ground motions, Chi-Chi being the most 
decisive earthquake revealed great difference response 
through LRB with 4, 4.5, and 5 sec, while Salvador 
earthquake was the steady. 

9. The force-displacement cycles proved that the 
isolator could be displaced much more as T increased. 
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 Granular soils are used in different areas of civil engineering due to their easy accessibility and 
low cost as a material. The sieve analysis method, which has been conducted in rock physics 
measurements for many years, has been practicing determining the particle size distributions 
for those materials. In this study, a method based on image analysis technique has been 
developed as an alternative to traditional sieve analysis method for determining the particle 
size distribution in granular soils. This technique based on image processing to determine 
particle distributions via the experimental setup that consist of a camera, tripod, light box and 
mechanical shaking apparatus. In order to assess the reliability of this technique, each sample 
was subjected to traditional sieve analysis and the results of both analysis methods were 
compared. In conclusion, it was observed that the results obtained with the image processing 
technique had a minimum 95.22% closeness with the sieve analysis experiment data. 
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1. Introduction  
 

Digital image processing method is simply the 
process of transferring the sample that willing to be 
analysed with an image capture instrument in a suitable 
format for digital media and by processing the raw image 
making it suitable for further analysis, and lastly 
collecting and storing the desired data. This method, 
whose foundations were laid with the examination of 
microscope images in the 1960s, has increased the areas 
of use day by day with the development of both 
computers and microscopes technologies. Digital image 
processing method has been used in many fields such as 
the analysis of cells, organelles, organisms in medical-
based research, weather forecast in meteorology, the 
derivation of technologies such as fingerprint, retina 
scanning, night vision in the defence industry, tracking 
the habitats in environmental science, observing and 
controlling in industrial production lines [1-3]. 

Digital image processing technique within the scope 
of civil engineering has been used for various purposes 
since the 90's such as strength, permeability, 
compressibility of soils, shape parameters and 
deformations of materials, examining cross sections of 
concrete samples, measuring the maximum strength 

non-destructively, correlating the performance of 
coatings with the materials used. Obaidat [4], aimed to 
measure void ratios of mineral aggregates in bituminous 
mixtures using image processing mechanism and 
planimeter. Gaydecki et al. [5], proposed to find the 
location of the reinforcements in the reinforced concrete 
samples, in a non-destructive way through image 
analysis. Soroushian et al. [6], used digital image 
processing techniques to detect voids and micro cracks 
in the concrete sample. Soroushian and Elzafraney [7], 
studied the microstructure of concrete samples with the 
images they obtained with scanning electron microscopy 
and fluorescence microscopy. Felekoğlu and Güllü [8], 
scanned clinker samples using an optical microscope and 
performed areal phase and porosity distribution analysis 
with image processing techniques.  Sinha and Fieguth [9], 
investigated the usability of image processing techniques 
to detect deformations in concrete pipes used as 
infrastructure elements and developed algorithms to 
detect deformations in underground concrete pipes that 
can work with image processing techniques.  Park et al. 
[10], aimed to develop an algorithm that allows the 
detection of air gaps with image processing technique by 
examining the colored images of the polished sections of 
concrete samples.   

https://dergipark.org.tr/en/pub/tuje
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Granular materials are used in many areas due to 
their easy accessibility and low costs within the scope of 
civil engineering. They are being used as the main 
materials in both reinforced concrete and masonry 
structures, in addition to that they can be used for load 
transfer in steel and wooden structures. Concrete, one of 
the most common products, consists of aggregates 
between 60% -80% by volume, depending on the 
purpose of use.  As result of that when evaluating the final 
strength of concrete, the importance of both physical and 
chemical parameters of the aggregate used reveals its 
importance. The wide area of usage of granular materials 
-in the scope of excavation / filling in various 
infrastructure and superstructure works, dam 
foundations and bodies, the leveling and filling area on 
bituminous hot-coated roads, applications such as 
jetcrete and grout in slope stabilization or tunnel 
applications- require the appropriate material selection. 
This selection happens with the help of a wide range of 
parameters such as specific gravity, chemical structure, 
mineralogical properties, permeability, cohesion values, 
internal friction angles [11-13]. The grain diameter size 
is the most common filter in making this kind of material 
selection. Sieve analysis method is used to determine the 
grain diameter distribution of grained materials. The 
sieve analysis, which has taken its final form today, is a 
universal method of classifying granular materials 
according to their size and weight. Testing procedures, 
that accepted by organizations such as ASTM, BS, 
AASHTO are being carried out with ISO standard 
equipment and instruments. The information which 
obtained from the sieve analysis results are the most 
important parameters in processing and classifying the 
grained material [14]. Some researchers have used image 
processing technique to determine grain diameter 
distributions as an alternative to the sieve analysis 
method, which can be described as relatively difficult and 
inconvenient. Yue et al. [15] studied the distribution, 
orientation and grain shape concepts of coarse particles 
in asphalt-added samples and concrete samples with the 
help of image processing technique. NG [16], studied the 
post-compaction microscopic structures of grained soils 
using the split element method. Masad and Button [17], 
examined the possibility of analyzing the grains' shape 
parameters with two different methods with using image 
processing technique by photographing the grained 
samples at different resolutions. Mora and Kwan [18], 
developed a method that analyzes the sphericity, 
convexity and shape parameters of the coarse aggregate 
using image processing technique. Yue et al. [19], used 
image processing techniques and the finite element 
method together to perform comprehensive analysis of 
two-dimensional shape of grained materials. Al Rousan 
[20], aimed to classify the grained materials according to 
their shape parameters with a computer-aided 
automation system.  Alshibli and Alsalah [21], examined 
the sand soil samples under a microscope and 
statistically analyzed by their surface roughness, 
sphericity and roundness values. Yang [22], claimed that 
image processing researches in scope of soil mechanics 
were two-dimensional and aimed to make a three-
dimensional analysis by filling the voids of the soil 
samples with epoxy. Hu et al. [23], researched the 

behavior of clay fillings under dynamic compaction using 
image processing techniques. Edizer [24], explained the 
image processing technique comprehensively and 
performed grain size analysis with this technique by 
using an open-source software. Sezer [2], used image 
analysis techniques to determine the microstructural 
properties of granular soils. Önal (2008), developed 
algorithms to directly use image processing technique in 
the scope of geotechnical engineering. Vangla et al. [25], 
claimed that digital image processing technique for size 
and shape analysis of sand particles would be more 
consistent than traditional sieve analysis method. Ehsan 
et al. [26], used image processing techniques for grain 
size analysis of granular soils. Dipova [13], arranged a 
new experimental setup to examine the grain 
distribution of grained soils with the image processing 
technique.  

In this study, digital image processing technique has 
used as an alternative to sieve analysis method for the 
determination of the particle distribution in granular 
soils. In order to capture the images, an experimental 
setup has developed and images have taken to determine 
the particle distribution of samples of different volumes 
and different origins. The same samples have examined 
by sieve analysis method and the results of the two 
methods have compared. Inspired by the extensive 
literature study and its predecessors, the experimental 
setup was arranged in the light of the antecedent theories 
and it was aimed to conduct an experimental study. By 
using a simple mechanism and user-friendly software, a 
system that is compatible with automation and does not 
require the intervention and interpretation of the user 
has been designed. 

 

2. Image Processing Technique 
 

 
Digital image processing is the examination of the 

image captured within the scope of the intended analysis 
by using a processor. The sample to be analysed has 
transferred to the digital environment under suitable 
conditions, with a suitable tool that allows analysis, in the 
desired file extension, with the desired visual properties 
(brightness, resolution, colour, contrast, etc.). The tool 
should be capable of capture images such as digital or 
analog cameras, microscopes, telescopes, and video 
recorders and transfer the captured image to the 
analysing environment. The captured image could be 
filtered by parameters such as colour, brightness, 
contrast, sharpness, size, if necessary. The purpose of this 
process is to eliminate noises on image that occurs 
during or post-image capturing phase and to prepare 
optimized input for analysis. Analysis has performed by 
existing software or algorithms developed by the user. In 
subjects such as classification, measurement, statistical 
studies, database creation; It is essential to use a 
purposeful analysis algorithm in this method, which can 
be used for several fields such as medicine, genetics, 
industry, electronics, textile and space research. For 
example, since cell organelles were willing to be 
examined, it was necessary to capturing images in 
microscopic dimensions, in black and white or colour 
according to the purpose to examinate the organelle 
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shapes or textures and making comprehensive and 
appropriate choices for correct analysis results [24,27-
29]. 

Image processing technology is the conversion of data 
into various readable format and processing after 
capturing, measuring and evaluating. The concept of 
image is defined as a two-dimensional function in the 
format "f (x, y)". Here, x and y values are representing 
coordinates, while f function represents the intensity of 
the parameter [30]. 

It could be said that the different stages of the digital 
image processing process take place together or 
independently from each other, that different targeted 
methods may be created and associated with algorithms. 
The method, which allows working multidisciplinary, 
also allows to include desired available parameters to the 
analysis.  
 
3. Particle Size Distribution 
 

Particles that have evaluated within the scope of the 
soil mechanics could be examined with the help of a 
naked eye or a magnifying glass over a diameter of 0.075 
mm, while particles above this diameter are considered 
as coarse materials. Particles smaller than 0.075 mm in 
diameter have classified as fine grains. It is possible to 
examine the particles between 0.075 mm and 2 µm in 
diameter with the help of a microscope. Particles with a 
diameter range of 2 µm to 0.1 µm could also be examined 
with a microscope, but for accurate analysis of the 
texture and shape parameters of the grains, it is 
recommended to examine the particles under 1 µm 
particle diameter by electron microscope. Examination 
of the molecular structure of the particles is possible with 
X-ray analysis [2]. 

The part of the soil that could be classified as coarse 
consists of sand and aggregates. While gravels, which has 
defined as rock particles, may consist of one or more 
minerals, sand particles generally consist of a single 
mineral, quartz. When the particles of sand and gravel 
have examined in terms of shape details, they were 
divided into five sub-groups; angular, semi-angular, 
semi-round, round, fairly round. Silt and clay particles 
may be angular, flat or needle shaped. 

The sieve analysis method is a widely used technique 
for determining the particle size distribution of granular 
materials. By the particle size distribution information of 
the soil sample, it is able to gauge properties of soil such 
as the water permeability, strength, compressibility of 
the soil, determination of capillary water movements, 
frost effect, compression speed under load. 

The sieves used in the sieve analysis consist of square 
grids of equally spaced wires. The aperture size varies 
inversely with the sieve number [31]. Sieve analysis 
starts with stacking of sieves one on top of the other in 
decreasing aperture order.  The sieve set has shaken 
uniformly for 15 minutes, preferably with the shaking 
device. The sample remaining on each sieve has weighed 
separately after shaking process. Precise shaking time is 
needed, the short shaking process does not allow small 
particles to pass into the lower sieves, on the other hand 
the long shaking process may cause deformation of the 
particles and deflects the results [31]. 

Even though particle size distributions are 
determined by sieve analysis method, there were still 
some uncertainties about the shape of the grains. The 
size of a spherical particle may be described in one 
dimension; however, the grains' shapes in the soil sample 
are generally irregular, not uniform. In a sieve analysis 
test, the size of a particle is related to the size of the 
square apertures at mesh which the particle passes 
through. Since all axial sizes of a particle cannot be 
measured and the shape of the particle is not taken into 
account, the method also has some limitations [32-36]. 
 
4. Materials and Methods 
 
4.1. Soil Samples 
 

Six different test samples from four different origins 
have created for the study (Figure 1). The samples have 
obtained from different regions of Mersin province 
(Turkey). The first three samples have consisted of 
crushed stones taken from Mersin/Silifke region. Three 
different samples containing different particle diameter 
ranges have prepared by separating them manually. 
Thus, soil batches with the same surface and shape 
parameters have examined in different particle diameter 
ranges. Sample No.4 has prepared with crushed stone 
taken from Mersin/Toroslar region, and this sample's 
shape parameters and surface texture distinguish itself 
from the first three samples. Sample No.5 is a white-
colored, grained material have taken from marble 
quarries in Mersin/Erdemli region. By using this 
material, also known as mosaic powder, the suitability of 
image processing techniques for analysis of different 
colored materials has been investigated. The sixth 
sample contains particles that could be regarded as more 
round, taken from the Mersin/Adanalıoglu region and 
has consisted of particles with lower unit weight and 
higher porosity than other samples. After the samples 
have grouped manually, they were washed and dried in a 
110±5 degree celsius stove for 24 hours. After the drying 
process each sample has weighted and recorded as batch 
weight. The index properties of the samples are given in 
Table 1. 
 
 
 
Table 1. The index properties of the samples 
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6 1.29 1.86 3.02 2.34 0.49 GP 

 



Turkish Journal of Engineering – 2023, 7(2), 108-115 

 

  111  

 

 
Figure 1. Samples prepared for the study 
 
4.2. Particle Size Distribution with Image Processing 
 

An experimental setup has developed within the 
scope of determining the particle distribution in granular 
soils by image processing technique. In the method, each 
sample whose weights have recorded was laid on a 60 * 
60 cm lightbox. Images have captured with a Nikon D90 
body, 18-55mm Vr Nikon lens with 4288*2848 
resolution in 24 bits. Images have taken in dark room 
conditions with the help of a tripod by adjusting the 
height of the camera for proper framing (Figure 2). In 
order to prevent the contact and overlap of the particles 
in the sample laid on the lightbox, a shaking device has 
placed under the lightbox during image capturing, the 
photos were taken simultaneously by shaking the 
lightbox with a spring mechanism's impact.  The image 
capturing setup has shown in Figure 3. All photos have 
taken at f/5.6 aperture, 1/1250 shutter speed, 105mm 
focal length and without flash. Denser samples have 
needed more than single shot for more accurate analysis. 
The number of shots taken for the samples and the 
number of particles analyzed in the samples have given 
in Table 2.  In cases where more than one photo needed 
to be analyzed, the algorithm that used for single analysis 
has exported and rearranged to recall and analyze 
different photos sequentially. With a simple macro 
arrangement, it has ensured that more than one 
photograph was analyzed in a single sample, and results 
were obtained as a single document. 

Image Pro Plus version 5.1.0.20 software has used for 
image processing. The first step in the program was 
opening the photograph to be analyzed from the program 
interface. A pixel to millimeter conversion has required 
in order to obtain the results in the metric system in the 
analysis made on the photograph. This requirement was 
met by an extra shot after a length measuring tool (ruler, 
tape measure, etc.) has placed on the lightbox. Unit 
distance-pixel conversion has performed using the 
measurement tool from the program interface. The 
opened photo was in 24-bit RGB format, but since 8-bit 
grayscale would be sufficient for analysis, reduction 
process has performed through the software. 
Afterwards, this grayscale photo has masked and 

reduced to a format that contains two values in the range 
selection that the program automatically assigns. Pixels 
above the entered threshold value and pixels below the 
threshold were separated and particles and the 
background has reduced to binary code. From the 
program interface, the values requested by the user were 
selected and outputs have obtained at the end of the 
analysis. MS Excel has used for further analysis in the 
study. 
 
Table 2. Numerical information of the samples 
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Figure 2. Image acquisition environment 
 

 
Figure 3. The setup for image capturing 
 

Since the analysis was related to the particle size, the 
parameters have examined in the analysis are related to 
the size. The area covered by the particle in the 
photograph has examined in square millimeter. In 
addition, Fmax and Fmin values, which are the side 
lengths of the smallest size surrounding quadrilateral, 
were the parameters used in the analysis (Figure 4). The 
fact that the image was transferred to the digital 
environment in two dimensions and the reference 
experiment being a three-dimensional mechanical 
experiment have posed a problem that must be overcome 
for further comparisons. The data obtained by image 
processing were information covering two dimensions as 
shown in Figure 4. Researchers who have previously 
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conducted similar studies have derived different 
correction coefficients using various parameters to make 
the method consistent [1,18]. Even if it was accepted that 
the particles of the sieves are limited by two axes, one 
more parameter has included in the analysis with the 
weight measurements made after the sieving process. 
Within the scope of this information, it was predicted 
that the data obtained from image processing, including 
two dimensions, may not be sufficient for an accurate 
dimensional analysis, and a new parameter has 
investigated [1,15]. 
 

 
Figure 4. Image processing analysis parameters and 
display of three dimensions of particle [1,37]  
 

Mora et al. [1] encountered the necessity of shifting 
the gradation curves for each sample when comparing 
the results of mechanical analysis and image processing. 
In this context, they ensured that the curves have 
approximated to the sieve analysis curves by assigning a 
"C" correction coefficient. The fact that the correction 
coefficient assigned here was at the user's initiative for 
each sample could lead to subjective errors. For 
consistent analysis this variable, which was not based on 
a constant and allows interpretation and abuse, have had 
to be excluded from the analysis [1,18]. 

The results were obtained from the image processing 
performed within the scope of the experiments in this 
study have included in the further analysis by using the 
raw data without using any correction coefficient. By 
following this method, the possibility of data 
interpretation and intervention has eliminated during 
processing. A value related to the shape (sphericity, 
angularity) and surface parameters of the particles has 
not been included in further investigations. This has led 
to the elimination of user intervention. 

The obtained image processing data were filtered by 
accepting the hypotenuses of the meshes in the sieves as 
the limit, by using the standard sieve sizes. The aim here 
was to classify the particle diameters by using the sieve 
diameters and Fmax parameters, as in the process of 
weighing the materials remaining on the sieve in the 
sieve analysis. Theoretically this approach has made the 
comparison possible between image processing and 
sieve analysis in scale of sieve by sieve. By commenting 
on comparison results, evaluation of rate of success has 
been made. 
 

% Sieve Passing =
∑ (𝐴𝑟𝑒𝑎 ∗ 𝐹𝑚𝑖𝑛)𝑝

İ=1

∑ (𝐴𝑟𝑒𝑎 ∗ 𝐹𝑚𝑖𝑛)𝑛
İ=1

 (1) 

 
Calculations has made for each particle individually in 

all particle samples by using Equation 1, and then grading 

curves have drawn for all sample batches. In the 
equation, the projection area of the particle has 
multiplied by the value of Fmin and the possibility of 
adding a third dimension to the equation is examined and 
the results have evaluated.  
 
4.3. Sieve Analysis  
 

The samples have examined by image processing 
technique were subjected to the sieve analysis test with 
the traditional sieve analysis test procedure without any 
loss. The sieve analysis results have recorded with 
standard procedures and forms, and the gradation 
curves of the samples have drawn. Since the particle size 
distribution of the samples as different, the experiments 
have carried out by selecting the most suitable sieve set 
for each batch. The selection was made by the operator. 
The use of different sieve sets made it possible to 
compare and interpret the results of the image 
processing method in various diameters and grain 
distributions. Applications using sieve set, washing 
container, oven, scales and shaking devices have carried 
out in accordance with the descriptions and procedure 
given in TS 3530 [31]. 
 
5. Results  
 

Both sieve and image processing results of 6 samples 
have obtained at the end of the study and the results have 
analyzed comparatively. While the gradation curves of 
the samples subjected to traditional sieve analysis have 
drawn following the standard procedure, the data related 
to the visuals examined with the Image Pro Plus software 
have transferred to the MS Excel program for further 
analysis. Grading curves were drawn by using MS Excel 
after filtering and basic calculations. The sieve analysis 
results have taken as a reference, and the results 
obtained by image analysis techniques have displayed on 
a single graphic to compare both curves (Figure 5-10). 

 
6. Conclusion  
 

In the scope of the study, an experimental setup has 
been designed to apply the image processing technique 
as an alternative to the relatively complicated and 
challenging sieve analysis method. As a result, the image 
processing technique, which could analyze without the 
need for sieve analysis equipment and laboratory, has 
yielded similar results to traditional sieve analysis.  
When the results have evaluated on the basis of sieves, a 
maximum absolute difference of 4.78% was encountered 
and the validity of the applied image processing 
technique has shown. 

When the materials of different origins used in the 
study have examined in different diameters and volumes 
and compared with the traditional method, it has 
observed that curves consistent with the reference 
curves were drawn in all six samples. This proves that the 
image processing technique is valid for all the particles in 
different texture, color, unit weight and shape used 
within the scope of the research. 

While the image processing method benefits the 
researcher from time and labor, the algorithms used 
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were not valid for every sample and a repeat loop have 
has to be created for each sample. Nevertheless, this was 
not preventing the creation of a database according to 
sample types and transition to automation. In addition to 
the necessity of the presence of computers, cameras and 
lighting equipment, the researcher's has to be familiar 
and able to use of these equipment was another 
requirement. 

It is possible to develop an automation for particle 
analysis with image processing techniques with a 
database created by statistical analysis including 
previous studies. With the developed automation, an 
experimental method which excludes user intervention 
and manipulation may be derived. 
 

 

 
Figure 5. Comparison of results for Sample No.1 

 

 
Figure 6. Comparison of results for Sample No.2 

 

 
Figure 7. Comparison of results for Sample No.3 
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Figure 8. Comparison of results for Sample No.4 

 

 
Figure 9. Comparison of results for Sample No.5 

 

 
Figure 10. Comparison of results for Sample No.6 
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 Since oleuropein has long been known in the health sector and is abundant directly in our 
country as the fourth largest olive producer, oleuropein, the predominant phenolic ingredient 
in olive leaves, was recovered in this study using Soxhlet extraction. The effects of different 
solvent types (acetonitrile, ethanol, methanol, and water), extraction period (4 cycles, 4 h, and 
8 h), particle size (250-500 µm and 900-2000 µm), and pretreatment of olive leaves on the 
yield of oleuropein were examined to determine the maximum yield. A greater oleuropein 
yield was obtained when the particle size of olive leaves utilized for extraction was lowered. 
Furthermore, aqueous solvents revealed a higher yield of oleuropein than pure solvents and 
prolonging the extraction duration resulted in a significant increase in the amount of 
oleuropein extracted. On the other hand, pretreatment of olive leaves resulted in a reduction 
in oleuropein output. As a result, with 36% extraction efficiency in terms of olive leaf 
conversion, the highest oleuropein extraction yield was obtained as 13.35 mg g-1 dry leaf for 8 
h of extraction time using olive leaves with a particle size of 250-500 µm and an 80% methanol 
solution as solvent.    
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1. Introduction  
 

Phenolic substances are prevalent in plants and 
serve a crucial role in plant growth, development, and 
reproduction by combating diseases and harmful 
bacteria. They are also responsible for plants and fruits' 
sensory qualities like color, bitterness, taste, and odor 
[1]. There is a wide variety of polyphenols in nature 
because phenolic compounds may take on a variety of 
structural shapes depending on their bonding state. As a 
result of a comprehensive survey, more than 8000 
polyphenol structures have been found [2]. Owing to 
their potential health advantages for humans, 
polyphenols are of tremendous interest in the functional 
food, nutraceutical, and pharmaceutical industries [3]. 
According to research and the use of polyphenols, olive 
leaves are known to be a good source of polyphenols [4]. 
One of the principal phenolic substances found in olive 
fruits and leaves is the o-dihydroxyphenol glycoside 
oleuropein [5]. 

Oleuropein is a bitter glycoside found throughout 
the olive tree, but primarily in the leaves [6,7], and 
studies suggest that this phenolic substance has 
significant anti-inflammatory [8], antimicrobial [9,10], 
and antiviral activities [11], among others. Consumers 
are increasingly seeking natural goods or products that 
incorporate natural chemicals in their composition, 
pushing researchers in the food and cosmetic fields to 
investigate replacing synthetic antioxidants with those 
derived from plants [12,13]. Phenolic ingredients can be 
extracted by several methods including the use of cold 
solvents [14], filtration [15], microwave [16], 

microfluidic system [17], pressurized fluid [18], Soxhlet 
[19,20], supercritical fluids [21], and ultrasound [22,23]. 

Soxhlet extraction is well known and preferred as an 
extraction method that offers much higher efficiency 
than other methods in obtaining the desired target 
compounds (antioxidant and phenolic compounds) [24]. 

In addition, it has some advantages over other methods, 
such as ease of operation, less costly, constant operating 
conditions (e.g., temperature), no need for additional 

https://dergipark.org.tr/en/pub/tuje
https://orcid.org/0000-0001-6646-0358
https://orcid.org/0000-0002-5595-3074
https://orcid.org/0000-0002-9273-2078


Turkish Journal of Engineering – 2023, 7(2), 116-124 

 

  117  

 

filtration and product purification, and constant contact 
of solvent and sample [25,26]. On the other hand, various 
experimental parameters dependent on these 
approaches, such as time, temperature, and solvent type, 
affect the extraction of phenolic compounds such as 
oleuropein. To generate this molecule, researchers 
studied to optimize the process and identify "clean" 
technologies that use non-toxic solvents and are low-
cost. Japón Luján et al. [27] investigated the identification 
and quantification of phenolic chemicals in olive tree 
material extracts (olive oil, olive pomace, leaves, olive 
pits, and branches). Oil was extracted using liquid-liquid 
extraction, leaves, stones, and twigs were filtered using 
micro-assisted filtration, and olive pomace was filtered 
using pressure-liquid filtration.  Oleuropein, which has a 
concentration of 2% (w/w) in olive leaves, was the 
highest phenolic component in olive tree materials. 
Oleuropein concentrations in leaves and branches were 
around 19 mg g-1 and 0.6 mg g-1, respectively. Yateem et 
al. [19] evaluated parameters such as pH, temperature, 
and solvent type for the extraction of oleuropein from 
olive leaves, and the highest content of oleuropein as 13 
mg g-1 dry olive leaf was obtained using 80% ethanol 
followed by 20% acetonitrile as 10 mg g-1 dry olive leaf. 
In another study, to enhance extraction yield, oleuropein 
content, and antioxidant activity, olive leaves were 
subjected to a pressurized liquid extraction (PLE) using 
environmentally friendly solvents such as water and 
ethanol. An ethanolic extraction at 190°C for three 
consecutive cycles was determined to be best regarding 
extraction yield. In terms of extracted oleuropein 
content, 43:57 mixtures of H2O/EtOH at 190°C for 1 
extraction cycle produced the optimum results [28]. Zun-
qiu et al. [29] compared the yields of oleuropein in leaves 
harvested at various dates during the harvest season. 
According to the findings, oleuropein levels dropped 
during flower bud differentiation and olive fruit ripening, 
with January having the highest oleuropein 
concentration (19.58%) and July having the lowest 
(1.56%). Lamprou et al. [30] studied a new low-cost acid 
hydrolysis process for extracting phenolic components 
from olive leaves (H2SO4). After hydrolysis, the resultant 
extract yielded an optimal level of oleuropein of 43.2 mg 
g-1 (dry weight basis). Recently, Cho et al. [31] examined 
the impact of the extraction solvent type (water, aqueous 
acetone, ethanol, and methanol) on various extract 
parameters to find the best conditions for olive leaf 
conversion to obtain phenolic. With 90% (by volume) 
methanol, the greatest extraction yield of 20.41% was 
obtained. The olive tree (Olea europeae) and its by-
products, such as a leaf, have also been studied by 
utilization of microwave-assisted extraction to create an 
extract high in total phenolics (TPI), flavonoids (TFI), and 
antioxidant activity (AA) using a variety of common 
solvents (ethanol, methanol, acetonitrile, and acetone 
solutions) (MAE). On the other hand, the response 
surface method (RSM) was used to establish the best 
experimental conditions of the parameters that were 
effective on a limited number of tests using a 3-factor and 
3-level central composite design (CCD). Under ideal 
conditions, the best results for TPI, TFI, and AA were 
10.45 mg GAE/g DL, 9.69 mg CE/g DL, and 96.34% (230 

W, 1.5 min, and 63.16 mL of 30% acetonitrile solution) 
[32]. 

The main objective of this study is to investigate and 
compare oleuropein extraction yield in a wide range of 
solvents (acetonitrile, ethanol, and methanol) in pure 
and aqueous concentrations under different parameters 
(extraction time, particle size, and pretreatment) by 
Soxhlet technique. Since Turkey ranks fourth in world 
olive production after Spain, Italy, and Greece in terms of 
botanical properties, ecophysiology, and phytochemical 
aspects [33], obtaining extracts such as oleuropein from 
the leaves of olive trees grown in large quantities can 
contribute considerably to the economy of Turkey. 

 

2. Experimental  
 

2.1. Chemicals 
 

The olive leaves employed as a raw material source 
in this study were obtained from olive trees on the Izmir 
Institute of Technology's campus (Izmir, Turkey). 
Oleuropein (98%) and sodium carbonate (99.5%) were 
purchased from Sigma Aldrich, while methanol (99.8%), 
ethanol (99.9%), acetonitrile (99.9%), acetic acid (99%), 
gallic acid (97.5%) and Folin-Ciocalteu's phenol reagent 
were provided from Merck. 

 

2.2. Method  
 

Before usage, olive leaves were thoroughly cleaned 
with tap water to remove dust and debris, sprinkled with 
deionized water, and dried for 24 hours in a vacuum oven 
(JSR JSVO-60T) at 55℃. After drying, the leaves were 
ground into a fine powder between 250 and 2000 
microns using a laboratory-scale grinder. To avoid 
frictional heating of the sample, the grinding procedure 
was repeated every 5 minutes.  

Oleuropein was extracted from olive leaves using a 
Wisd brand Soxhlet extraction apparatus (DH.WHM 
12295). The filter paper was used to weigh 10 g of 
pulverized olive leaves, which were then put in an 
extractor with a 250 mL solvent capacity. In this context, 
to obtain the highest oleuropein yield, the effects of 
different parameters were studied, namely solvent type 
(methanol, ethanol, acetonitrile) and their aqueous 
forms, extraction period (4 cycles, 4 h, and 8h), particle 
size (250-500 μm, 900-2000 μm). In addition, the effect 
of pretreatment on the amount of oleuropein in the 
extract and the efficiency of extraction was studied in 
such a way that the particle size was set between 250 and 
500 microns, and the solvents were chosen based on the 
best results of the preceding parameters: 80% methanol 
and 80% ethanol. The treatments were carried out in an 
ultrasonic bath at 40 kHz on 25-30℃ for 1 hour. After the 
1-hour pretreatment in the ultrasonic bath, the olive 
leaves were placed on filter paper and placed in the 
Soxhlet extractor. The extraction took place in 4 hours 
and 8 hours. 

A rotary evaporator was used to separate the extract 
from the solvent when the extraction was completed 
(Laborota 4001, Heidolph). The rotary evaporator's 
water bath temperature was set at 40°C, and the rotation 
frequency was set to 60 rpm. The remaining solid 
residue, on the other hand, was placed in a vacuum oven 
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for 24 hours at 50°C to remove moisture. The overall 
olive leaf conversion (𝑋, 𝑤𝑡%) was calculated based on 
the initial dry olive leaf amount (𝑊𝑖 , 𝑔) and the amount of 
remaining solid residue (𝑊𝑠, 𝑔) according to the Eq. (1): 
 

𝑋 (𝑤𝑡%) =
𝑊𝑖 − 𝑊𝑠

𝑊𝑖
× 100 (1) 

 

To assess the quantity of oleuropein in the olive leaf 
extract, a high-performance liquid chromatography 
(HPLC) instrument was used to evaluate the 
concentrated liquid product.  A C18 Inerstil column (5 m, 
250 mmx4.6 mm) and an Agilent 1100 series detector are 
included in the HPLC system. The mobile phase was 
acetonitrile/water (20:80, v/v) containing 0.1% acetic 
acid, and it was fed with a flow rate of 1 mL min-1 at a 
column temperature of 30oC. 

 The extracted amount of oleuropein was calculated 
by the Eq. (2): 
 

𝑞 =
𝐶𝑜𝑙𝑒𝑢𝑟𝑜𝑝𝑒𝑖𝑛 × 𝑉

𝑊𝑖
  (2) 

 
where 𝑞 is the amount of oleuropein per total gram of 

dry olive leaf (mg g-1 dry leaf), 𝐶𝑜𝑙𝑒𝑢𝑟𝑜𝑝𝑒𝑖𝑛 is the 

concentration of oleuropein transferred to the solvent 
phase (mg L-1) and V is the extracted volume (L). 

Folin-Ciocalteu's method was also used to determine 
the total phenolic content of the liquid extract. Folin-
Ciocalteu's reagent was diluted 10-fold in this procedure, 
and a 7.5 percent (75 g L-1) sodium carbonate solution 
was prepared. After combining 0.5 mL of Folin- 
Ciocalteu's reagent, 0.5 mL of liquid product, and 1 mL of 
saturated sodium carbonate solution, the volume was 
adjusted to 10 mL with distilled water.  After mixing, the 
liquid was kept at room temperature for 45 minutes in 
the dark.  Thermo's Multiscan UV spectrophotometer 
was used to detect the absorbance at 765 nm, and the 
phenolic content was defined in gallic acid equivalents 
(mg GAE/mL). 
 

3. Results and Discussion 
 

3.1. Effect of extraction solvent on conversion of 
olive leaf and oleuropein yield 
 

Solvent selectivity has great importance in extraction 
processes to obtain the desired compound from the plant 
material. To obtain a high yield of the desired compound 
in the extraction process, the extracted compound and 
the solvent must have similar polar properties. Because 
oleuropein, the most abundant phenolic ingredient in 
olive leaf extract, is a polar substance, a solvent with a 
high polarity is required to get oleuropein efficiently 
[34,35]. Polar protic solvents are solvents with polar 
features that release hydrogen into the environment and 
feed hydrogen to the environment via -OH bonds, 
resulting in increased extraction efficiency [36,37]. 

The effect of solvent type on the conversion of olive 
leaf and oleuropein yield under 10 g of dry olive leaf with 
a particle size of 250-500 μm, in the presence of different 
solvents (pure, 80%, 70%, 50%, and 20% ethanol, pure, 
80% and 50% methanol, 20% acetonitrile and water) 
and extraction time of 8 hours’ conditions are shown in 

Fig. 1. The content of oleuropein varied from 0.48 to 
13.35 mg g-1 dry olive leaf. The amount of oleuropein 
obtained in tests using methanol as a solvent was often 
higher than that obtained in experiments using other 
solvents. The highest amounts of oleuropein were found 
with 13.35 mg g-1 dry leaf with 80% methanol as solvent 
and 12.44 mg g-1 dry leaf with 80% ethanol as solvent.  
Meanwhile, 37.55 mg g-1 dry leaf was reported as the 
highest yield of oleuropein using pure methanol as 
solvent, while this value was found to be 18.58 mg g-1 dry 
leaf using methanol/hexane (3/2:v/v) as solvent [38].  

The quantity of oleuropein normally increases as the 
polarity of the solvents utilized increases. When 
compared to water (1), the polarity of methanol (0.762) 
and ethanol (0.654) is lower, resulting in a drop in the 
solvent's dielectric constant, which improves the 
solubility and diffusion of the desired target molecules in 
the solvent. However, the use of solvents in their pure 
form leads to dehydration and the collapse of plant cells. 
Proteins and phenolic chemicals in the cell wall are also 
denaturized. The extraction of phenolic compounds 
becomes harder as a result of these factors [39]. In our 
case, the lowest extraction efficiency was 17.6% in water, 
while the highest extraction efficiency was 36% in 80% 
methanol and 29.8% in 20% acetonitrile by volume, 
respectively. Pure ethanol and its aqueous solutions 
produced nearly identical findings, however, tests using 
methanol as a solvent yielded higher oleuropein yields. 
This can be explained by the higher polarity value of 
methanol compared to other solvents. Moreover, there is 
a big difference in oleuropein yield between the solvents 
in pure form (ethanol and methanol) and their aqueous 
solvents. This can also be explained by the higher polarity 
value of aqueous solvents as compared to pure solvents. 
Although water is the most polar solvent used, it does not 
seem to perform well in the extraction of oleuropein. The 
reason could be that the Soxhlet method's long boiling 
period at high temperatures decreases the extract's 
oleuropein concentration. The absence of such a 
situation in methanol extracts may be explained by the 
fact that the boiling point of methanol (64.7℃) is lower 
than that of water. 
 

 
Figure 1. Effect of solvent type on the quantity of 
oleuropein extracted per gram of dry leaf and olive leaf 
conversion after an 8-hour Soxhlet extraction 
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3.2. Effect of extraction time on conversion of 
olive leaf and oleuropein yield 
 

To minimize energy and cost, one of the most 
significant aspects to study in the extraction process is 
extraction time. The data obtained from 10 g of olive 
leaves with size 250-500 µm in 4 h and 8 h by Soxhlet 
extraction using pure, 80%, and 50% methanol, pure, 
80%, 70%, 50% and 20% ethanol, 20% acetonitrile and 
water are shown in Figs. 2a and 2b. 

The highest extracted amount of oleuropein was 
recorded as 13.35 mg g-1 of dry leaves after 8 hours of 
extraction with 80% methanol. The use of 80% ethanol 
as solvent for 8 hours of extraction resulted in a 
remarkable amount of oleuropein of 12.44 mg g-1 dry leaf 
as well. When comparing extraction times, 8-hour tests 
yielded significantly more oleuropein than 4-hour 
experiments. Methanol outperformed ethanol at 
different times (4.13 mg g-1 dry leaf for 4 h with pure 
methanol, 3.7 mg g-1 dry leaf for 4 h with pure ethanol).  
In addition, Pure solvents extracted less oleuropein from 
olive leaves than aqueous solvents, according to the 
findings. Xie et al. [40] also investigated the effect of 
varied ethanol-water mixture proportions on the yield of 
oleuropein extract. The maximum oleuropein yield was 
discovered to be between 55 and 75% ethanol, and the 
mixture of ethanol and water was shown to be a good 
solvent. Because it combines polarity and penetration 
properties, this feature is particularly essential. The 
affinity of the solvent and solute, as well as the increased 
surface area of contact between the solvent and solute, 
were also thought to boost the yield of the target 
molecule. Therefore, the oleuropein yield and ethanol 

concentration fell between 75 and 85% before remaining 
unchanged between 85 and 95%.  The content of ethanol 
increased while its polarity reduced as a result of the 
observations. This property was discovered to be 
detrimental to oleuropein yield, and the optimum 
ethanol concentration was set at 75%. 

Furthermore, both 80% methanol and 80% ethanol 
gave higher yields of oleuropein under different 
experimental conditions. The amounts of oleuropein in 
the solvent 20% acetonitrile were almost the same for 
different extraction times. For example, 6.4 mg g-1 dry 
leaf was obtained with 20% acetonitrile for 4 hours while 
6.72 mg g-1 dry leaf was obtained with 8 hours. The 
oleuropein amount of 20% acetonitrile solvent gave 
better results than the 20% ethanol solvent in the 4- and 
8-hours extraction experiments. Although acetonitrile 
gives good results in oleuropein amount, it was not used 
in other experiments because of its high boiling point and 
because it is an expensive solvent. The boiling 
temperature of acetonitrile is 81.6℃ and similar 
oleuropein yields were obtained as it is close to the 
boiling point of water. Since the boiling points of ethanol 
or methanol are lower than the boiling temperature of 
water, higher oleuropein yields were observed in the 
presence of these solvents. 

On the other hand, the highest extraction efficiency in 
terms of olive leaf conversion was found to be 36% using 
80% methanol for 8 hours. The following highest 
conversion efficiencies were obtained using 80% ethanol 
and 70% ethanol for 4 hours’ extraction with 30% and 
32.3% respectively. The extraction yields at two different 
extraction times were very close even at 50% ethanol. 
 

 
 

  
(a) (b) 

Figure 2. Effect of extraction time on (a) the amount of oleuropein extracted per gram of dry leaf and (b) the 
conversion of olive leaves by Soxhlet extraction 

 
3.3. Effect of particle size on conversion of olive 
leaf and oleuropein yield 
 

Pre-treatments, such as separation techniques or 
particle size reduction, could be applied to raw materials 
to achieve a great improvement in the extraction 

efficiency of phenolic compounds [41]. Physical 
processes such as drying and grinding are of great 
importance in obtaining herbal extracts. The values of 
oleuropein and extraction yield at various particle sizes 
were attempted to be determined in this section. 
Oleuropein was aimed to be extracted from 10 g of olive 
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leaves in four cycles using pure methanol and ethanol, 
80% ethanol, and water solvents (1 cycle = 45 min for 
methanol, 40 min for ethanol, and 75 min for water). The 
operating conditions were kept the same in all 
experiments, the particle sizes of olive leaves (250-500 
µm, 900-2000 µm) were changed to understand the 
effect of particle size on oleuropein yield. Figs. 3a and 3b 
show the determined oleuropein and extraction yields by 
Soxhlet extraction of particles of various sizes, 
respectively. Particle size was found to significantly 
affect oleuropein yield. In an 80% ethanol extract, the 
yield of oleuropein obtained with a size of 250-500 µm 
was about 5 times higher than that obtained with a size 
of 900-2000 µm.  The highest oleuropein yield was 5.4 
mg g-1 dry leaf with 80% ethanol, 250-500 µm, while the 
lowest oleuropein yield was 0.03 mg g-1 dry leaf with 

water, 900-2000 µm. This is due to the fact that as 
particle sizes are reduced, the surface area rises, making 
oleuropein extraction considerably easier and efficient.  
Additionally, the highest yield in terms of olive leaf 
conversion (26.7%) was also found when 80% ethanol 
was used as solvent and particle size was 250-500 µm, 
while the lowest yield (9.5%) was obtained when water 
was used with a particle size of 900-2000 µm of olive 
leaves. In general, it was observed that the solvents used 
(ethanol, methanol, and water) showed higher extraction 
efficiency for particles with size of 250-500 µm. Overall, 
the results are in good agreement with the literature, 
namely, Nagy & Simándi, (2008) studied the impact of 
particle size and moisture content on supercritical fluid 
extraction of chili peppers and found that using smaller 
particle sizes resulted in greater extraction yields [42]. 

 

  
(a) (b) 

Figure 3. Effect of particle size on (a) the amount of oleuropein extracted per gram of dry leaf and (b) the 
conversion of olive leaves by Soxhlet extraction in four cycles extraction 

 
3.4. The effect of pre-treatment on oleuropein 
yield and extraction efficiency  
 

The data regarding the effect of pretreatment on 
oleuropein yield and extraction efficiency are presented 
in Table 1. For better differentiation, the results were 
compared with Soxhlet extraction experiments without 
pretreatment carried out under the same conditions 
(250-500 µm, 80% MetOH (4 h and 8 h) and 80% EtOH 
(4 h and 8 h)). As expected, a decrease in the extracted 
amount of oleuropein was observed due to the 
degradation of phenolic compounds in olive leaf during 
the sonication for 1 h. Nevertheless, among the 
pretreatment experiments, the highest oleuropein 
content was found to be 5.57 mg g-1 dry leaf when 80% 
MetOH was used for 8 h, while the lowest oleuropein 
content was 3.17 mg g-1 dry leaf when 80% EtOH was 
used for 4 h. According to a recent investigation of 
ultrasound-assisted extraction for the yield of oleuropein 
and hydroxytyrosol with extraction times of 10 min, 30 
min, 60 min and 120 min, the highest yield of oleuropein, 
was obtained in the first 10 min of extraction with a value 
of 10.65 mg g-1 dry leaf. However, a steady decrease in 
the oleuropein yield was observed when extraction times 
of more than 10 min were applied in the experiment [43]. 
In another study, olive leaves were also extracted by 

ultrasound assisted and low-pressure extraction of 1, 2, 
3, 4, 5, 10 and 15 min duration. The maximum oleuropein 
yield was obtained after 3 min but then stabilized with 
increasing time, indicating that oleuropein extraction 
was completed after 3 min [44]. Overall, pretreatment by 
sonication had a negative effect on oleuropein yield, as 
part of the phenolic content might have degraded by the 
temperature rise during heating in the ultrasonic bath. 
 
Table 1. The effect of ultrasonic pre-treatment on 
oleuropein yield  

Solvent Type Extraction Time 
Oleuropein 

Yield 
(mg/g dry leaf) 

80% methanol 
(Without pre-

treatment) 

4 h 
8 h 

8.79 
13.35 

80% methanol 
(With pre-
treatment) 

4 h 
8 h 

4.85 
5.57 

80% ethanol 
(Without pre-

treatment) 

4 h 
8 h 

10.6 
12.44 

80% ethanol 
(With pre-
treatment) 

4 h 
8 h 

3.17 
5.06 
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3.5. Total phenolic content assay (Folin-
Ciocalteu’s method)  
 

The effect of pure ethanol and its aqueous forms such 
as 20%, 50%, 70% and 80% with different extraction 
times (4 h, 8 h) on total phenolic content and the 
comparison of extraction with ethanol and methanol 
with 4 h duration in terms of phenolic content is shown 
in Figs. 4a and 4b, respectively. The highest phenolic 
content was observed with 80% ethanol for 8 h (0.082 
mg GAE mL-1), while extraction for 4 h with pure ethanol 
gave the lowest value for phenolic content (0.02 mg GAE 
mL-1). Pure ethanol did not show to be a viable solvent 

for olive leaf extraction for both the amount of 
oleuropein and total phenolic content, but 20% ethanol 
appears to produce better results than pure ethanol for 
both oleuropein and total phenolic content.  This finding 
implies that water is required to improve polyphenol 
extraction from plant tissue diffusion, making extraction 
easier and more effective. The total phenolic content was 
almost comparable in terms of the amount of oleuropein 
when used ethanol and methanol and their aqueous 
solutions as solvent type. The highest yield was obtained 
using 80% ethanol solution and the phenolic content was 
found to be 0.068 mg GAE mL-1. 
 
 

 
 

  
(a) (b) 

Figure 4. The influence of (a) extraction time (4 h, 8 h) with different ethanol content and (b) solvent type (ethanol, 
methanol) with 4 h extraction on total phenolic content. 

 
 
 
 
 

4. Conclusion  
 

This study contributes to the valorization of olive 
leaves by extracting polyphenols from them using 
different types of solvents and parameters. Oleuropein, 
the major phenolic compound in olive leaves, was 
obtained by Soxhlet extraction, which has long been 
known in the health field and is a crucial raw material 
with high availability in our country, as Turkey is the 
fourth largest olive producer in the world. In this context, 
the type of solvent and aqueous solutions (ethanol, 
acetonitrile, methanol, and water), extraction time (4-8 
h), particle size (250-500 μm and 900-2000 μm) and pre-
treatment of olive leaves on the amount of oleuropein 
and extraction yield were investigated. The summary of 
the experiments and obtained oleuropein amounts is 
given in Table 2. 

When aqueous solvents were used instead of their 
pure forms, a larger quantity of oleuropein was 
produced. This is explained by the fact that water 
distends the cells of plants and facilitates diffusion. 
Higher oleuropein yield was obtained when the particle 
size of the raw material to be utilized for extraction was 
lowered.  Increasing the extraction time and using 80% 
methanol as solvent resulted in significant improvement 
in oleuropein yield. In contrast, the use of pre-processed 
olive leaves in the extraction process resulted in a serious 
decrease in the oleuropein yield. The largest quantity of 
oleuropein and extraction efficiency were obtained from 
olive leaves with a particle size of 250-500 µm during an 
8-h extraction with an 80 percent methanol solution as 
the solvent. Under these circumstances, the greatest 
oleuropein concentration was found to be 13.35 mg g-1 of 
dried leaves, with a 36% extraction efficiency. 
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Table 2. Comparison of oleuropein amounts obtained in different experiments 

ExpNo. Solvent type Time  
Particle size  
(µm) 

Oleuropein amount 
(mg/g dry leaf) 

1 80% MetOH 8 h 250–500  13.35 
2 80% EtOH 8 h 250–500  12.44 
3 80% EtOH 4 h 250–500  10.60 
4 70% EtOH 8 h 250–500 9.11 
5 80% MetOH 4 h 250–500  8.79 
6 Pure MetOH 8 h 250–500  8.34 
7 50% EtOH 8 h 250–500  7.52 
8 20% ACN 8 h 250–500  6.72 
9 70% EtOH 4 h 250–500  6.61 
10 20% ACN 4 h 250–500  6.40 
11 80% EtOH 4 cycles 250–500  5.40 
12 50% MetOH 8 h 250–500  5.31 
13 Pure EtOH 8 h 250–500  5.27 
14 20% EtOH 8 h 250–500 4.31 
15 Pure MetOH 4 h 250–500  4.13 
16 Pure MetOH 4 cycles 250–500 3.90 
17 Pure EtOH 4 h 250–500  3.70 
18 50% EtOH 4 h 250–500  3.44 
19 Pure EtOH 4 cycles 250–500 2.78 
20 50% MetOH 4 h 250–500  2.05 
21 20% EtOH 4 h 250–500  1.28 
22 Water 4 cycles 250–500 0.85 
23 Water  8 h 250–500  0.48 
24 Water 4 h 250–500  0.33 
25 Pure MetOH 4 cycles 900-2000 0.07 
26 80% EtOH 4 cycles 900-2000 0.06 
27 Pure EtOH 4 cycles 900-2000 0.05 
28 Water 4 cycles 900-2000 0.03 
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1. Introduction  
 

Diesel engines are becoming increasingly 
widespread in transportation and freight transport due 
to their high efficiency and development torque [1-3]. 
They have an internal combustion ignition system where 
fuel is sprayed on compressed air heated at 
approximately 700 °C - 900 °C inside the cylinder. In cold 
climate countries among the numerous problems that 
can affect the operation of diesel vehicles, one of the most 
important is the start off. Especially in the winter months, 
the cold engine block prevents the first run. In fact, the 
external low temperature affects the temperature of the 
cylinder block, which must be preheated to trig the fuel 
ignition [4-5]. The unburned mixture with a high fuel 
mixture ratio is release to atmosphere by the exhaust. 
Gas released to the atmosphere causes the release of 
toxic greenhouse gases to the environment [6-10]. At this 
moment, the burning event does not take place properly 
causing engine knockings [11]. In order avoid the 
mechanical abrasions between the motor and the 

transmission components and also to improve the 
driving comfort, diesel vehicles use a Glow Plug (GP). 

Before the diesel engine start off, the heating 
element within the GP must be activated during about 10 
to 20 s depending on the volume of combustion 
chambers. At the end of this time, the tip surface of the 
GP reaches a temperature between about 800 to 1000 °C 
allowing a comfortable engine start [12]. By using the GP, 
the smoke released from the engine during the start off is 
reduced from about 49 % to 60% [13-14]. Since the GP 
transforms the electrical energy of the battery to a 
thermal energy, prolonging the preheating temperature 
is shortening the lifetime of the car battery. 

The diesel engine consists on at least four-cylinder 
blocks which contains a separate GP. Each of them must 
have the same properties to allow approximately the 
same ignition conditions for insuring the driving comfort. 
If not mechanical snags and exhaust gas emissions can be 
occurred.  

In this study, GP used in diesel cars using 12 V supply 
voltage was targeted and product improvement studies 
that can be done in GP manufacturing. 

mailto:mehmet.sen@asbu.edu.tr
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2. Technical Background of GP 
 

The GP contains four main elements; Glowing Tube 
(GT), Electrical Insulator (between heating resistance 

and GT), Insulator Ring (between connection terminal 
and body) and Heating Element (HE). The former 
consists of Heating Resistor (HR) and a Regulating 
Resistor (RR).  These parts are shown in Fig. 1.  

 

 
Figure 1. The basic parts of the GP and the assembly sequence 

 
 
2.1. Selection of GT Material 
 

The most important task of GT is to transfer the heat 
coming from the HR into the engine block with the lowest 
energy loss. This is the most important feature expected 
from GT in GPs. During the engine working, the GT must 
be resisted to high the internal temperature (1500-
2000°C) and without being corroded.  

In order to switch on and to enable the working of 
the HE (positive), the GP is connected the chassis 
(negative). For this reason, the protective sheath must be 

an electrically conductive material. A hollow rod tube 
made of Inconel ASTM / UNS 310 / 310S stainless steel 
material was selected as material meeting the 
requirements specified in this study. Physical properties 
of 310S Stainless Steel are in Table 1 [15]. If the 
protective sheath is an insulating material (e.g., 
ceramics), it must be removed from the protective jacket 
and must be connected at both ends of the HE. This will 
involve an additional workmanship and cost. 
 

 
Table 1. Physical properties of 310S stainless steel 

Density (at 25°C) Thermal Conductivity (at 100°C) Melting Point Specific Heat Capacity Electrical Resistivity (at 25°C) 

8 g.cm−3 14.2 W.m-1.°C-1 1400°C 500 J.kg-1.°C-1 0.78 Ω.m 

 
 
2.2. Electrical Insulation between Heating Coil and 

GT  
 

The electrical insulating material between the HE 
and the GT in the GP should be thermally conductive. 
Moreover, it must be able to prevent oxidation of the 
heating wire, maintain its insulating property at high 
temperatures, and easily enter between the GT and the 

HE. In this study, magnesium oxide (MgO) was chosen as 
the material providing these properties. Its physical 
properties are shown in Table 2 [16]. Since MgO absorbs 
ambient moisture very quickly, it must be dried in the 
oven at about 100 °C before using. Unless the GT can be 
oxidized and be deformed resulting in shortening of the 
lifetime of the resistance element. 
 

 
Table 2. Physical properties of MgO 

Appearance Melting point (°C) Density (g.cm−3) Thermal conductivity (W.m−1.K−1) 

White Powder 2830 3.58 45-60 

 
 
2.3. The Insulator Ring  
 

The insulation material inside the GT must not only 
avoid the conductivity between the positive lead and the 
vehicle's chassis (negative lead), but also withstand the 
motor temperature. In this study, a ring-insulation 
element is made of a polypropylene-based material 
which melting temperature is at about 160 °C. 
 
2.4. Heating Element 
 

The HE is used to heat the GT up to 800 °C - 1000 °C 
in optimum time. It consists of two resistance elements 
(HR and RR) connected in series showing in Fig.2. The 
heating temperature is provided by the HR, while the RR 
is used to limit the current in the circuit. The RR is 
essential to prevent the GT from reaching its melting 

temperature. The total resistance values of the HR and 
the RR must be initially small, so that the GT can quickly 
reach the desired temperature value. When a voltage is 
applied to these HEs, a large current flows through the 
first switch.  
 

 
Figure 2. Scheme of heating element (HR and RR) 

 

If the GPs are permanently switched on, they will 
draw more current than the battery (each GP draws a 
current of about 12 A), which shortens the life of the 
battery and negatively impacts the charge. In order to 
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overcome this drawback, the resistance of the HR should 
slightly change, while the resistance of the RR should 
increase more rapidly. In order to provide the necessary 
features in this work, it is considered suitable to use 

Kantal A [17] or D [18] as HR and Nickel 201 as RR. 
Physical properties of the materials used in the study are 
presented in Table 3. 

 
Table 3. Physical properties of Kanthal A and Nickel 201 

Items Kanthal A Nickel 201 
Density (g.cm−3) 7.15 8.89 
Electrical resistivity at 20°C (μΩ.m) 1.39 0.096 
Melting point 1500 °C 1435 °C 
Thermal conductivity (W.m-1.K-1)   11 (at 50°C) 67.1 (at 100°C) 
Temperature factor of resistivity at 800°C 1.05 0.46 

 
 
3. Material and Method 

 
The design parameters of the HR and RR must be 

determined appropriately to ensure that the GT reaches 
the required temperature. It is necessary to determine 
the cross-section and length of the RR and HR conductors 
and how they should be wrapped around the winding 
diameter. First of all, it is necessary to determine the total 
resistance value to reach the required temperature of the 
GT to be generated by the current that will flow through 
the HR. The amount of heat required to reach the desired 
temperature of the GT can be calculated from Eq. (1). 
 

( )  . . f sQ m c T T= −
 

(1) 

 
Where; Q: the amount of heat (cal) to be supplied to 

the GT; m: mass of the heating zone (gr); c: specific heat 
of the GT (cal.gr-1.°C-1); Tf and Ts are the final and starting 
temperatures (C) of the metal sheath. Initially, the HR 
must be able to generate this amount of heat in a very 
short time. From here, the amount of power that the HR 
must give every second can be calculated from Eq. (2). 
 

( )0,239   1  0,239  P Q W cal s=  =
 

(2) 

 
The value of the HR to obtain the required heat can be 

calculated from Eq. (3). 
 

2R U P=
 

(3) 

 

Where; P is the amount of power that the HE must 
produce (W); U is the operating voltage of the HR (U is 
the battery voltage of the vehicle to be used). The length 
of the conductor required to obtain the heating 
resistance can be calculated from Eq. (4). 
 

L R A =   (4) 

 
Where; ρ is the resistivity (Ω.m), R is the electrical 

resistance of the material (), L is the size of the material 
(m), A is the cross-sectional area of the material (m2). 

In practice, the operating voltages of the GPs are 5, 12 
or 24 V. In Sea vehicles and small vehicles 5 V, 
automobiles 12 V, trucks, large vehicles such as TIR 24 V 
is used. For cars with a 12 V battery supply, an energy of 
about 150 W.s-1 must be provided in the GP cylinder. In 
this case, the total resistance of each HE can be calculated 
as R = 122/150 = 0.96 from Eq. (3). This study was done 
for 12 V GP used in automobile. When calculating the 
values for the HE, the heat transfer losses of the metal air 
heating and insulation materials were not taken into 
account at the beginning. In order to accurately estimate 
the value of the correction coefficient, a sample was first 
generated according to the data obtained from the 
calculations. A correction coefficient is obtained from the 
experimental results of the sample. The values of both HE 
and RR were re-determined with the obtained 
coefficient. The values obtained by taking the correction 
coefficient into account are given in Table 4. 
 
 

 
Table 4. Technical values of HR and RR according to 12 V GP 

Element  Material diameter 
(mm) 

Number of 
turns 

Winding 
diameter (mm) 

Resistance 
(Ω; at 20 C) 

Resistance 
(Ω; at 800 C) 

Resistance 
(Ω; at 1100 C) 

HR 0.40 10 1.95 0.677 0.697 0.706 

RR 0.25 26 2 0.319 1.530 1.797 

HE  - - - 0.997 2.228 2.503 

 
 

The resistance of the HR is slightly increasing while 
the one of RR increases abruptly with temperature. The 
change values of the total resistance 12 V GP of HE values 
depending on the temperature are given in Tab. 4. 

The diffusion of heat along the GT induces the flow 
down of the current on both resistances; therefore, the 

temperature is decreasing with time. This is the reason 
why the melting temperature of the GT is never reached. 

In Fig. 2, each of the elements used as resistors in the 
heating have a self-inductive value. It is well known that 
a solenoid inductor can be calculated from low 
frequencies, we can calculate the inductance using as 
Eq. (5) [19]. 
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2
0N r A

L
l

   
=

 
(5) 

 
The electrical equivalent circuit of the GP is shown in 

Fig. 3. 
 

 
Figure 3. Electrical equivalent circuit of the GP 
 

In Fig. 3, R represents the total resistance of the HEs 
and L represents the total inductance of the HEs. Using 
the modified Kirchhoff’s rule for increasing current, 
dI/dt, the R-L circuit is described by the following 
differential Eq. (6). 
 

0
dI

V I R L
dt

−  − =
 

(6) 

 
Integrating over both sides and imposing the 

condition I(t=0) = 0, the solution to the differential 
equation is given in (7). 
 

( ) (1 )
t L

R
V

I t e
R

− 

= −
 

(7) 

 
In order to reach the V / R value in a very short time 

the circuit current must be as low as possible and R value 
as large as possible. If this time is too high, the heat 
generated by the HE in the GP will cause the heating tube 
to travel along the metal jacket to the body of the engine 
block. In this case, the heat to be delivered into the engine 
block will cause the desired temperature to reach a much 
longer time. As a result, the heat generated from the HTs 
cannot be used in a desired manner, which will cause 
unnecessary power retraction from the battery that will 
reduce the efficiency of the system and cause the vehicle 
to operate for a longer period of time. Reducing the 
minimum inductor value of the GT ensures that the 
current through the heating coil reaches its nominal 
value in a very short time, thus eliminating the above-
mentioned drawbacks. The connection forms of the 
resistance wires to reduce the total inductor value as 
much as possible are shown in Fig. 4. Cumulatively 
Coupled Series Inductors (CCSI) are shown in Fig. 4(a), 
Differentially Coupled Series Inductors (DCSI) are shown 
in Fig. 4(b), and Proposed Method Inductors (PMI) are 
shown in Fig. 4(c). 
 

 
Figure 4. Winding patterns of HR and RR a) CCSI, b) DCSI, 
c) PMI 
 

The process to reduce the total inductance value of 
the HR and the RR is as follows. 
 
3.1. CCSIs 
 

If the HR and the RR are wound in the same direction 
and are connected in series as shown in Fig. 4(a), the total 
ohmic resistances are R = RR + RH.  Where: R: Total 
resistance, RR: Regulating coil of Resistance (Ω) and RH: 
Heating coil of Resistance (Ω). Because the form of 
winding does not affect the values of the HR and RR, 
other winding methods do not change the impedance 
values. Therefore, this equation will be the same for the 
three winding methods. 

The total inductance is L = LR + LH.  Where, LR is the 
regulating coil of inductor value (H) and LH is the heating 
coil of inductor (H). Since these resistors are placed in a 
conductive metal tube, mutual inductance between LR 
and LH occurs. In this study, the size and cross-section of 
the conductor to be used in the HR and RR are 
predetermined. As can be understood from the Eq. (4), 
while winding the resistors in the form of a coil, the 
winding radius should be kept as small as possible so that 
the inductor values are small. If the winding directions of 
the heating resistance wire and the balancing resistance 
wire are the same, the total inductance value can be 
calculated from Eq. (8) [20]. 
 

2R H

dI dI dI dI
L L L M

dt dt dt dt
= + +

 (8) 
 

L=LR+LH+2M 
 

Where; 2M represents the influence of 
coil LR on LH and likewise coil LH on LR. Eq. (8) can be 
written as in Eq. (9) in accordance with the operating 
parameters. 
 

2 2 .Ta H R HR H R H RL L L M L L L L= + + = + +
 

(9) 

 
2 2

2 2

Where; . ;   . ;  . ;

4;  4;  ;  ;

HR H R H H H H R R R R

R R H H H H H R R R

M L L L N A l L N A l

A D A D l N s l N s

 

 

= = =

= = = =  
 

LTa; Total inductor of structures, LH: HR’s inductor, 
LR: RR’s inductor, MHR: Mutually inductance between 
HR and RR, NH: Turn number of heating resistance, NR: 
Turn number of RR, AH: Cross section area of HR (m2), 
AR: Cross section area of RR (m2), lH: Length of HRs (m), 
lR: Length of RRs (m), DH: Winding diameter of HR, DR: 
Winding diameter of RR, SH: Resistance diameter of HR, 
SR: Resistance diameter of RR. The inductor values for 
this winding type are given in Table 5. This method is not 



Turkish Journal of Engineering – 2023, 7(2), 125-133 

 

  129  

 

suitable for winding because our aim in this study is to 
decrease the total inductor value. Because the mutually 
inductor value further increases the total inductor value. 
 
3.2. DCSIs 
 

If the HR is wound in one direction and the RR is 
wound in the opposite direction of the winding 
resistance and the series is connected as shown in Fig. 
4(b). Since the winding directions of the HR wire (LH) 

and the RR wire (LR) are different, the total inductance 
value (LTb) can be calculated from the Eq. (10). 
 

2 2 .Tb H R HR H R H RL L L M L L L L= + − = + −
 

(10) 

 
The inductor values for this winding type are given in 

Table 5. Because our aim in this study is to reduce the 
total inductor value, this method may also be suitable for 
winding, because mutually reducing the value of the total 
inductor value of the inductors. 

 
Table 5. 12 V GP Total inductance values of the HR and the RR in relation to the winding direction 

Mutually inductors (µH) CCSI (µH) DCSI (µH) 

0.196 0.700 0.112 

 
3.3. PMIs 
 

In this study, we aim to approximate the total 
inductor value to zero, so we propose a new form of 
winding as shown in Fig. 4(c) as a third method. As seen 
in Table 6, the total inductor value of the resistors 
decreases inversely with one another. If we want to 
reduce this value further, we can further reduce the total 
inductor value by reversing some of the RR in itself. In 

this technique, the heating coil is wound with the 
winding direction and part of the RR coil being in the 
same direction. The remaining part of the RR coil is 
wound in the opposite direction to the first part. When 
LR in Eq. 10 is substituted by 
LR=LR1+LR2−2(LR1.LR2), the total inductance value 
(LTc) presented in Eq. (11) can be obtained. 
 

 

( ) ( )1 2 1 2 1 2 1 2 2 . 2 . 2 .Tc H R R R R H R R R RL L L L L L L L L L L= + + − − + −
 

(11)  

2 2
1 1 1 2 2 2  . ;   .R R R R R R R RL N A l L N A l = =

 
 
LTc; Total inductor of proposed structures, LR1: First part of RR’s inductor in proposed model, LR2: Second part of RR’s 
inductor in proposed model. 
 

The purpose here is to set the mutual impedance 
value to be M = (LR + LH) / 2. Table 6 of the proposed 
method gives the mutually inductor values for the 12V 
HR to be formed when the RR is wound in the same 
direction as the 5-turn HR. The table for the 
recommended method for 12V GP is given in Table 6. 

Resistance values and total inductor values are given 
in Table 7. Depending on the temperature of 12V GP from 
Eq. (5), it can be said that the value of the inductor does 
not significantly depend on the temperature.  

 
Table 6. 12 V GP Inductor values for the proposed method 

Resistance 
Material diameter 
(mm) 

Winding diameter  
(mm) 

Number of turns Winding and direction 
Mutually Inductors 
(µH) 

HR 0.40 1.95 10 10 same direction 0.0938 
RR 0.25 2 26 21 reverse direction 0.3358 
RR 0.25 2 26 5 same direction 0.0746 

 
Table 7. Resistance values and total inductor values depending on the temperature of 12 V GP 

Temperature 
(C) 

HR  
(Ω) 

RR 
(Ω) 

HE  
(Ω) 

CCSI 
(µH) 

DCSI  
(µH) 

PMWI (µH) 

20 0.677 0.319 0.997 0.896 0.111 0 
800 0.697 1.530 2.228 0.896 0.111 0 
1100 0.706 1.797 2.503 0.896 0.111 0 
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Conductor cross-sections of HR and RR are different 
and are made from different materials. The series 
connection of the two groups of winding is performed by 
the welding method shown in Fig. 5(a). The welding 
process was performed with the laser diode pumped 
Nd:YAG laser device shown in Fig. 5(b) because the 
conductor’s cross-sections are small and require precise 
welding operation [21-22]. 

In this study, the HE was made in the form of a 
replaceable tube as shown in Fig. 6. Thus, the GP can be 
easily replaced without removing the part that is 
mounted on the cylinder block. Therefore, both labor and 
material savings are provided. 

 

 

 
Figure 5. a) Welding of resistance wires b) Laser device 

 
 

 
Figure 6. GP’s mounting style for changing the HE 
 
3.4. Experimental GP Test Setup 
 

In order to obtain the experimental test results of the 
designed and manufactured GP, the test setup block 
diagram is given in Fig. 7. 

The assembly of the manufactured sample GP to the 
test assembly is shown in Fig. 8(a). The voltage and 
current values applied to the GP the Human Machine  

Interface (HMI) screen display is shown in Fig. 8(b). 
Fig. 8(c) shows the thermal camera image of the end of 
the GP. 

Pyrometer shown in Fig. 8(a) is used for GP tip 
temperature measurement in this study.  

One of the pyrometers (Dias Company's Pyrospot DG 
10N / DG 10NV) was used to measure the temperature 
distribution of the GP end region as shown in Fig. 8(a). 
This pyrometer has display output and analog output. As 
can be seen in Fig. 8(c), the temperature distribution of 
the measurement area can be measured from a display 
connected to the screen output. The GP tip temperature 
measurement data was transferred from this pyrometer 
analogue output to the Programmable Logic Controller 
(PLC). 

 
 

 

 
Figure 7. Block diagram of test setup 
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Figure 8. a) Test setup, b) HMI image of test data, c) Thermal camera image 

 
4. Results and Discussion 
 

A 12 V GP was manufactured with three winding 
techniques, corresponding to the parameters given in the 
study (Tab. 4 and Tab. 6). The variation of the current and 
total power consumption of the HE is shown in Fig. 9(a) 
and Fig 9(b) respectively. 

In the proposed novel method, which is 
understandable from the interpretations of the graph, 
the current reaches the nominal value very quickly. By 
using this proposed novel method, it is possible to reach 
the nominal value of the current in a very short time like 
1μs by reducing the total inductor value of the HEs as 
much as possible. In this case, the temperature of the 
zone where the glow tube HR is located can reach 800-
1000 C in a short time like 6s without allowing the heat 
obtained from the HR to spread through the GT. In this 
study, it was tried to approximate the total value to zero 
by considering the series connected inductors in the 
mutually inductor values. Whatever is done, this value 
cannot be really zero due to even electric power cables 
that feed GPs have an inductive value. In this study, it was 
tried to reduce this value as much as possible by the 
winding method developed. 

The pulling of the total inductor value of the GP 
resistors may be possible by reducing the coil surface 
area as understood from the Eq. (4). However, it is 
possible to reduce the surface area of the HR only with a 
winding of smaller diameter. In this case, it is difficult to 
transfer the heat from the HR to the GT trough. In this 
case, the result is that the material used for making the 
HR reaches the melting point of the material and 
deteriorates. Therefore, this method is not preferred in 
this study. 

Experimental images of the proposed method and the 
other methods of GP at the same time are given in Fig. 8. 
GPs produced with these three methods have been tested 
together, after applying 12 A at start and waiting 6 s, it 
can be seen that the heating is low for GP prepared with 
CCSI, while highly heated but short area is observed with 
DCSI method and finally highly heated on large area is 
observed with PMI. Samples are presented in Fig. 10.  

In order to obtain the test results according to the 
three methods mentioned in this study, 4 pieces of GP 
according to each method were manufactured. The test 
results of the GPs were obtained as a result of testing the 
experimental setup one by one. The test results were 
obtained using the experimental setup given in Fig. 8. 
When we applied voltage to the GP’s, we started up a 
chronometer in PLC and recorded the instantaneous 
temperature time change values depending on the time 
with the pyrometer which we mounted on the test 
system. We selected sampling time of 50 ms for this 
study. The temperature change of each GP was recorded 
in PLC for a sampling time of 0.5 s. The averages of the 
test results obtained for each method are shown in the 
graph of Fig. 11. There are very small temperature 
changes between GP’s temperatures. This can be 
interpreted as the sum of a number of errors that can 
occur up to the time when the resistive wire section used 
in the production stage of the product is not 
homogeneous, the delay in PLC sampling time and etc. As 
can be understood from Fig. 11, at the end of 5 seconds, 
the GP tip temperature was 670 C at the CCSI technique, 
800 C at the DCSI technique, and 850 C at the PMI 
technique. 

 
 

 

  
Figure 9. Shows the time-dependent; a) Current b) total power consumption on HE of 12 V GPs manufactured 
according to three methods 
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Figure 10. GP of; (a) CCSIs, (b) DCSIs, (c) PMIs. 
 

 
Figure 11. Change of the tip temperatures of the four GP 
produced by three methods depending on the time 
 
 

5. Conclusion  
 

In this study, the work to be done on the product was 
investigated and the results were observed 
experimentally in order to reduce the duration of 
warming and to produce standard GP’s. With the product 
improvement work made, the electrical properties of the 
GP’s are made identical and the production GP are 
provided at 850 ° C for 5 seconds. The standard product 
is obtained to ensure the combustion of each cylinder 
block at the same time, preventing greenhouse gas 
emissions from causing unnecessary mechanical 
knocking and unnecessary greening of the environment. 
During the delay in achieving the desired temperature of 
the GP’s during the required time, the heat generated by 
the GP is absorbed by the cylinder volume, causing the GP 
to heat up longer and to consume more power from the 
battery. Thanks to the work done, optimal heat is 
obtained from reaching the optimum temperature 
during the optimum time, which prevents unnecessary 
power consumption from the battery and shortening the 
battery life. Considering that there are millions of 
vehicles in the world, the positive effect of any 
improvement in exhaust emissions on global warming is 
so important that it cannot be ignored. 

Deterioration of the GP’s is usually caused by 
exposure of the outer surface of the HE to corrosive 
effects or breakage of the resistance material contained 

therein. In the event of a malfunction in this work, the GP 
is replaced by a tube, which requires the most 
workmanship to replace it. In this case, it is 
manufactured in such a way that this tube can be easily 
changed so that maintenance can be done quickly and 
easily, and the service cost are reduced by 60%. The part  

of the GP mounted on the engine block has been 
reduced to prevent the adverse effects on the 
environment. 
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1. Introduction  
 

In this paper, we present the unique set-up we 
developed to visualize and produce medical imaging into 
the VR environment. The difference between our 4-wall 
VR system and head mounted displays HMD VR 
experience is demonstrated. The presented 4-wall virtual 
environment is a fully immersive virtual reality (VR) 
environment that consists for a collection of screens with 
rear projection of content visualized in space through the 
use of head mounted devices or 3D glasses, an 
integration system of software, and multiple projector-
screen apparatuses. The presented 4-wall VR system 
submerses the viewer in the constructed virtual world 
allowing for interaction, body/head tracking, haptic 
feedback and visualization capabilities unlike any other. 
In addition, the presented system systems give users 
room to move physically and further experience the 
immersive environment compared to head-mounted 
display (HMD) virtual reality systems. The 4-wall VR 

system presented in this paper is also a collaboration 
environment. Since the 3D LCD shutter glasses used do 
not block the room view of the user, collaboration and 
group visualization are possible. Efforts have been made 
to immerse surgeons and patients in renderings of 
abdominal CT scan data using HMD VR capabilities 
through their desktop display system were difficult for 
surgeons. Tcha-Tokey et al., [1] concluded that CAVE VR 
experiences, similar to our 4-wall VR environment, 
presented significantly greater user experience (UX) 
based on both subjective questionnaires and completion 
time test data that measured presence, engagement, 
flow, skill, and judgement compared to HMD systems. 
Another advantage to the 4-wall VR system compared to 
the HMD setup is the wand, an interactive tool with six 
degrees-of-freedom, that allows the user to move in 
space with full tracking and haptic feedback capability 
during VR simulation person-object interactions as 
mentioned in [2]. 
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2. The case for immersive visualization 
 

Until recently, virtual reality applications have not 
been used to simulate medical procedure nor conduct 
medical research to further our understanding of human 
anatomy and physiology, let alone introduce patient- 
specific technological capabilities in the world of 
medicine. Sigitov et al., [3] mention in their work that 
although most medical professionals use modern three-
dimensional (3D) imaging equipment like Computed 
Tomography (CT) and magnetic resonance imaging 
(MRI) scanners, most of the information reviewed is in a 
“slice-wise manner” on a “2D medium” which does not 
give medical professionals the, sometimes, necessary 
opportunity to immerse themselves nor interact with the 
data in an informative manner. While some efforts have 
been made to immerse users in 3D anatomical structures 
like blood vessels, Long et al., [4] chose only to provide 
volume rendering to stop depth perception from being 
lost and disorienting the user. 

Witkowski et al., [5] present work on patient- 
specific musculoskeletal models of lower limbs for 
surgical planning interventions with a semi-immersive 
system, not fully-immersive as with the 4-wall VR system 
presented, and planning functionality using 2-D display 
and standard mouse, as opposed to a haptic feedback 
capable VR wand with full-motion tracking 
demonstrated in our work. Finally, Al-khalifah et al., [6] 
present a CAVE experience navigating volumetric 
medical datasets, yet based on their results, visualization 
was conducted with only one wall. In our work, we 
provide a 4-wall immersive and active VR system with 
head tracking for improved 3D stereoscopic vision 
capabilities as well as motion tracking to enhance the 
user’s sense of movement and floating models in space 
with SolidWorks computer-aided design (CAD) 
implementation to create joints between members for 
user interaction. The 4-wall VR demonstrated here 
provides multi-user interactive and collaborative 
environment. This is expected to be useful for medical 
staff collaboration as well as surgeon-patient review of 
planned procedures. The following paragraph describes 
the term “Patient-specific personalized medicine” 
according to the US National Institute of Health, NIH. 

As technological advancements in the field of 
medical data visualization expand, in 2015, all of US 
research programs known as the Precision Medicine 
Initiative cohort program were created and are geared 
on making advancements in individualized treatment 
plans. The general idea behind precision medicine is the 
utilization of multiple data streams in analytical work in 
order to develop better treatments for individuals. This 
is not to say that certain patients will receive special 
treatment, rather technological innovation will allow 
medical professionals to tailor treatment plans to an 
individual of interest seeking medical attention [7]. 
Arnold et al., [8] express the fact that there exists little 
literature on the subject of patient- specific procedure 
planning and practice, especially efforts aimed at 
improving patient outcomes. Our work provides a novel 
step-by-step procedure to creating patient-specific 3D 
anatomical models from CT scan information and 

visualizing these models in a fully immersive 4-wall 
active VR environment. 
 
3. Methods 
 

In approaching this project, a system of integration 
mapping out the processes involved in creating the 
intended virtual reality experience was produced and is 
shown in Figure 1. Each process is elaborated on in this 
paper with feedback loops and their justification for 
incorporation is detailed. In the end, this apparatus 
allows health care workers and medical professionals to 
translate vital medical imaging information in virtual 
reality experiences to extract more information from 
obtained images. 
 

 
Figure 1. Data and software system integration 
flowchart for the 4-Wall VR environment. 
 
4. CT Scan Segmentation and Model Development 
 

Publicly available CT scans of patient donors at the 
University of Iowa Carver College (UICC) of Medicine 
“Visible Female CT Dataset” was used. With that dataset, 
CT scans of hip and pelvis body parts were utilized in 
hopes to recreate the human (female) hip joint, creating 
an assembly of the two components and utilizing 3D 
measurement tools to create a coordinate system and 
point of origin to locate the necessary data points to 
create a “mate” or 3D connection between the two parts 
(pelvis and head of femur). More on this matter is 
discussed further in the document. 

For an accurate, high-resolution model to be 
constructed through 3D slicing software, CT scan files 
with a larger quantity of slices were of interest. As part of 
the Magnetic Resonance Research Facility at the UICC, 

400 CT scan (.dcm) files were utilized for a female 
individual hip while 150 CT scan (.dcm) files were 
obtained which was a total of 550 CT slices that were 
used in the creation of the 3D model. 

3D Slicer® is an open-source software used for bio- 
imaging informatics, imaging processing, and 3D 
visualization applications. Through the support of the 
National Institutes of Health (NIH) and other worldwide 
developers, the 3D slicer was made possible. The 4.10.2 
version was used. The following steps were taken to 
translate the 2D CT scan (.dcm) scan files to create a 3D 
model, which was taken to other software platforms for 
further analysis and adjustment while preserving the 
integrity of anatomical features of the UICC female hip 
joint: 
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1. After launching 3D Slicer, load DICOM files from 
desktop (after saving the files from UICC website). 

2. Go to the Segment Editor module and add a segment 
3. Under Effects, select “Threshold” and adjust the 

intensity range using the slide bar until only human 
bone is highlighted in the sagittal, coronal and axial 
views, then click Apply 

4. Click “Show 3D” to see the highlighted portions of the 
CT scan put together into a 3D model shown in the 
program 

5. Next, click “Islands” and under Edit Islands select 
“Keep largest island”, this will delete all volumes 
smaller than the largest volume that is intact in the 
newly created 3D model. As a result, the 3D model 
now only includes the two-femur head and the pelvis. 

6. Add a new segment in order to highlight the femur 
bone and segment it from the main pelvic structure 

7. In order to separate the ball from the socket in this 
hip-femur joint, the “Paint” tool under “Effects” in the 
Segment Editor module must be used. 

8. Under “Paint”, select the “Sphere brush” and use the 
shift key and wheel button on the mouse to increase 
or decrease the diameter of the sphere brush that will 
be used in the sagittal, coronal, and axial views of 3D 
Slicer 

9. Use the scroll button on the mouse in all three views 
to find the section where the diameter of the femur 
head is largest, place the cursor with the sphere brush 
tool selected, and click to highlight that spherical area 
in the 3D view 

10. Next, select the “Islands” feature under effects and 
select “Add selected island” and select in any of the 
three views any part of the femur bone that is 
highlighted in designated color. The software will add 
the rest of the femur bone to the isolated femur head 

11. The above procedure can be done to the other femur 
head and bone in add yet another part to the assembly 

12. Export the parts individually using the “Export to 
files” feature in the Segmentations module. The 
default file format is STL which works well with 
SolidWorks and MeshLab, two software that will be 
elaborated on later in the document. 

13. In addition to exporting individual parts, export the 
entire assembly which will be used as one solid model 
to retrieve necessary dimensions to establish ball and 
socket joint in SolidWorks Assembly. 

 

 
Figure 2. 3D Slicer top-side-front panels and 3D 
rendering of hip-joint post segmentation process. 
 

STL models exported from 3D Slicer having been 
created from 550 slides has a high mesh resolution that 
causes the file size to be anywhere from 30-40 Mb in size. 
This can burden the user with time waiting for the 
software to handle such a high- resolution mesh. In order 
to decrease the file size, re- mesh works and filtering 
processes must go underway through the MeshLab 
software, another open-source software designed to edit 
mesh models along with other capabilities. 
 
In MeshLab, complete the following steps: 
 
A. Go to File and click on “Import Mesh” 
B. Find the STL file that was created from 3D Slicer 
C. Post-Open Processing window will pop up, click 
OK to “Unify Duplicated Vertices” 
D. On the top of the menu program, click on the 

“Wireframe” icon to display the import part as 
wireframe with the mesh in full display. 

E. Next, go to “Filters” at the top of the window and 
expand the “Re-meshing, Simplification, and 
Reconstruction” tab, then select the “Simplification: 
Quadric Edge Collapse Decimation” option. This 
option will make polygonal reduction or mesh 
decimation to decrease the number of faces that 
complies the model, in order to decrease the total 
amount of data needed to operate with such model 
Under “Percentage reduction”, type 0.5 (or 50%) and 
click Apply. This will tell the software to cut down the 
total number of faces that complies the model by 50% 
which preserving the overall geometry of the pelvis or 
hip, thus keeping the models anatomically accurate 
and fairly easier to use in other software 

F. Step 6 can be repeated several times until an optimal 
face count and overall geometrical appearance is met 

G. Export the mesh by going to File and Export mesh. Use 
STL as the file type to be used in the last software in 
this integrated CT scan to 3D assembly process: 
SolidWorks. 

 
 
5. The Solid-modeling CAD Joint Assembly 
 

Before mating the femur head with the pelvic 
acetabulum can occur, three-dimensional coordinates 
and measurements relative to the fixed point of origin 
must first be established for the assembly of the two to 
result in an anatomically accurate manner. In order to set 
up a coordinate system, three planes must be assembled 
using the 3-2-1 rule of fixturing. 

The non-segmented pelvis and femur whole body was 
imported into SolidWorks. Three points on the top 
surface of the L4 vertebrae was used to create the Top 
Plane (z-axis). For the Right Plane (x-axis), the first 
reference was a perpendicular callout when the Right 
Plane and the Top Plane. Two additional vertices were 
chosen along the entire span of the cross-section plane 
(created by Cropping in 3D Slicer) were used in 
additional to the perpendicular callout to fix and define 
the Right Plane. Next, an axis was created from the two 
above planes. The last plane (Front Plane, y axis) was 
created using a perpendicularity callout relative to the 
newly created Axis and a vertex point created on the 
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superior and anterior portions of the L4 vertebrae. Then, 
a point was created from the intersection of the Axis line 
and Front Plane. This point will be used to define the 
point of origin in the model. Finally, the coordinate 
system was defined using the three planes mentioned 
previously and the point of origin previously defined. 

Before measurements can be conducted, a uniform 
spherical surface of the femoral head must be 
constructed. A handful of triangular faces on the surface 
of the femoral head mesh were selected to define the new 
“perfect” spherical surface. Next, a point was defined as 
the center of the newly formed sphere in order to locate 
the center coordinates of the femoral head during the 
measurements. 

The measuring tool was used as shown in Figure 3 to 
define three-dimensional distance from the point of 
origin and the center of the femoral head. The following 
coordinates were calculated, with the diameter of the 
femur head being approximately 23mm: X = 91 .882 mm, 
Y = 42.148 mm, Z = 160.711 mm. 
 

 
Figure 3. X-Y-Z coordinate system and 3D distance 
calculation of hip-joint in the solid-modeling software 
 

The same procedure can be applied to the individual 
hip and femur head components. After the theoretical 
center of the femoral head is located on the bare pelvis 
bone, an assembly can be conducted where mating 
between the theoretical center point of the head and the 
actual center of the head occurs, thereby joining the two 
entities back in their original anatomical relative 
locations, except now allowing freedom of rotation of the 
femur bone in the socket of the pelvic acetabulum. 

In order to return the main axis of the femur bone 
back to the correct anatomical position found in the CT 
scans, a cylinder was extruded from a Plane created from 
3 points located at the bottom of the section found on the 
femur bone. An Axis was created from the cylinder. In 
addition, Right Plane and Front Plane were both used to 
create another Axis. Angularity between these two axes 
was determined to be approximately 1.96 deg. Therefore, 
angular mating between planes and the newly formed 
axis on the femoral head were performed fixing the 
femur bone in this correct anatomical location within the 
acetabular socket. 

 
 

 

6. Game-Engine (UNITY 3D Software) 
 

Unity 3D is a software created for the development of 
digital games but, recently, has been used in several field 
of study including engineering, medical simulation and 
architecture. Sigitov et al., [3] have used the platform for 
rapid prototyping and content generation as has been 
done in this study. Having successfully modeled the hip-
femur assembly in SolidWorks, a SimLab Soft FBX file 
exporter add-on was used to create the appropriate file 
type for Unity 3D readiness [9]. A new project was 
created in Unity in which a pre- fabricated dissection 
hospital scene obtained from the Unity Asset Store was 
downloaded and hip-femur joint incorporated. 
Adjustment to size, lighting, camera, VR node connection 
and joint physics capabilities (character joint is the term 
used in Unity) were accounted for in scene production. 
Real physics applied to the joint were implemented in 
order to allow the VR user to interact with the anatomical 
components in the 4-WALL environment. Background C# 
scripting was performed in communication between 
Unity software and the VR enabler/Tracker integrated 
system to allow for head tracking and navigation 
capabilities by merely walking within the CAVE space as 
opposed to using a wand for navigation as has been done 
in the past [10-11-12-13]. 
 
 
7. The 4-Wall VR System Setup 
 

As shown in Figure 4, the 4-WALL consisted of an 
assembly of 3” x 3” aluminum extrusion connected to one 
another using L-brackets and round head socket screws. 
Three aluminum extrusions were used for the top and 
side supports per screen with additional extrusions used 
to mount the 4th projector as shown in Figure 5. Each 
screen was made of acrylic with special coating to allow 
for stereoscopic capabilities. Four projects were 
incorporated in the design: InFocus IN5312a with 3D 
projection and side-by-side settings. 
 

 
Figure 4. The 4-wall VR setup with optical tracking 
cameras, interaction device, and main workstation. 
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Nine optical tracking cameras were mounted to the 
top extrusion support bars along the length of the 
screens using six-degrees-freedom adjustable joints and 
mounting fixtures as shown in Figure 5. Using Ethernet 
cords and high-quality graphics card, all connections 
between the cameras were connected to an optical 
tracking camera lock sync box which was connected to 
the main CPU. Ethernet server adapter properties were 
altered to ensure maximum data reception from Optical 
tracking cameras to Optical tracking Tracker software on 
main CPU as per guidelines from Optical tracking Quick 
Guide manual. Calibration of Optical tracking Vero® 
cameras was undertaken with the assistance of its iPad 
app and special reflector markers (same markers used in 
head tracker) to map out incremental clusters of volumes 
in the 4-wall environment. 

Optimization of the location and orientation of all 
nine cameras along the top sides of the screens was 
conducted in SolidWorks as shown in Figure 5. In this 
Figure, each field of view (79.0 deg x 67.6 deg at a total 
length of 12 m) was modeled and attached to the front of 
each camera. 
 

 
Figure 5. Optical tracking cameras’ placement, 
orientation, optimization, and combined volume 
calculation. 
 

After each camera was calibrated and coordinate 
system orientation was determined, “objects” were 
created within Tracker to identify 3D glasses movement 
(head tracking) in the VR enabler and ultimately Unity 
3D. 3D printing and SolidWorks modeling tools were 
utilized in creating custom build marker holders 
mountable on 3D glasses as shown in Figure 6. Once 
“object was created, a simple text-file based virtual 
reality peripheral network (VRPN) was used to link the 
created object in Tracker to the VR enabler software. 
Using similar syntax, Middle VR allowed us to introduce 
3D glasses as an object as was previously done for the 
Tracker Apex (a device that contains a joystick, buttons 
and operates as a wand in the VR scene). Once the 
configuration was complete, stereoscopic cameras setup 
in the VR-Enabler model were tied to a “tracker” in this 
instance the 3D glasses. This allows the user to move 
freely in the 4-Wall VR Environment which real-time 
tracking to occur in order continuously inform VR- 
Enabler where the location of the camera (the user’s 
point of view) is in the 4-Wall VR Environment. Having 
head tracking capabilities transforms the 4-Wall VR 
Environment experience from forcing the user to stand 

directly in the middle of the 4-Wall VR Environment to 
experience the full effect of the stereoscopic cameras to 
being able to freely move while tracking is happening and 
the users’ head (and eyes) can control the virtual reality 
experience, giving the system integration continuous 
feedback for optimal experience. 
 

 
Figure 6. 3D VR glasses with reflectors for head tracking. 
 
 

5. Results and Discussion 
 

An immersive virtual reality tour in the 4-Wall VR 
Environment was conducted using Joystick navigation 
capabilities of the Optical tracking Apex device as shown 
in the Figure 7 below. Floating capabilities with the 4- 
WALL VR Environment apparatus were evident as shown 
in Figure 7. 

In Figure 8, 3D glasses were placed directly in front 
of the camera lens to allow for the camera to capture 
stereoscopic effects of the projection. 
 

 
Figure 7. The 4-WALL VR Environment VR simulation of 
dissection room with patient-specific hip-femur joint. 
 

Anatomical features of the hip-femur joint including 
greater trochanter, lesser trochanter, intertrochanteric 
crest, femur head, femur neck, fovea capitis, and the 
acetabulum portions of the pubic bone, ischial bone, and 
iliac bone were identified using the VR-Enabler wand 
pointer. Decomposition of the joint was made possible by 
developing a VRAction script and collider to the hip and 
femur components in Unity 3D game engine software, 
while at the same time, using “Manipulation Return 
Objects” script was selected for those objects in order to 
return them in their original position after a set amount 
of time past disassembly. 
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Figure 8. 3D glasses rendering of immersive experience 
in patient femur bone. 
 

Due to added physics (Character joint) when the 
femur bone and the acetabulum in Unity 3D, the patient- 
specific model was dynamic, and the joint was exploded 
in flexion, extension, abduction, adduction and 
medial/lateral rotations. As the users immersed 
themselves in the model, a sense of depth and scaling for 
anatomical features within the joint was attained. This 
will aid physicians and researchers like orthopedic 
surgeons in gaining insight into patient specific volume 
measurements, distances, and orthopedic surgery 
specific data critical to tailor each medical intervention 
to the patient, as opposed to current medical approach 
which introduces a bit of error into each orthopedic 
replacement. For example, the Swedish Hip Arthroplasty 
Register in its Annual Report 2013, Garellick [14] 
reported that dislocation post total hip replacement 
(THR) contributed to 13.8% of primary revisions for 
patients and 22.5% of all second revisions in 2012. In 
addition, another study found that 22.5% of all THR 
revisions in the United States were because of instability 
and dislocation [15]. Being able to visualize hip-femur 
joints, its dynamics and take vital depth, scaling, and 
dimensional information in a patient-specific manner 
can contribute to efforts to lower the stated percentages 
and increase the efficiencies of said post-operation 
medical conditions in patients. 

Orthopedics is one example of a medical specialty that 
can be greatly impacted by immersive virtual reality 
applications and tracking data acquisition. 
 

6. Conclusion  
 

This paper presents a novel patient-specific 
workflow to produce interactive, immersive and 
dynamic 3D anatomical models integrated into a 4-WALL 
VR environment (virtual reality system). This paper 
elaborates in extensive detail the steps taken to translate 
CT medical imaging data into accurate 3D model 
assemblies that are later incorporated into virtual reality 

software where dynamics, lighting, and interactive 
capabilities are infused. Lastly, we detail in our workflow 
the intricacies of designing our 4-WALL VR environment, 
its components, and specific tools and 3D CAD solutions 
used to bring to life a hip-femur joint assembly. Finally, 
we discuss the benefits of this state-of- the-art 
technology, its future, and how it can be applied to 
various medical fields in need of visualization and 
computer modeling capabilities to improve their 
diagnoses, medical procedures like surgery, and 
extracting more information from medical imaging data. 
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1. Introduction  
 

Software and hardware technologies are in constant 
evolution. As a result of this development, people's habits 
also change. Communication devices have been 
improved over time. Especially with the improvement of 
intelligent devices, the first place to be referred to, in 
many areas, especially in the health field, is the apps and 
websites on these devices. 

The opinions of the people who post comments on 
these two websites can be seen from every device that 
has access to the internet and these opinions give an idea 
to the users. Naturally, before going to a movie or 
deciding on a hotel to stay at, it is important for people to 
visit these sites and see the experiences and comments of 
other people. 

Positive (fresh) or negative (rotten) comments on a 
movie on the Rotten tomatoes site can be a guide for 
those who would watch a movie for the first time. Apart 

from the comments on the movie, information on the 
director, actor reviews, and cinema news are also 
included and it functions as a guide for the site users. 
Similarly, users who look for hotel and restaurant 
reviews on the TripAdvisor site before planning a trip 
can make their decisions on the hotels or restaurants 
they would prefer to visit in their trips, and even cancel 
their travels. It was seen that the comments on these 
websites pushed the communication to a process that 
guides people with the infrastructure of internet 
technologies. Companies that want to benefit from this 
process have supported the studies that extract 
sentiments from the comments using natural language 
processing techniques and this extracting process is a 
sub-branch of artificial intelligence. This process is not 
limited to the selection of movies or hotels and has 
turned into an area where people can get ideas and 
benefit from many features. 

https://dergipark.org.tr/en/pub/tuje
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In this study, a sentiment analysis study was carried 
out on the comments that were collected from two 
websites accessible to everyone and that were labeled 
with a sentiment class. After feature extraction with the 
help of a Word2Vec (W2V) model that learns the vector 
representations of the words in the comments and the 
Term frequency Inverse document frequency (TF-IDF) 
model based on text frequency, sentiment analysis was 
performed by creating comprehensive models with 
machine learning and collective learning methods. In 
comparing the performances of the models created for 
sentiment analysis, the training and test cluster 
distinctions were made in two ways as the holdout 
method, training-test sets, 80% -20%, and 70%-30%, 
respectively. Before creating classifier models for 
sentiment analysis, text pre-processing processes such 
as clearing numbers of comments, removing numbers 
and special characters, converting all letters to the 
lowercase, and stemming processes were carried out. 

Our contribution to the literature covered in the 
present study; 

The effect of text representation methods by 
frequency (TF-IDF) and by the prediction (W2V) on 
performance has been studied. 

Creating a high-performance model in the analysis of 
sentiments, the impact of general learning methods and 
single machine learning methods for performance has 
been studied. 

With the heterogeneous use of single machine 
learning methods in ensemble learning methods, the 
effect of the model on performance has been analyzed. 
The workflow process followed during the study can be 
seen in Figure 1. 
 

 
Figure 1. The flowchart of the study 
 

As can be seen in Figure 1, after the data labeled with 
sentiment class were passed through the pre-processing 
process, separate text representation was created with 
both word frequency-based TF-IDF and predicted-based 
W2V methods. Then, models for machine learning, 
ensemble learning, and sentiment classes were created 
and the results of these models were obtained.  

In this study, previous studies or similar studies with 
the sentiment analysis study on the hotel reviews on the 
TripAdvisor website and the criticisms of the movies, 
actors, and directors on the Rotten Tomatoes website are 
explained in the second section. 

 Information on the algorithms used in classifier 
models, ensemble learning algorithms, text 
representation methods, and the datasets used are 
presented in the third section. Performance metrics and 

the experimental results are presented in section four. 
Evaluations of the results and future works are presented 
in section five. 
 
 
2. Related works 

 

Reviews on websites such as TripAdvisor and Rotten 
Tomatoes are a big part of the sentiment analysis study. 
The ability to access these sites from any device and the 
comments made for movies or hotels give people an 
introductory idea about their preferences. 

Sentiment analysis, which is the subject of classifying 
people’s sentiments using natural language processing, 
and which is also a sub-branch of artificial intelligence, is 
examined in a multi-disciplinary fashion. In this section, 
machine learning models and interpretation, 
classification models will be analyzed. The authors 
collected reviews from the TripAdvisor site on five hotels 
in Aswan, Egypt, which received a total of 11.458 
reviews. They used TF-IDF for text representation of 
these comments. NB yielded the highest accuracy Score 
among the models they created with SVM, NB, and 
Decision Tree (DT) classifiers for sentiment analysis [1]. 

The authors used a TripAdvisor dataset that It 
consists of approximately 250000 customer-provided 
reviews of 1850 hotels. They suggested feature 
extraction of these studies and Subjectivity Based 
Feature Extraction. They created a model through SVM, 
NB, and DT, and the SVM yielded the best result of 
87.51% with the help of the method they suggested [2]. 

They collected a total of 2000 reviews from the 
TripAdvisor website, 500 positive and 500 negative 
reviews for training sets and 500 positives and 500 
negative reviews for test sets. They created a model with 
SVM, NB, and DT. Through the machine learning method, 
they achieved an accuracy score of 87 % in hotel 
assessment classification with the help of SVM [3]. 

In sentiment analysis performed on the Rotten 
Tomatoes Analysis Dataset, the n-gram method (Bigram, 
Unigram, Trigram) and the combination of various n-
grams were used for text representations. In the study, 
models were created in SVM, Maximum Entropy, and NB. 
The study notes that it yields better results for unigram, 
bigram, and trigram methods, but the score decreases 
when observed for four grams, five grams, six grams, and 
more [4]. 

Of the one hundred thousand views about the hotel, 
70% is seperated into training sets, 10% is validation 
sets, and 20% is divided into test sets. GloVe built models 
with Bi-Directional Long Short-Term Memory (Bi-LSTM) 
and various Convolutional Neural Networks for emotion 
classification after text representations with FastText. 
The Bi-LSTM model with GloVe word embedding 
technique achieved the best performance with 73.73% 
test accuracy [5]. 

They used a movie dataset on Rotten Tomatoes 
consisting of 8000 polar movie reviews. They created 
models with RF, kNN, NB, and Bagging classifiers. In their 
study, the RF technique achieved the highest accuracy 
score of 95% [6]. 

Rotten Tomatoes Film Dataset created various 
methods such as NB, Instance-Based Learning, DT, SVM 
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in the classification study on comments. The kNN 
algorithm performed between 65% and 95% on average 
[7]. 

Using W2V technique and Machine Learning 
techniques, a Sentiment Analysis Model has been 
proposed to analyze the emotions of Egyptian students in 
the learning process with the pandemic. The word 
embedding process was then evaluated by NB, SVM and 
DT classification, and evaluated for precision, recall and 
accuracy [8]. 

During the COVID-19 pandemic from Twitter in 2020, 
English tweets were classified as positive or negative by 
applying the LR algorithm to them, using this method 
they achieved a classification accuracy of 78.5% [9]. 

In the study, MultinomialNB on Twitter datasets, 
Results were obtained with BernoulliNB, LR, Stochastic 
Gradient Descent (SGD). In the experimental results, 
BernoulliNB, LR and SGD classifier reached up to 75% 
accuracy [10]. 

In this study, three different ensemble Machine 
Learning models are proposed to classify the data of 
approximately 12 thousand tweets in the UK into three 
emotion tags. First, the stacking classifier gave the 
highest F1 score of 83.5%, while in the second model the 
voting classifier gave 83.3% and in the last model the 
bagging classifier gave 83.2% results [11]. 

As seen in these studies, experiments were carried 
out on text representations or classifying models for 
performance improvement in the models created in 
sentiment analysis studies. Similarly, in this study, 
models based on ensemble learning in which traditional 
and predictive text representation methods are used 
together with different classification models, are created 
and their effect on the classification is analyzed. 
 
 
3. Methodology 
 

In this section, text representations, machine and 
ensemble learning algorithms, and datasets will be 
discussed. 
 
3.1. Datasets 
 

In the study, comments from public hotel review sites, 
which are shared as open-source by those who collected 
from these sites, were used.  

TripAdvisor hotel reviews dataset [12] consists of 
data from 20490 hotel reviews. Reviews with 1,2 stars 
are marked as negative, 3 stars as neutral, and 4,5 stars 
as positive. The dataset consists of two attributes, hotel 
reviews and ratings. 

Rotten Tomatoes films and critic reviews dataset has 
movie reviews, labeled as 240000 fresh, and 240000 
rotten [13]. Reviews of Gervais with 1,2 stars were 
marked as negative, ones with 3 stars as neutral and ones 
with 4,5 stars as positive. The dataset consists of two 
attributes, film reviews and rating. 

Hotel and Movie datasets were preprocessed before 
classification, including removing punctuation and 
symbols, conversion of characters to lower case and 
stemming. Also, stop words have been removed. The 
python NLTK library is used for these operations. 

3.2. Text representation 
 

Methods used to represent the text in documents 
pave the way for successful results in classification. Text 
representation methods are divided into two methods as 
Frequency Based Representation and Prediction Based 
Representation. Frequency-based text representation, 
which is defined as the more traditional method, is based 
on the principle of identifying the words in documents 
and the frequency of these words. The following text 
representation methods, W2V and TF-IDF, were used in 
this study. 
 
3.2.1. TF-IDF 
 

TF-IDF is the weight factor calculated by the 
statistical method that shows the importance of a term in 
a document. 

TF is the method used to calculate the weight of a 
term in a document. There are weight calculation 
methods such as binary, raw frequency, and logarithm 
normalization. 

IDF attempts to figure out whether a word is a term 
and not a Stop Word by detecting the number of 
occurrences of the word in more than one document. It is 
calculated by dividing the Number of Documents Elapsed 
by the Period by the absolute value of the logarithm of 
the Number of Documents. 
 
3.2.2.  Word2Vec 
 

Word2Vec is an unsupervised and prediction-based 
model that attempts to express words in vector space. It 
was invented in 2013 by Google researcher Tomas 
Mikolov and his team. There are 2 types of sub-methods: 
Continuous Bag of Words (CBOW) and Skip-Gram [12]. 

CBOW and Skip-Gram models differ from each other 
in receiving input and output data. In the CBOW model, 
words that are not in the center of the window size Are 
taken as input and the words in the center are predicted 
to be output; In the Skip-Gram model, the words in the 
center are taken as input and the words that are not in 
the center are predicted to be output.  

This process continues until the whole sentence is 
processed. This operation is applied to all of the 
sentences and the mapping operation is applied to the 
unlabeled data available at the beginning and it is then 
ready to be trained. 

In the study, hyperparameter settings for vector size 
of 100 and 200, the window size of 5, the Sub-sampling 
Rate of 1e-3, Min-count of 5 were taken from the 
Word2Vec method. CBOW from W2V methods was used. 
 
3.3. Machine learning 
 

Machine learning is a sub-branch of computer science 
that was developed from studies of numerical learning 
and the recognition of models in artificial intelligence in 
1959. Machine learning is a system that investigates the 
work of algorithms that can make predictions on data. 
The classifier algorithms Logistic LR, SVM, NB, and kNN 
were used in the study. It is seen in Figure 2. These Four 
algorithms are discussed in this section. 
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Figure 2. The flowchart of the Machine learning process 
 
 
3.3.1.  Naïve bayes 
 

It is a lazy learning algorithm based on Bayes' 
theorem. It calculates all probabilities for each element in 
the data set and performs the classification based on the 
higher results [15]. 
 
3.3.2.  Support vector machine 
 

SVM is a supervised learning algorithm based on 
statistical learning theory. It is used to distinguish 
between two classes of data in the most appropriate way. 
The data set is divided into two, based on linear 
separation and non-separation [16]. 
 
3.3.3. K-Nearest neighbor 
 

kNN is one of the easy-to-implement supervised 
learning algorithms. Although it is used to solve both 
classification and regression problems, it is mostly used 
in the solution of classification problems in the industry. 

kNN algorithms were proposed by [17]. The 
algorithm is utilized by means of making use of data from 
a sample set whose classes are known. The distance of 
the new data to be included in the sample data set is 
calculated based on the existing data and the k number of 
close neighbors is checked. Generally, 3 types of distance 
functions are used for the calculation of distance [18]: 

 
• "Euclidean" Distance 
• Distance to "Manhattan" 
• "Minkowski" is the Distance. 

 
3.3.4. Logistic regression 
 

It is a statistical method used to analyze a data set 
with one or more independent variables that determine 
the result. The result is measured by a binary variable 
[19]. 
 
 
 

 
3.4. Ensemble learning 
 

Ensemble Learning is the combined use of machine 
algorithms of the same types (homogeneous Ensemble 
Learning) or different types (heterogeneous Ensemble 
Learning). It is based on the use of various models 
together to improve the performance achieved by a 
single algorithm [20]. 

Homogeneous or heterogeneous machine learning 
models have a variety of Ensemble Learning methods 
such as Bagging, Boosting, and Stacking, depending on 
the decision function (average, voting, etc.). In addition 
to these, two important variations have been developed 
one of these is the Voting, which complements Bagging, 
and the Blending, a subtype of Stacking. Although Voting 
is a subtype of Bagging and Blending is a subtype of 
Stacking, these techniques are frequently referred to as 
types of Ensemble Learning. It is seen in Figure 3. 
 

 
Figure 3. The flowchart of the Ensemble learning 
process 
 
3.4.1. Voting 
 

It is an effective and a simple ensemble algorithm 
used in classification processes. Minimum two sub-
models are created and each sub-model determines the 
results of the model by combining the predictions 
through a vote that determines the prediction result by 
taking the average of the predictions [21]. In this study, 
majority voting was used. 
 
3.4.1.1. Majority voting 
 

In majority voting, every individual classifier vote for 
a class, and the majority wins. In statistical terms, the 
predicted target label of the ensemble is the mode of the 
distribution of individually predicted labels. 

 Here, we predict the class label �̂�  via majority 
(plurality) voting of each classifier C. This equation (1) is 
given. 
 

�̂� = 𝑚𝑜𝑑𝑒{𝐶1(𝑥), 𝐶2(𝑥), … … 𝐶𝑚(𝑥)} (1) 
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Assuming that we combine three classifiers that 
classify a training sample as in the following equation 
(2): 
 

�̂� = 𝑚𝑜𝑑𝑒{0,0,1} = 0 (2) 
 
Via majority vote, we would classify the sample as 

"class 0." [22]. 
 
3.4.2. Stacking 
 

Stacking is an extension of the Voting method used in 
classification processes. More than one sub-model may 
be chosen. It also allows the use of a different model for 
the best combination of predictions [23].  
 
4. Experiments and results 
 

In the experimental analysis, the two data sets were 
divided by using a test training separation method called 
holdout (80% -20% and 70% -30%). Python scikit-learn 
library was used in the experiments. 

In the experimental analysis, NB, SVM, LR, and kNN 
classifiers were used. Stacking and Voting methods were 
used in ensemble classification. Experimental 
evaluations were carried out on a computer having a 4.1 
GHz AMD RYZEN 7 2700 CPU with 32.00 GB RAM. 
 
4.1. Performance metrics 
 

The performance metric used to evaluate the 
predictive performance of sentiment classification 
models is the accuracy and F-measure. Accuracy is one of 
the most commonly used metrics. It is the ratio of true 
negatives (TN) and true positives (TP) to the total 
number of samples as given by Equation (3) [24]. 
 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

 
Abbreviations in Equation 1 show the number of TN, 

the number of TP, the number of false positives (FP), and 
the number of false negatives (FN). 

The F-measure value is shown in Equation (4) [24]. 
 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 (𝐹) =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 (4) 

 
 

4.2. Experimental results 
 

TF-IDF and W2V text representations in TripAdvisor 
and Rotten Tomatoes data sets, followed by 80-20% and 
70-30% train-test separation, NB, kNN, LR, SVM machine 
learning methods, and Stacking and Voting ensemble 
learning methods using these methods together with 
sentiment classification models were created using Table 
1, Table 2 show the accuracy results of the models 
obtained with TripAdvisor, Table 3 and Table 4 Rotten 
Tomatoes. Table 5 and Table 6 show TripAdvisor's F-
measure result and Table 7 and Table 8 show the F-
measure result for Rotten Tomatoes. 

Table 1. Accuracy results of methods on TripAdvisor 
Dataset (80:20 training and test sets) 

 NB kNN LR SVM Stacking Voting 

TF-IDF 83.1 80.2 82.8 83.3 83.6 84.2 

W2V 83.5 81.6 83.4 83.6 84.1 84.7 

 
When the Table 1 is analyzed, it is seen that SVM has 

the best results in an accuracy score among the single 
machine learning methods. When the ensemble learning 
methods are compared against single machine learning 
methods, it is seen that both ensemble learning methods 
have demonstrated better performance than single 
machine learning methods. Furthermore, Voting has 
demonstrated better results than stacking among 
ensemble learning methods. 
 
 Table 2. Accuracy results of methods on TripAdvisor 
Dataset (70:30 training and test sets) 

 NB kNN LR SVM Stacking Voting 

TF-IDF 83.3 82.1 84.1 85 85.8 86.2 

W2V 85.5 80.1 85.8 86.9 86.5 87.3 

 
When the Table 2 is analyzed, it is seen that SVM has 

the best results in an accuracy score among the single 
machine learning methods with TF-IDF.  However, the LR 
achieves the best Results with W2V. When the ensemble 
learning methods are compared against single machine 
learning methods, it is seen that Stacking is slightly 
behind LR and Voting is ahead of LR. Furthermore, Voting 
has demonstrated better results than Stacking among 
ensemble learning methods. 

Table 3 and Table 4 show, the results obtained from 
sentiment classification models created using NB, kNN, 
LR, SVM, and all machine learning methods together in 
Stacking and Voting ensemble learning following TF-IDF 
and W2V text representations with 80%-20% and 70%-
30% training/test sets on the Rotten Tomatoes dataset. 
 
Table 3. Accuracy results of methods on Rotten 
Tomatoes Dataset (80:20 training and test sets) 

 NB kNN LR SVM Stacking Voting 

TF-IDF 80.5 74.3 80.7 82.2 83.8 84.5 

W2V 81.3 80.1 81.6 82.7 85.8 86.5 

 
When the Table 3 is analyzed, it is seen that SVM has 

the best results in an accuracy score among the single 
machine learning methods with TF-IDF. However, SVM 
achieves the best Results with W2V. When the ensemble 
learning methods are compared against single machine 
Learning methods, it is seen that Stacking is behind SVM 
but Voting is ahead of SVM. Furthermore, Voting has 
demonstrated better results than stacking among 
ensemble learning methods. 
 
Table 4. Accuracy results of methods on Rotten 
Tomatoes Dataset (70:30 training and test sets) 

 NB kNN LR SVM Stacking Voting 

TF-IDF 81.5 76.8 81.7 83.8 83.9 87.2 

W2V 81.6 80.6 81.9 87.8 88.5 88.7 
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When the Table 4 is analyzed, it is seen that SVM has 
the best results in an accuracy score among the single 
machine learning methods with TF-IDF. When the 
ensemble learning methods are compared against single 
machine learning methods, it is seen that both ensemble 
learning methods have demonstrated better 
performance than single machine learning methods. 
Furthermore, Voting has demonstrated better results 
than stacking among ensemble learning methods. 
 
Table 5. F-measure results of methods on TripAdvisor 
Dataset (80:20 training and test sets) 

 NB kNN LR SVM Stacking Voting 

TF-IDF 78.9 74.1 76.3 78.4 79.2 79.5 

W2V 79.2 75.3 77.2 78 79.6 80.1 

 
As can be seen in Table 5, Ensemble models gave 

better results. Although the results with the Community 
models were close to each other, Voting gave better 
results. 
 
Table 6. F-measure results of methods on TripAdvisor 
Dataset (70:30 training and test sets) 

 NB kNN LR SVM Stacking Voting 

TF-IDF 77.4 72.1 76.2 76.7 78.3 78.6 
W2V 78.6 73.4 77.1 78.5 78.4 79.4 

 
As seen in Table 6, Ensemble models gave better 

results than other machine learning models. Community 
models gave better results than Voting Stacking in itself. 
 
Table 7. F-measure results of methods on Rotten 
Tomatoes Dataset (80:20 training and test sets) 

 NB kNN LR SVM Stacking Voting 

TF-IDF 82.4 81.3 84.5 85.7 87.3 87.5 
W2V 83.6 82.5 85.3 86.3 87.4 87.8 

 
As seen in Table 7, the Voting Ensemble model gave 

the best results. It was seen that the models created after 
W2V gave better results than the models created with 
TF-IDF. 
 
Table 8. F-measure results of methods on Rotten 
Tomatoes Dataset (70:30 training and test sets) 

 NB kNN LR SVM Stacking Voting 

TF-IDF 82.5 81.2 83.2 84.6 85.3 85.6 

W2V 83.4 80.1 84.2 85.4 86.2 86.5 

 
As seen in Table 8, Ensemble models gave better 

results. Ensemble models gave better results than Voting 
Stacking in itself. 
 
4.3. Literature comparison 
 

The results, in which we compared the method with 
which we obtained the best results in the sentiment 
analysis study on the TripAdvisor dataset, and the other 
studies, are given in Table 9. 
 
 

Table 9. Accuracy results comparison of models on 
Tridadvisor dataset 

References Method ACC F measure 

25 TF-IDF 0.82 - 

26 BOW 0.82 - 

Our Voting Model 
 

TF-IDF 86.2 79.5 

W2V 87.3 80.1 

 
No study has been found in the literature on the open 

source Gervious's Rotten Tomatoes dataset [13]. The 
dataset was compared with other studies with a common 
source. These comparison results are given in Table 10. 
 
Table 10. Accuracy results comparison of models on 
Rotten Tomatoes dataset 

References Method ACC F measure 

27 n-gram - 80.7  

Our Voting Model 
 

TF-IDF 87.2 87.5 

W2V 88.7 87.8 

 
As can be seen in Table 9 and Table 10, even if the 

word representation methods are common, using 
machine learning algorithms together with ensemble 
models instead of using them alone increases the 
classification performance. 
 

5. Discussion and conclusion  
 

Sentiment classification study was carried out 
following the performance of text representation (TF- 
IDF) and word embedding methods (W2V) after text 
processing on public data sets of TripAdvisor and Rotten 
Tomatoes. Using the machine learning methods analyzed 
in this study together with ensemble learning algorithms 
instead of using them alone is the main contribution of 
the paper to the sentiment classification process. In this 
context, a sentiment classification study was carried out 
with the help of four different machine learning 
algorithms, namely NB, kNN, SVM, and LR, and two 
ensemble learning algorithms, namely Stacking and 
Voting. Training/test sets are used in the separation of 
80%- 20% and 70%- 30% on both datasets in the holdout 
method. The experimental results were evaluated by 
measuring the accuracy and F-measure performance 
metric.  

Instead of using single machine learning classifiers, 
using them together in ensemble learning methods has 
demonstrated better results. Voting, which is one of the 
ensemble methods, has been observed to yield better 
results in all experiments compared to Stacking. 

When TF-IDF and W2V results of the experiments are 
evaluated, it is seen that W2V has outperformed TF-IDF. 
At 70%-30% and 80%-20% test-train separation, W2V 
gave better results than the TF-IDF. 

Based on the experiments carried out as part of this 
study, it has been observed that more successful results 
are obtained in the models that are created using single 
classification algorithms together for ensemble learning. 
The performances of ensemble learning algorithms for 
larger data sets from different domains are aimed to be 
analyzed in future works. 
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We are planning to examine the performances of Bert 
in particular, FastText, Glove, Bert (even RoBerta, 
DistilBert etc., which are derivatives of Bert), together 
with single and ensemble ML methods, in future studies. 
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 Casting is a manufacturing process in which molten metal is poured through the gating system 
to fill the mould cavity where it solidifies. Variations in casting parameters by different 
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Engineers to carry out a number of trial-and-error runs to create guidelines based on their 
own experience. These variations in guidelines have led to defects occurring in casting during 
the mould filling process. This work aimed at determining the critical drop height and critical 
flow velocity of a certain molten aluminum alloy as it flow down the mould sprue in gravity 
sand casting. The continuity equation was used to describe the velocity distribution of the 
aluminum alloy as it flows down the sprue. The mathematical tool used in this research is the 
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finite elements. The weak form of the governing equation was obtained and integrated over 
the domain of interest. The results obtained, established the critical flow velocity of aluminum 
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casting defects could not be avoided. 
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1. Introduction  
 

Casting is a manufacturing process in which liquid 
metal is usually poured into a mould cavity of the desired 
shape, and then allowed to solidify. The solidified part is 
known as casting, which is ejected or broken out of the 
mould to complete the process. There are two main 
consecutive stages: filling process and solidification 
process. In filling process, gating system, comprising the 
pouring cup, runner, sprue, sprue well and in-gate, is 
designed to guide molten metal into the mould cavity for 
filling. The riser system is used to compensate for 
shrinkage caused by casting solidification [1]. 

Mould filling is a very important step in determining 
the quality of a casting. The fluid flow phenomenon 
during the mould filling is closely related to the casting 
quality, surface finish and macro segregation of the cast 
part and mould erosion. Dimensional accuracy of casting 
is affected by the flow in the mould cavity. Modeling of 
the mould filling is a very complex process, since many 

physical phenomena, such as free surface flow, 
turbulence, surface tension and combination of fluid flow 
with heat transfer, should be considered. In order to take 
all these parameters into account, the computing 
technique tends to be complicated [2]. 

Pouring turbulence during mould filling is 
detrimental to the quality of sand castings. The formation 
of various castings defects could be directly related to the 
fluid flow phenomena involved in the stage of mould 
filling. For instance, vigorous steam could cause mould 
erosion; highly turbulent flows could result in air and 
inclusions entrapments; and relatively slower filling 
might generate cold shut [2]. Furthermore, porosity, a 
common defect in casting also could result from 
improper design of gating system [3]. 

The objective of a gating system is to get enough 
metal into the mould cavity before the metal starts to 
solidify, minimize turbulence to avoid trapping gases 
into the mould and establish the best possible 
temperature gradient in the solidifying casting so that 

https://dergipark.org.tr/en/pub/tuje
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the shrinkage occurs in the gating system not in the cast 
[4]. For proper functioning of the gating system, the rate 
at which molten metal is poured to fill the mould cavity 
must be controlled [5].  

These problems not only lead to a long casting 
development cycle, but also a low reliability of casting 
design due to variations of individual knowledge and 
experience. Getting the liquid metal out of the crucible 
into the mould is a critical step in the casting process. 
Most casting scrap arises during these few seconds of 
mould filling. Therefore, the authors seek to streamline 
the several casting design guidelines by establishing the 
critical flow velocity and drop height of molten aluminum 
alloy as it flows down the sprue during gravity sand 
casting process, having a top riser opened to atmospheric 
pressure. 

 

2. Method 
 

2.1. Mathematical model employed 
 

The continuity equation of a controlled volume and 
the finite element method were the models used in 
analyzing the critical flow velocity and critical drop 
height of the aluminum alloy. 
 
2.1.1 Analysis of molten metal flow in the mould 
sprue in gravity sand casting 
 

The governing equations of molten metal flow in 
gravity sand casting and the finite element method were 
used in this analysis.  
 
2.1.2 Governing equations 
 

The governing equations of molten metal flow in 
casting mould cavity are governed by the continuity 
equations in cylindrical axisymmetric coordinate as 
shown in Equation (1) [6–10]. 
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The solutions to Equation (2) can only be obtained by 

applying the appropriate initial and boundary 
conditions. The initial conditions for pressure and 
temperature fields are given by Equation (3) [4,6]. 
 

𝑝(𝑧, 𝑡0) = 𝑝0(𝑧),          𝑇(𝑟, 𝑧, 𝑡0) = 𝑇0(𝑟, 𝑧) (3) 
 

The boundary conditions specified in the considered 
problem are as indicated in Equations (4) to (7), [5,11–
15]. 
 
At the inlet gate: 
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At the mould wall: 
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At the flow front: 
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At the cavity center line: 
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The solutions to Equations (2) were obtained using 

the finite element method in the weighted residuals 
formulation [16–18]. 

 

2.2. Finite element solution of molten metal flow in 
the mould sprue 

 

The velocity distribution over the domain of interest 
is discretized into finite element having M nodes, using 
suitable interpolation models for u(e) in element e as: 
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and we developed the velocity distribution for 

Equation (2) using the finite element method, seeking an 
approximate solution over each finite element. The 
weighted residual and the weighted integral of Equation 
(2) are Equations (9) and (10) respectively. 
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We integrated Equation (10) by parts (Equation 

(11)), to obtain the weak form of Equations (2). 
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The finite element model (Equation 13) was 

developed by substituting Equations (8) and (10) into 
Equation (11) to obtain Equation (12). 
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In matrix form Equation (12) becomes 
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Where 
e

ijK  the M x M matrix is  
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and {𝑄𝑖𝑗
𝑒 } represented by M x 1 column matrix is 
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To simplify the e

ijK  and  e

ijQ , we used a linear 

rectangular element (Figure 1) to develop our 
interpolation model 
 

 
Figure 1. Geometry of the element 

 
Firstly, we obtained the interpolation model for the 

eK matrices by considering an approximation of the 
form: 
 

( ) rzczcrcczrw 4321, +++=
 

(16) 

 
and used a linear rectangular element sides a and b 

(with r = a and b = z) (Figure 1). 
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and require  
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The solutions for )4,...,1( =ici , in Equations (18) are 
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We substituted Equation (19) into Equation (17) and 
noting that a = r and b = z to obtain Equation (20) 
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Equation (20) becomes Equation (21) 
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Where 
 









−








−=

b

z

a

r
111

 








−=

b

z

a

r
12

 (22) 

ab

rz
=3

 








−=

a

r

b

z
14

 
 

We differentiated Equation (22) with respect to r and 
z to obtain Equation (23). 
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To derive the respective e

ijK  values we used a four 

linear rectangular element (Figure 2) to obtain Equation 
(24). 
 

 
Figure 2. Four Linear Rectangular Elements 
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The e

ijK  matrix is therefore Equations (25) and (26) 
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If a = 4 and b = 1 Equation (26) becomes 
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The assembled 
e

ijK matrix using Figure 2 becomes Equations (30) and (31) 
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Applying the boundary conditions on Equations (4) through (7), yielded Equation (32). 
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We substituted Equations (31) and (32) into Equation (13) and obtained Equation (33) 
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3. Results and Discussion 
 

“Table 1” shows the results for the finite element 
analysis. Figure 3, are the graphs of velocity against nodal 
values, showing the velocity profile at different cross 
sections along the mould’s sprue. These profiles are 
parabolic in shape with the maximum velocity at the 
center. 
 

Table 1. Finite Element Results 
    Nodes U Velocity (mm/s) 

1 𝑢1 1.1152 

2 𝑢2 1.1108 

3 𝑢3 0.000 

4 𝑢4 1.0088 

5 𝑢5 1.3055 

6 𝑢6 0.000 

7 𝑢7 0.7337 

8 𝑢8 1.7030 

9 𝑢9 0.000 
 

  
Figures 3(a) and (b). Graphs of velocity against nodal 
values showing the velocity profile at different cross 
sections along the mould’s sprue in gravity sand 
casting 

 
The maximum velocity of molten metal flow obtained 

from this work (2565mm/s), when compared with the 
work of Rohaya [19] (Table 2 and Figure 4) which ranged 
from 2300mm/s to 3200mm/s showed that the danger 
of casting defects as a result of molten metal flow above 
the critical velocity can be avoided. Meanwhile below the 
critical velocity the melt was safe from entrainment 
problem.  

The solutions obtained from this work (2565mm/s) 
were also compared with the work of Feng [1] (Table 3 
and Figure 5) which ranged from 260mm/s to 
2850mm/s, the comparison showed that the danger of 

air entrainment leading to defect as a result of molten 
metal flow above the critical velocity can be avoided. 
 
Table 2. Comparison between this work and Rohaya [19] 

Z This Work Rohaya 
1 135.76 500 
2 2245.54 2300 
3 2564.81 3200 
4 0.0000 0.000 

 

 
Figure 4. Graph of velocity against nodal values showing 
the velocity profile at a cross section along the sprue in 
gravity sand casting for this work and Rohaya. 
 
Table 3. Comparison between this work and Feng [1]. 

Z This Work Feng 
1 135.76 260 
2 2245.54 2450 
3 2564.81 2850 
4 0.0000 0.000 

 

 
Figure 5. Graph of velocity against nodal values showing 
the velocity profile at a cross section along the sprue in 
gravity sand casting for this work and Feng [1] 

 
The maximum velocity of molten metal flow obtained 

from this work (2565mm/s), when compared with the 
work of Inegbedion and Akpobi [20] (Table 4 and Figure 
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6) which ranged from 130.76mm/s to 2754.81mm/s 
showed that the danger of casting defects as a result of 
molten metal flow above the critical velocity can be 
avoided. Meanwhile below the critical velocity the melt 
was safe from entrainment problem. 
 
Table 4. Comparison between this work and Inegbedion 
and Akpobi [20] 

Z This Work Inegbedion and Akpobi 
1 135.76 130.76 
2 2245.54 2135.54 
3 2564.81 2754.81 
4 0.0000 0.0000 

 

 
Figure 6. Graph of velocity against nodal values showing 
the velocity profile at a cross section along the sprue in 
gravity sand casting for this work and Inegbedion and 
Akpobi [20] 
 

To validate the results obtained, we produced various 
casts using these results. The cast produced showed that 
sprue height below the critical drop height prevented 
casting defects associated with pouring velocities while 
sprue height above the critical drop height the danger of 
casting defects associated with pouring velocities above 
the critical velocity could not be avoided. 

“Figure 7”, showed the various surface defects that 
can occur in casting when cast are produced using sprue 
height above the critical drop height (377mm): The 
molten metal is not safe from casting defects because the 
pouring velocity exceeded the critical flow velocity. 
These defects can be avoided with pouring velocities 
below the critical velocity (Figure 8). 

It is evident from Figure 8 that all casting defects 
associated with pouring, using sprue height above the 
critical drop height, can be avoided if cast can be 
produced using sprue heights below the critical drop 
height. In this case, the melt is safe since the pouring 
velocity is below the critical velocity. 
 
4. Conclusion  
 

Results obtained from the analysis of molten metal 
flow showed that there exist a critical velocity and critical 
drop height for molten metal flow, to prevent 
entrainment of air and porosity problem in casting. 

The finite element analysis of molten metal flow in the 
mould sprue using continuity equation was used in this 
research work. The velocity distribution of the flow of 
molten metal were developed using the finite element 
method. The weighted integral of the equation was 
obtained, the weak form of the equation was developed 
and the finite element model was determined. The 
various matrices were assembled, solved and solutions 

obtained by using an eight linear element of nine nodes 
and a four linear rectangular element. By using 
appropriate interpolation function and boundary 
conditions, the solutions to the equations were obtain 
and validated using relevant literatures. 

 

  
(A) (B) 

Figure 7. Cast produced for different sprue height above 
the critical drop height: (a) 450mm sprue height (b) 
400mm sprue height. The critical drop height is 377mm. 
 

 
(A) 

 
(B) 

Figure 8. cast produced for different sprue height below 
the critical drop height: (a) 250mm sprue height (b) 
220mm sprue height. The critical drop height is 377mm 

 
Finally, to avoid entrainment of air and porosity 

problems in casting, the critical velocity and critical drop 
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height of molten metal as it flows down the sprue of 
casting mould was established. Further analysis of the 
flow of fluid in casting mould showed that molten metal 
flow below the critical velocity will prevent casting 
defects because flow is smooth and laminar. The critical 
drop height obtained from this work was used to produce 
various casts. The results obtained showed that casting 
defects can be avoided when cast are produced using 
sprue height below the critical drop height while cast 
produced using sprue height above the critical drop 
height the danger of casting defects could not be avoided. 
Therefore, the critical velocity and critical drop height 
obtained in this work will prevent air entrainment and 
porosity problem in casting. Consequently, foundry 
engineers will no longer rely on their individual 
knowledge and experience or perform trial and error 
runs before carrying out any casting process. This will 
reduce casting development cycle, defects and 
production time. 
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 It is a well-known fact that the absence of infill walls at the ground story, which is termed as 
“open ground story” may lead to a soft-story deficiency, especially in the case of non-ductile 
buildings. The previous severe earthquakes have shown that catastrophic destruction may 
occur in such a condition. Therefore, the seismic assessment of open ground story reinforced 
frames, where the effects of infill walls are incorporated, is of vital importance. However, the 
effects of infill walls are generally disregarded or considered indirectly in the seismic 
assessment procedures of the codes. This may mislead the actual condition of the open ground 
story buildings at different performance levels. This study aims to assess a non-ductile 
reinforced concrete frame with an open ground story regarding the collapse prevention 
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1. Introduction  
 

The previous studies reveal the influence of infill 
walls on the lateral behavior of buildings by a 
consideration of numerous parameters [1-7]. Yet, the 
knowledge of these members has been improving with 
the aid of latest analytical tools and models. The non-
uniform placement of infills along the building elevation 
or in plan causes stiffness and strength irregularities [8-
9]. The most common example is the open ground story 
(OGS) in which case the infills are absent in one story 
(generally the ground story). The OGS has the potential 
to cause soft/weak story deficiency which may depend 
on the characteristics of the structural system, masonry 
infills and ground motion [10]. Although there are certain 
regulations entailed by the codes to prevent soft/weak 
story deficiency [11-12] in the design, the assessment of 
existing buildings with OGS that were constructed in the 
absence of these regulations is a critical issue. A more 
approximate seismic assessment of these types of 
buildings requires taking the effects of infill walls into 
account. 

In the current study, the collapse performance of a 
reinforced concrete frame that does not comply with the 

current seismic design principles is assessed by 
comparison with the collapse prevention limits 
suggested by various seismic codes. The nonlinear 
pushover and incremental dynamic analyses were 
conducted for this purpose. The frame models were 
considered to have either OGS or not. To be used in the 
time history analyses, eleven selected earthquake 
ground motion records were matched with the design 
spectrum. 

 

2. Numerical modeling 
 

Seismostruct software [13] was used for the 
nonlinear analyses of the five-story, two-span planar RC 
frame. The frame that is illustrated in Fig. 1 belongs to an 
existing building which was also used by Kadaş [14]. 
However, some slight alterations were done in the 
dimensions and reinforcement details of the members as 
given in Table 1, to obtain non-ductile structural 
characteristics. No additional cross ties were used for the 
confinement of the sections (i.e., only hoop 
reinforcement with two legs along both sectional 
directions). The characteristic compressive strength of 

https://dergipark.org.tr/en/pub/tuje
https://orcid.org/0000-0003-1936-8916
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concrete was 15 MPa. The characteristic yield strength of 
all reinforcements was 220 MPa.  

The lateral response of the floor levels was assumed 
as a rigid diaphragm. The uniformly distributed beam 
dead loads were 12.36 kN/m in the first four stories and 
9.62 kN in the last story. The live loads were 0.98 kN/m 
on all beams, except those at the roof where it had a value 
of 0.49 kN/m. The concrete specific weight was 
considered as 24 kN/m3. The specific weight was 8 
kN/m3 for the infills. The second-order effects are 
considered in all analyses. 
 

 
Figure 1. The models of (a) bare and (b) OGS frames 
 
Table 1. The properties of the beams and columns 

Section Dimensions 
(mm×mm) 

Longitudinal 
Reinforcement 

Transverse 
Reinforcement 

Column 500×500 10ϕ18 ϕ8/200 mm 

Beam-
Support 

250×600 

6ϕ18 (top) 
4ϕ18 (bottom) 

ϕ8/200 mm 

Beam-
Span 

4ϕ18 (top) 
6ϕ18 (bottom) 

ϕ8/200 mm 

 
The nonlinear model which is compatible with the 

relationship proposed by Mander et al. [15] and the cyclic 
rules of Martinez-Rueda and Elnashai [16] was employed 
for the concrete. The elastic modulus was calculated as 
18200 MPa for the concrete according to ACI [17]. The 
strain at the ultimate strength of concrete was 
considered as 0.002 in compression. The modulus of 
elasticity was 2×105 MPa for the steel reinforcement. The 
strain hardening was considered with a ratio of 0.005 for 
the steel. A distributed inelasticity model which was the 
inelastic force-based frame element of Seismostruct was 
employed for the RC members. Four integration sections 
were used, where a meshing with 100 fibers was 
conducted. The initial and final beam integration sections 
were formed by using the support sectional properties 
(Table 1) and the properties for the span sections were 
assigned to the others. 

The masonry wall properties that are defined as “fair” 
quality by the American Society of Civil Engineers (ASCE) 
[18] were employed for the infill wall model of this study. 
Accordingly, the compressive strength (fm'), modulus of 
elasticity (Em) and shear strength of the infill walls were 
quantified as 4.1 MPa, 2255 MPa and 0.14 MPa, 
respectively. The four-node inelastic infill panel element 
of Seismostruct software which consists of two struts for 

the axial response and one strut for the shear response 
along each diagonal direction was employed for the 
nonlinear modeling of infill walls. The same definitions 
and assumptions are followed to constitute the infill wall 
models as described in a previous study by the first 
author Akın [10]. Therefore, these will not be repeated 
here once again to keep it abbreviated. 
 
3. Analyses  
 
3.1. Pushover Analyses 
 

The eigenvalue analyses resulted in a fundamental 
vibration period of 1.13 s. for the BF and 0.71 s. for the 
OGS. Besides, the mode shape vector, {Ф} and mass 
matrix, [m] were taken for the first (fundamental) modes. 
The generalized mass (M1), base shear effective modal 
mass (M1*) and other modal properties (L1 and Γ1) were 
estimated in the first mode (designated by the subscript 
“1”) by using Eqns. (1)-(4). In these expressions, mj is the 
total mass in the “j”th story and Фj1 is the modal lateral 
deflection at the “j”th story corresponding to the first 
mode. 
 

𝑀1 = ∑𝑚𝑗 ×

𝑁=5

𝑗=1

𝜙𝑗1
2  (1) 

  

𝐿1 = ∑𝑚𝑗 ×

𝑁=5

𝑗=1

𝜙𝑗1 (2) 

  
Γ1 = 𝐿1 𝑀1⁄  (3) 

  
𝑀1
∗ = Γ1 ×M1 (4) 

 
The static pushover analyses (SPO) were conducted 

under lateral loading where the pattern of nominal loads 
was assumed as inverse triangular. These nominal lateral 
loads at the stories were allocated to each node according 
to the nodal masses. Fig. 2 illustrates the design spectrum 
that was utilized to determine the displacement at the 
target point. The design spectrum was determined for 
the location of the original building in accordance with 
the previous version of the Turkish Earthquake Code 
(TEC [19]) that was the official code at the time when this 
study started. An earthquake level corresponding to 475 
years of return period was chosen for the design 
spectrum. The damping ratio was considered as 5%. The 
region of the design spectrum with constant acceleration 
was bounded by the corner periods of 0.10 s. (TA) and 
0.48 s (TB). The capacity curves obtained by SPO analyses 
were converted into the spectral coordinates of the 
design spectrum. This was accomplished by converting 
base shear, Vb into spectral acceleration, Sa and roof drift, 
δroof into spectral displacement, Sd by utilizing Eqns. (5) 
and (6), respectively. ФN1 is the modal lateral deflection 
at the roof level for the first mode (i.e., j=N). 
 

𝑆𝑎 = 𝑉𝑏 𝑀1
∗⁄  (5) 

  
𝑆𝑑 = 𝛿𝑟𝑜𝑜𝑓 (𝜙𝑁1 × Γ1)⁄  (6) 
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Figure 2. Estimation of the target displacement in the BF 
 

The fundamental vibration periods (T1) of all models 
were larger than TB (upper limit for the region of 
constant acceleration). This enabled the utilization of the 
rule which states that the inelastic displacement 
demands, Sd,inelastic may be taken as equal to the elastic 
displacement demands, Sd,elastic. Fig. 2 illustrates the 
determination of the displacement at the target point 
according to the TEC [12] for the bare frame. These 
spectral displacements could be converted to roof 
displacements at the target point by an inverted 
utilization of Eq. (6). This yielded a roof displacement of 
0.113 m for the BF and 0.078 m for the OGS. The SPO 
analyses were conducted again up to a step where these 
determined roof displacements were attained. And 
finally, the inelastic demand parameters were obtained 
for the columns. 
 
3.2. Incremental Dynamic Analyses (IDA) 
 

The incremental dynamic analyses of the models 
were conducted under gradually increasing intensity of 
the applied acceleration time history records by use of 
scaling factors, changing between 0.1 and 1.3 with an 
increment of 0.2 at each step. During the analyses of 
some models, the convergence problems occurred and 
the analyses should have to be terminated before 
attaining the scale factor of 1.3. Even so, the quantity of 
the analysis steps was enough for a reasonable 
evaluation of the results in all cases. Eleven ground 
acceleration records, each belonging to a different event, 
were chosen for the IDA. The records were taken from 
the Pacific Earthquake Engineering Research Center 
(PEER) “NGA-West 2” database in conformity with a 
seismic scenario chosen according to the location of the 
building [19]. The parameters that were taken into 
account for this seismic scenario are listed in Table 2. 

The chosen ground motion records were Darfield-
New Zealand-2010, Duzce-Turkey-1999, Erzincan-1992, 
Imperial Valley-02-1940, Landers-1992, Kobe-Japan-
1995, Kocaeli-Turkey-1999, Parkfield-1966, Sierra-
Mexico-2010, Superstition Hills-02-1987, Tottori-Japan-
2000. SeismoMatch software [20] was utilized to match 
the response spectra of these ground motion records 
with the design spectrum. The matching was completed 
in two steps having a maximum of 30% misfit tolerance. 
The matching was continued up to the periods of 1 s. and 
4 s in the first and second steps, respectively. The spectra 

that were matched with the design spectrum are shown 
in Fig. 3. The period of each model at the first mode and 
upper boundary for the constant acceleration zone, TB is 
also marked in Fig. 3. These matched ground acceleration 
records were used for the IDA. 
 
Table 2. Specifications of the seismic scenario 

Parameter Interval/Property 

Type of Fault Strike-Slip 

Magnitude of Earthquake 6.0-7.8 

Distance of Rupture (RRUP) (km) 0-100 

Distance of Joyner-Boore (RJB) (km) 0-30 

Shear Wave Velocity at the top 30 m of 
the subsurface (Vs30) (m/sec.) 

100-400 

 

 
Figure 3. The spectrums of the chosen ground 
acceleration records matched with the design spectrum 
 
4. Discussion of results 
 
4.1. Results of SPO Analyses 
 

The pushover curves are presented in Fig. 4 where the 
estimated target lateral drift at the roof level is also 
presented for the models. The non-ductile characteristic 
of both frames is explicit in this figure with a negative 
slope during the plastic phase of the response. When the 
capacity curves of both models are compared, the 
considerable increase in the initial rigidity of the OGS 
model compared to BF is clear. This is notable since it is 
attributed to the addition of infills in the absence of those 
at the ground story. A consequent alteration of the base 
shear demand may be expected in the OGS model due to 
the increased rigidity. On the other hand, it is obvious in 
Fig. 4 that there is no considerable base shear capacity 
increase in the OGS model in comparison to BF that may 
countervail the altered demands. 

At this stage, a probable concentration of inelastic 
demand parameters in the ground story columns of the 
OGS model compared to BF is evaluated. The concrete 
strain values at the columns of only the ground story are 
considered in this evaluation. However, the base shear 
demands and chord rotations at the ground and first 
story levels are taken into account for comparison. In Fig. 
5, these demand parameters are assessed with respect to 
the limiting values of Eurocode 8 [11] and TEC [12] at 
different damage states. Here “SD” and “NC” correspond 
to the “Significant Damage” and “Near-Collapse” limit 
states of Eurocode 8, respectively. These limit states are 
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designated as “Controlled Damage” and “Collapse 
Prevention” in the TEC [12], respectively.  
 

 
Figure 4. The static pushover analyses results of the BF 
and OGS models 
 

The column sectional details that are provided in 
Table 1 and the properties of the materials given in the 
preceding sections were used for the calculation of the 
limit values of the codes. The resulting chord rotation 
capacity values are 0.0096 rad and 0.0128 rad at the SD 
and NC limit states, respectively. The NC limit in terms of 
shear force capacity was estimated as 163.8 kN. These 
limit values for the chord rotation and shear force were 
calculated according to the Eurocode 8 (i.e., sections 
A.3.2 and A.3.3 of part 3). On the other hand, section 
5.8.1.1 of the TEC [12] was utilized to estimate the 
concrete strain capacity values of 0.0051 and 0.0068 for 
the SD and NC limit states, respectively. In Eurocode 8, 
the parameter that is employed to distinguish the 
priority of the members in terms of seismic resistance of 
the structure (el) was taken to be 1.5 for the columns (as 
a primary element). The ratio between moment and 
shear at the end section was considered to be one-half of 
the column height as recommended by the TEC [12]. In 
the calculations of the limit states, the axial load on the 
columns was assumed as 560 kN. This value is the mean 
value for the highest axial loads at the ground story 
columns which occurred during the IDA step 
corresponding to the NC stated by FEMA 350 [21]. The 
definition of the NC limit using the IDA results according 
to FEMA 350 will be given in the next section. Only the 
reinforcements at the ends of the section (4ɸ18) were 
regarded as the tension or compression reinforcements. 
In other words, the probable contribution of the 
reinforcement at the mid-section (2ɸ18) to the tensile or 
compressive response was ignored. No diagonal 
reinforcement was considered since there is none in the 
section (i.e., ρd=0). The confinement effectiveness factor 
(α) was estimated as 0.42 with the same definition in 
Eurocode 8 [11] and TEC [12]. During the calculations 
according to Eurocode 8, the capacities were reduced 
with regard to the insufficient seismic detailing and the 
use of smooth bars for the longitudinal reinforcements. 
While applying these reductions, the longitudinal 
reinforcements were regarded as lapped at the member 
ends, which is a typical application for most of the 
buildings in Turkey. The length of the lapped bars (lo) 
was assumed as equal to 50 times the diameter of the bar 

(dbL). In the concrete strain capacity calculations 
according to TEC [12], only 30 percent of the lateral 
reinforcement was taken into account due to the use 90° 
hook ends of the stirrups as suggested by the code.  
 

 
Figure 5. The results of the SPO analyses: (a) maximum 
concrete strain on the columns of the ground story, (b) 
maximum chord rotations and, (c) maximum shear 
forces on the columns of the ground and first stories 
 

According to the TEC (2018) classification in terms of 
the concrete strain, one column (C2) exceeds the SD limit, 
and one other column (C3) is approximate to this limit at 
the ground story (Fig 5(a)). The concrete strain of the 
columns in the OGS model is larger compared to BF even 
though these values were obtained at a smaller target 
displacement in the OGS frame (Figs 4 and 5). Two 
columns (C2 and C3) go beyond the NC limit and one 
column (C1) exceeds the SD state at the ground story of 
the OGS model. All columns at the ground level and one 
column at the upper story of the BF remain in between 
the SD and NC limits when the Eurocode 8 definition in 
terms of chord rotation is considered (Fig. 5(b)). In the 
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OGS frame, the chord rotations of columns at the ground 
story increase substantially and go beyond the NC limit 
state. On the other hand, there was an abrupt decrease in 
the chord rotations of the first story columns in this 
frame compared to BF. In this story, the observed 
negative chord rotations may be attributed to the 
contribution of higher modes of vibration due to the 
irregular distribution of rigidity in the OGS model. It 
should be noted that the assessment of Eurocode 8 
according to the chord rotation may be regarded as more 
conservative in comparison to that of TEC [12] with 
respect to the local strain obtained by SPO analyses. This 
was especially notable for the BF model. There was no 
major difference between the OGS and BF concerning the 
column shear demands at the ground story (Fig. 5(c)). As 
one may anticipate, there was a considerable decline in 
the shear demands of the first story columns owing to the 
infills of the OGS frame compared to BF.  
 
4.2. Results of IDA 
 

To be comparable with the SPO results, in the IDA 
analysis, the base shear was determined as the “intensity 
measure" and roof drift was chosen as the "engineering 
demand parameter”. The consequent IDA curves of all 
ground acceleration records are given in Fig. 6(a). The 
statistical 16%, 50% (median) and 84% fractile curves 
are presented in Fig. 6(b). When the IDA results of bare 
and OGS frames are statistically compared, it may be 
stated that the dispersion is higher for the OGS in 
comparison to BF. 
 

 
Figure 6. The incremental dynamic analysis curves of BF 
and OGS frame: (a) under all acceleration records, (b) 
16%, 50% (median) and 84% fractile curves 
 

Referring to FEMA 350, Vamvatsikos and Cornell [22] 
assume that the near-collapse limit is defined either by 
the point where the local slope of the IDA curve attains 
20% of the initial (i.e., elastic) slope or maximum inter-
story drift ratio extends to 10% for the steel moment-
resisting frames. In this study, the definition that states 
an 80% reduction in the initial rigidity is considered to 
determine the NC limit state by a graphical rendition of 
the IDA curves. The same definition of Eurocode 8 for the 
NC limit state in terms of chord rotation (i.e., 0.0128 rad) 
that was used in the previous section is also evaluated 
here. Additionally, the concrete strain limit value of the 
TEC [12] for the NC (i.e., 0.0068) which is generally more 
critical compared to the strain of reinforcement is also 
considered in this part once again. It is worth noting that 
none of these limit state definitions, except the graphical 
rendition proposed by Vamvatsikos and Cornell [12] take 
the infills into account during the assessment of the 
building. A graphical definition for the limit states 
naturally considers all structural characteristics, such as 
the effect of infill walls assigned to the model.  

The point corresponding to an 80% reduction in the 
initial rigidity (i.e. NC limit state of FEMA 350) is shown 
in Fig. 7 on the median IDA curves as exemplarily. This 
procedure was applied for the IDA curves of all models 
under each ground acceleration record where the IDA 
step nearest to this level was designated as the limit for 
the NC. Eventually, the local values for the chord rotation 
and concrete strain are obtained at this limit. The 
median, 16th and 84th percentile of these demands 
obtained from the representative column “C2” are 
presented in Fig. 8 together with the code limits for the 
NC state. 
 
 

 
Figure 7. The graphical definition of the near-collapse 
(NC) limit state according to FEMA 350 
 
 

As shown in Fig. 7, the limit for the NC is determined 
at the transition part of all curves between the initial 
(ascending) portion and the flat (or almost flat) 
remaining portion. The NC was experienced at a smaller 
roof drift in the case OGS frame in comparison to BF. 
There may be two reasons for this: the initial rigidity of 
the OGS model is higher and the transition from the initial 
region to the remaining flat region is sharper in the case 
of OGS in comparison to BF. This caused a reduction in 
the demand values of the OGS frame at the NC limit state 
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as exemplarily shown in Fig. 8 for column C2. It should be 
noted that this result was also the case in the other 
columns of the ground story. 

When compared with the graphical method of FEMA-
350 [21], the TEC [12] seems to be slightly more 
conservative while describing the NC limit state for the 
BF by employing the strain in the columns (Fig. 8(a)). 
However, this was not the case in the OGS frame and the 
limit for the NC is experienced earlier with regard to 
FEMA 350. The NC limit defined by Eurocode 8 according 
to the chord rotation was much larger than the one 
determined by FEMA 350 for the ground story columns 
of both types of frames (Fig. 8(c and d)). 

The plastic hinge formations throughout the 
structure were designated to evaluate the description of 
FEMA 350 for the near-collapse limit. The plastic hinge 
formation was identified by observing the hysteretic 
moment-rotation diagrams at the integration sections of 
the members. This was done at the IDA step which was 
specified as the limit for the NC. The consequent 
moment-rotation diagrams at the initial sections of 
columns C1 and C4 are presented in Fig. 9. An “idealized 
yield point” has been transcended by the initial section of 
column C1, so that the plastic hinge formation can be 
defined (Fig. 9(a)). However, the bottom section of 
column C4 has not experienced any inelastic response 
(Fig. 9(b)). 

The resulting distributions of the plastic hinges in the 
IDA step specified as NC limit by FEMA 350 and the 
following step are illustrated in Fig. 10 for the Duzce 
record. The maximum column chord rotations formed at 
the ground story corresponding to these steps are also 
denoted in the same figure. According to Fig. 10(a), the 
number of plastic hinges was not adequate to result in 
collapse (i.e., unstability) when the NC limit defined by 
FEMA 350 was reached for the BF (i.e., chord rotation 
equals 0.0074). On the other hand, the collapse was 
formed at the first two-story levels in the following step 
when the ultimate chord rotation of the ground story 
columns attained 0.0113. It may be stated that the 
collapse seems to form immediately after the FEMA 350 
NC limit. Consequently, the description of FEMA 350 for 
the NC limit state, which was proposed for the steel 
frames may be regarded as convenient for the reinforced 
concrete bare frames. Whereas the collapse mechanism 
was already produced for the OGS frame at the NC limit 
of FEMA 350 (Fig. 10(b)). It may be concluded that the 
definition of NC limit state at an earlier stage may be 
regarded as more appropriate for the OGS frame. 
 
 
4.3. Comparison of SPO Analyses and IDA Results 
 

The base shear-roof drift relationships obtained by 
SPO and IDA (median) are presented together in Fig. 11 
for each model. Similar to the statement of Vamvatsikos 
and Cornell [22], when the intensity measure and 
engineering demand parameters are selected as those in 
this study, the capacity diagrams achieved by both SPO 
and IDA methods are almost identical in the initial region. 
Yet, the base shear (or Sa determined by Eqn. (5)) 
capacities determined by the SPO and IDA are also quite 
similar which is in contradiction to the results of 

Vamvatsikos and Cornell [22]. Eventually, the curves of 
each analysis method begin to differentiate after the 
ultimate base shear capacity is reached. This result was 
more significant in the case of OGS. 
 

 
Figure 8. The comparison of NC limit state definitions of 
FEMA 350, TEC, and Eurocode 8 
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Figure 9. Moment-rotation behavior at the initial 
sections of columns (a) C1 and (b) C4 at the NC limit of 
FEMA 350 
 

 
Figure 10. The plastic hinge formations of the (a) BF and 
(b) OGS models at two stages of IDA for Duzce record 
 

 
Figure 11. Base shear-roof drift diagrams of SPO and IDA 
(median) 

In Fig. 12, the maximum concrete strain and chord 
rotation of column C2 are compared for three steps of the 
response (i.e., in the case of Imperial Valley record 
exemplarily). The local demand parameters of the BF 
derived from the SPO and IDA were very approximate at 
the initial part of the response and started to differentiate 
as the related capacity curves separate (Fig. 12). This was 
more considerable for the concrete strain, which may 
clarify the more conservative assessment conducted by 
the SPO according to the chord rotation (i.e., concrete 
strain remains lower in the SPO). Although the 
separation of SPO and IDA curves after the ultimate 
capacity is more distinct for the OGS, the inelastic 
demand values determined by the two methods at the 
same roof drift are quite approximate in all regions of the 
response of this model. This may be related to the 
concentration of demand at the story level without infills. 
The measure of the scattering of damage between the 
stories of BF may be dissimilar for the SPO and IDA which 
may result in the demands changing at different stages of 
response in this model. 
 

 

5. Conclusion  
 

A reinforced concrete bare and OGS frame were 
analyzed using SPO and IDA regarding the NC limit state 
descriptions of different seismic codes. The two different 
analyses methods were also compared in terms of this 
evaluation. It should be noted that the presented results 
were obtained according to the assumptions of the study. 

The assessment by SPO provided much larger 
demands for the OGS frame as may be expected, although 
the corresponding target displacement was smaller for 
the OGS compared to BF. According to the SPO analyses, 
it may be stated that the seismic assessment with regard 
to the definition of Eurocode 8 in terms of chord rotation 
is more conservative than the definition of TEC [12] in 
terms of concrete strain. This statement is more 
considerable for the BF model. 

The NC limit state described by FEMA 350 which is 
suggested actually for the steel frames and based on a 
graphical interpretation of the IDA results was also 
suitable for the RC bare frame considered in this study. 
However, the same conclusion may not be valid for the 
OGS frame due to the plastic hinge formations that 
indicate an early column-sidesway mechanism in this 
model. It may be more appropriate to define the near-
collapse at an earlier stage on the IDA curve for the RC 
frames with OGS. As opposed to the conclusion from the 
SPO analyses, the concrete strain limit of TEC [12] is 
more conservative in describing the near-collapse for the 
columns of bare RC frames considering the IDA results, 
which is not the case for the frame with OGS. The chord 
rotation limit of Eurocode 8 seems to describe the near-
collapse of the columns at a much later stage on the IDA 
curves considering both BF and OGS models. The quite 
early signs of collapse without producing considerable 
inelastic deformations should be regarded more 
conservatively during the seismic assessment of existing 
nonductile OGS buildings. 

The differences in the assessment according to 
different codes by using either SPO or IDA results may be 
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understood after a closer look at the local demands of the 
ground story columns at different stages of the results. 
Although the global SPO capacity and IDA curves are very 
close for the bare RC frame, the dissociation of local 
demands obtained by these two analysis methods 
increases as the inelastic actions progress within the 
structure. This was more distinct for the concrete strain 
which was significantly smaller in the SPO results of BF 
in comparison to IDA. On the other hand, the global SPO 
and IDA curves of OGS differ from each other 
considerably during the inelastic response. Yet, the local 
demand values are close at all stages of the two analysis 
methods. 

 
 

 
Figure 12. The maximum concrete strain and chord 
rotation of column C2 at various steps of the SPO and IDA 
curves: (a) for BF and (b) for OGS 
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