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# A NEW SYSTEM OF GENERALIZED NONLINEAR VARIATIONAL INCLUSION PROBLEMS IN SEMI-INNER PRODUCT SPACES 

Sumeera SHAFI<br>Department of Mathematics, University of Kashmir, Srinagar-190006, INDIA


#### Abstract

In this work we reflect a new system of generalized nonlinear variational inclusion problems in 2-uniformly smooth Banach spaces. By using resolvent operator technique, we offer an iterative algorithm for figuring out the approximate solution of the said system. The motive of this paper is to review the convergence analysis of a system of generalized nonlinear variational inclusion problems in 2-uniformly smooth Banach spaces. The proposition used in this paper can be considered as an extension of propositions for examining the existence of solution for various classes of variational inclusions considered and studied by many authors in 2-uniformly smooth Banach spaces.


## 1. Introduction

In recent past, variational inequalities have been elongated in dissimilar directions and sections of studies, using peculiar and ingenious techniques. One of such conception is variational inclusions. Numerous problems that exist in engineering, optimization and control situations can be designed by free boundary problems which conveys to variational inequality and variational inclusion problems. For details, please refer $[1-5,8-14,18,20-23,25,26]$.

## 2. Resolvent Operator and Formulation of Problem

Let $X$ be a real 2-uniformly smooth Banach space equipped with norm $\|\cdot\|$ and a semi-inner product [., .]. Let $C(X)$ be the family of all nonempty compact subsets of $X$ and $2^{X}$ be the power set of $X$.

We need the following definitions and results from the literature.

[^0]Definition 1. Let $X$ be a vector space over the field $F$ of real or complex numbers. A functional [.,.] : $X \times X \rightarrow F$ is called a semi-inner product if it satisfies the following:
(i) $[x+y, z]=[x, z]+[y, z], \forall x, y, z \in X$;
(ii) $[\lambda x, y]=\lambda[x, y], \forall \lambda \in F$ and $x, y \in X$;
(iii) $[x, x]>0$, for $x \neq 0$;
(iv) $|[x, y]|^{2} \leq[x, x][y, y]$.

The pair $(X,[.,]$.$) is called a semi-inner product space.$
We observe that $\|x\|=[x, x]^{\frac{1}{2}}$ is a norm on $X$. Hence every semi-inner product space is a normed linear space. On the other hand, in a normed linear space, one can generate semi-inner product in infinitely many different ways. Giles [7] had proved that if the underlying space $X$ is a uniformly convex smooth Banach space then it is possible to find a semi-inner product, uniquely. Also the unique semi-inner product has the following nice properties:
(i) $[x, y]=0$ if and only if $y$ is orthogonal to $x$, that is if and only if $\|y\| \leq$ $\|y+\lambda x\|, \forall$ scalars $\lambda$.
(ii) Generalized Riesz representation theorem: If $f$ is a continuous linear functional on $X$ then there is a unique vector $y \in X$ such that $f(x)=[x, y], \forall x \in$ $X$.
(iii) The semi-inner product is continuous, that is for each $x, y \in X$, we have $\operatorname{Re}[y, x+\lambda y] \rightarrow \operatorname{Re}[y, x]$ as $\lambda \rightarrow 0$.
The sequence space $l^{p}, p>1$ and the function space $L^{p}, p>1$ are uniformly convex smooth Banach spaces. So one can define semi-inner product on these spaces, uniquely.

Example 1. [19] The real sequence space $l^{p}$ for $1<p<\infty$ is a semi-inner product space with the semi-inner product defined by

$$
[x, y]=\frac{1}{\|y\|_{p}^{p-2}} \sum_{i} x_{i} y_{i}\left|y_{i}\right|^{p-2}, x, y \in l^{p}
$$

Example 2. [7,19] The real Banach space $L^{p}(X, \mu)$ for $1<p<\infty$ is a semi-inner product space with the semi-inner product defined by

$$
[f, g]=\frac{1}{\|g\|_{p}^{p-2}} \int_{X} f(x)|g(x)|^{p-1} \operatorname{sgn}(g(x)) d \mu, f, g \in L^{p}
$$

Definition 2. $[19,24]$ Let $X$ be a real Banach space. Then:
(i) The modulus of smoothness of $X$ is defined as

$$
\rho_{X}(t)=\sup \left\{\frac{\|x+y\|+\|x-y\|}{2}-1:\|x\|=1,\|y\|=t, t>0\right\}
$$

(ii) $X$ is said to be uniformly smooth if $\lim _{t \rightarrow 0} \frac{\rho_{X}(t)}{t}=0$.
(iii) $X$ is said to be p-uniformly smooth if there exists a positive real constant $c$ such that $\rho_{X}(t) \leq c t^{p}, p>1$. Clearly, $X$ is 2 -uniformly smooth if there exists a positive real constant $c$ such that $\rho_{X}(t) \leq c t^{2}$.
Lemma 1. $[19,24]$ Let $p>1$ be a real number and $X$ be a smooth Banach space. Then the following statements are equivalent:
(i) $X$ is 2-uniformly smooth.
(ii) There is a constant $c>0$ such that for every $x, y \in X$, the following inequality holds

$$
\|x+y\|^{2} \leq\|x\|^{2}+2\left\langle y, f_{x}\right\rangle+c\|y\|^{2}
$$

where $f_{x} \in J(x)$ and $J(x)=\left\{x^{\star} \in X^{\star}:\left\langle x, x^{\star}\right\rangle=\|x\|^{2}\right.$ and $\left.\left\|x^{\star}\right\|=\|x\|\right\}$ is the normalized duality mapping.

Remark 1. [19] Every normed linear space is a semi-inner product space (see[15]). In fact by Hahn Banach theorem, for each $x \in X$, there exists atleast one functional $f_{x} \in X^{\star}$ such that $\left\langle x, f_{x}\right\rangle=\|x\|^{2}$. Given any such mapping $f$ from $X$ into $X^{\star}$, we can verify that $[y, x]=\left\langle y, f_{x}\right\rangle$ defines a semi-inner product. Hence we can write (ii) of above Lemma as

$$
\|x+y\|^{2} \leq\|x\|^{2}+2[y, x]+c\|y\|^{2}, \forall x, y \in X
$$

The constant $c$ is chosen with best possible minimum value. We call c, as the constant of smoothness of $X$.

Example 3. The function space $L^{p}$ is 2-uniformly smooth for $p \geq 2$ and it is $p$-uniformly smooth for $1<p<2$. If $2 \leq p<\infty$, then we have for all $x, y \in L^{p}$,

$$
\|x+y\|^{2} \leq\|x\|^{2}+2[y, x]+(p-1)\|y\|^{2}
$$

Here the constant of smoothness is $p-1$.
Definition 3. $[16,19]$ Let $X$ be a real 2-uniformly smooth Banach space. A mapping $S: X \rightarrow X$ is said to be:
(i) monotone, if $[S x-S y, x-y] \geq 0, \forall x, y \in X$,
(ii) strictly monotone, if $[S x-S y, x-y]>0, \forall x, y \in X$, and equality holds if and only if $x=y$,
(iii) $r$-strongly monotone if there exists a positive constant $r>0$ such that

$$
[S x-S y, x-y] \geq r\|x-y\|^{2}, \forall x, y \in X
$$

(iv) $\delta$-Lipschitz continuous, if there exists a constant $\delta>0$ such that

$$
\|S(x)-S(y)\| \leq \delta\|x-y\|, \forall x, y \in X
$$

(v) $\eta$-monotone, if $[S x-S y, \eta(x, y)] \geq 0, \forall x, y \in X$,
(vi) strictly $\eta$-monotone, if $[S x-S y, \eta(x, y)]>0, \forall x, y \in X$, and equality holds if and only if $x=y$,
(vii) r-strongly $\eta$-monotone if there exists a positive constant $r>0$ such that

$$
[S x-S y, \eta(x, y)] \geq r\|x-y\|^{2}, \forall x, y \in X
$$

(viii) $\xi$-cocoercive if there exists a constant $\xi>0$ such that

$$
[S x-S y, x-y] \geq \xi\|S x-S y\|^{2}, \forall x, y \in X
$$

(ix) relaxed $(\xi, \delta)$-cocoercive if there exist two constants $\xi, \delta>0$ such that

$$
[S x-S y, x-y] \geq-\xi\|S x-S y\|^{2}+\delta\|x-y\|^{2}, \forall x, y \in X
$$

For $\xi=0 S$ is $\delta$-strongly monotone.
This class of mappings is more general than the class of strongly monotone mappings.

Definition 4. Let $X$ be a 2-uniformly smooth Banach space. Let $\eta: X \times X \rightarrow X$ be single-valued mappings and $M: X \times X \rightarrow 2^{X}$ be multi-valued mapping. Then
(i) $\eta$ is said to be accretive, if

$$
[\eta(x, y), x-y] \geq 0, \forall x, y \in X
$$

(ii) $\eta$ is said to be strictly accretive, if

$$
[\eta(x, y), x-y]>0, \forall x, y \in X
$$

and equality holds only when $x=y$.
(iii) $\eta$ is said to be $r$-strongly-accretive if there exists a constant $r>0$ such that

$$
[\eta(x, y), x-y] \geq r\|x-y\|^{2}, \forall x, y \in X
$$

(iv) $\eta$ is said to be $m$-Lipschitz continuous, if there exists a constant $m>0$ such that

$$
\|\eta(x, y)\| \leq m\|x-y\|, \forall x, y \in X
$$

(v) $M$ is said to be $\eta$-accretive in the first argument if $[u-v, \eta(x, y)] \geq 0, \forall x, y \in X, \forall u \in M(x, t), v \in M(y, t)$, for each fixed $t \in X$,
(vi) $\mu$-strongly $\eta$-accretive if there exists a positive constant $\mu>0$ such that

$$
[u-v, \eta(x, y)] \geq \mu\|x-y\|^{2}, \forall x, y \in X, u \in M(x, t), v \in M(y, t)
$$

Definition 5. Let $X$ be a 2-uniformly smooth Banach space. Let $\eta: X \times X \rightarrow X$ be single-valued mappings, $M: X \times X \rightarrow 2^{X}$ be a multi-valued mapping, then $M$ is said to be $m-\eta$-accretive mapping if for each fixed $t \in X, M(., t)$ is $\eta$-accretive in the first argument and $(I+\rho M(., t)) X=X, \forall \rho>0$.

Theorem 1. Let $X$ be a 2-uniformly smooth Banach space. Let $\eta: X \times X \rightarrow X$ be $q$-strongly accretive mapping. Let $M: X \times X \rightarrow 2^{X}$ be $m-\eta$-accretive mapping. If the following inequality : $[u-v, \eta(x, y)] \geq 0$, holds $\forall(y, v) \in \operatorname{Graph}(M(., t))$, then $(x, u) \in \operatorname{Graph}(M(., t))$, where Graph $(M(., t)):=\{(x, u) \in X \times X: u \in M(x, t)\}$.

Theorem 2. Let $\eta: X \times X \rightarrow X$ be $q$-strongly accretive mapping. Let $M$ : $X \times X \rightarrow 2^{X}$ be $m-\eta$-accretive mapping. Then the mapping $(I+\rho M(., t))^{-1}$ is single-valued, $\forall \rho>0$.
Definition 6. Let $\eta: X \times X \rightarrow X$ be single-valued mapping. Let $M: X \times X \rightarrow 2^{X}$ be $m-\eta$-accretive mapping. Then for each fixed $t \in X$, the resolvent operator $R_{\rho, \eta}^{M(\cdot, t)}: X \rightarrow X$ is defined by

$$
R_{\rho, \eta}^{M(., t)}(x)=(I+\rho M(., t))^{-1}(x), \forall x \in X
$$

Theorem 3. Let $\eta: X \times X \rightarrow X$ be p-Lipschitz continuous and $q$-strongly accretive mapping. Let $M: X \times X \rightarrow 2^{X}$ be $m-\eta$-accretive mapping. Then for each fixed $t \in X$ the resolvent operator of $M, R_{\rho, \eta}^{M(\cdot, t)}(x)=(I+\rho M(., t))^{-1}(x)$ is $\frac{p}{q}$-Lipschitz continuous, that is,

$$
\left\|R_{\rho, \eta}^{M(., t)}(x)-R_{\rho, \eta}^{M(., t)}(y)\right\| \leq L\|x-y\|, \forall x, y, t \in X
$$

where $L=\frac{p}{q}$.
Definition 7. The Hausdorff metric $D(\cdot, \cdot)$ on $C B(X)$, is defined by

$$
D(A, B)=\max \left\{\sup _{u \in A} \inf _{v \in B} d(u, v), \sup _{v \in B} \inf _{u \in A} d(u, v)\right\}, A, B \in C B(X)
$$

where $d(\cdot, \cdot)$ is the induced metric on $X$ and $C B(X)$ denotes the family of all nonempty closed and bounded subsets of $X$.
Definition 8. [6] A set-valued mapping $T: X \rightarrow C B(X)$ is said to be $\gamma-D$ Lipschitz continuous, if there exists a constant $\gamma>0$ such that

$$
D(T(x), T(y)) \leq \gamma\|x-y\|, \forall x, y \in X
$$

Theorem 4. [17] Let $T: X \rightarrow C B(X)$ be a set-valued mapping on $X$ and $(X, d)$ be a complete metric space. Then:
(i) For any given $\nu>0$ and for any given $u, v \in X$ and $x \in T(u)$, there exists $y \in T(v)$ such that

$$
d(x, y) \leq(1+\nu) D(T(u), T(v))
$$

(ii) If $T: X \rightarrow C(X)$, then (i) holds for $\nu=0$, (where $C(X)$ denotes the family of all nonempty compact subsets of $X$ ).

Lemma 2. Let $\left\{b^{n}\right\}$ be a sequence of nonnegative real numbers such that

$$
b^{n+1} \leq\left(1-a^{n}\right) b^{n}+c^{n}+h^{n}, \forall n \geq n_{0}
$$

where $n_{0}$ is a nonnegative integer, $\left\{a^{n}\right\}$ is a sequence in $(0,1)$ with $\sum_{n=1}^{\infty} a^{n}=\infty$, $c^{n}=o\left(a^{n}\right)$ and $\sum_{n=0}^{\infty} h^{n}<\infty$. Then $\lim _{n \rightarrow \infty} b^{n}=0$.

Definition 9. A mapping $S: X \times X \times X \rightarrow X$ is said to be relaxed $(\xi, \delta)$-cocoercive if there exist constants $\xi, \delta>0$ such that

$$
\begin{gather*}
{\left[S(x, y, z)-S\left(x_{1}, y_{1}, z_{1}\right), x-x_{1}\right] \geq-\xi\left\|S(x, y, z)-S\left(x_{1}, y_{1}, z_{1}\right)\right\|^{2}+\delta\left\|x-x_{1}\right\|^{2}} \\
\forall x, x_{1}, y, y_{1}, z, z_{1} \in X \tag{1}
\end{gather*}
$$

Definition 10. A mapping $S: X \times X \times X \rightarrow X$ is said to be $\beta$-Lipschitz continuous in the first variable if there exist constant $\beta>0$ such that

$$
\begin{equation*}
\left\|S(x, y, z)-S\left(x_{1}, y_{1}, z_{1}\right)\right\| \leq \beta\left\|x-x_{1}\right\|, \forall x, x_{1}, y, y_{1}, z, z_{1} \in X \tag{2}
\end{equation*}
$$

Now, we formulate our main problem.
For each $i=1,2,3$, let $N_{i}: X \times X \times X \rightarrow X, f_{i}: X \rightarrow X, \eta_{i}: X \times X \rightarrow X$ be singlevalued mappings. Let $A_{i}, B_{i}, F_{i}: X \rightarrow C(X)$ be set-valued mappings. Suppose that $M_{i}: X \times X \rightarrow 2^{X}$ is $m_{i}-\eta_{i}-$ accretive mapping. Then we consider the following system of generalized nonlinear variational inclusion problems (in short, SGNVIP): Find $\left(x_{1}, x_{2}, x_{3}\right) \in X \times X \times X, u_{i} \in A_{i}\left(x_{i}\right), v_{i} \in B_{i}\left(x_{i}\right), w_{i} \in F_{i}\left(x_{i}\right)$ such that

$$
\begin{align*}
& 0 \in f_{1}\left(x_{1}\right)-f_{1}\left(x_{2}\right)+\rho_{1}\left\{N_{1}\left(u_{2}, u_{3}, u_{1}\right)+M_{1}\left(f_{1}\left(x_{1}\right), x_{1}\right)\right\} \\
& 0 \in f_{2}\left(x_{2}\right)-f_{2}\left(x_{3}\right)+\rho_{2}\left\{N_{2}\left(v_{3}, v_{1}, v_{2}\right)+M_{2}\left(f_{2}\left(x_{2}\right), x_{2}\right)\right\} \\
& 0 \in f_{3}\left(x_{3}\right)-f_{3}\left(x_{1}\right)+\rho_{3}\left\{N_{3}\left(w_{1}, w_{2}, w_{3}\right)+M_{3}\left(f_{3}\left(x_{3}\right), x_{3}\right)\right\}, \forall \rho_{i}>0 \tag{3}
\end{align*}
$$

## Special Cases:

I. If in problem (3), $f_{1}\left(x_{1}\right)=G(x), f_{1}\left(x_{2}\right)=H(x)$, such that $G, H: X \rightarrow X, f_{2}=$ $f_{3} \equiv 0, N_{1}=N_{2}=N_{3} \equiv 0, \rho_{1}=\rho_{2}=\rho_{3}=1$, then problem (3) reduces to the following problem: Find $x \in X$ such that

$$
\begin{equation*}
0 \in G(x)-H(x)+M(G(x), x) \tag{4}
\end{equation*}
$$

This type of problem has been considered and studied by Sahu et al.[19].

## 3. Iterative Algorithm

First, we give the following technical lemma:
Lemma 3. Let $X$ be a real 2-uniformly smooth Banach space. Let for each $i \in\{1,2,3\} N_{i}, f_{i}, \eta_{i}$ be single-valued mappings. Let $A_{i}, B_{i}, F_{i}: X \rightarrow C(X)$ be set-valued mappings, $M_{i}: X \times X \rightarrow 2^{X}$ be $m_{i}-\eta_{i}$-accretive mappings. Then $\left(x_{i}, u_{i}, v_{i}, w_{i}\right)$ where $x_{i} \in X, u_{i} \in A_{i}\left(x_{i}\right), v_{i} \in B_{i}\left(x_{i}\right), w_{i} \in F_{i}\left(x_{i}\right)$ is a solution of
(3) if and only if $\left(x_{i}, u_{i}, v_{i}, w_{i}\right)$ satisfies
$\left.\begin{array}{l}f_{1}\left(x_{1}\right)=R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}\right)}\left\{f_{1}\left(x_{2}\right)-\rho_{1} N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\} \\ f_{2}\left(x_{2}\right)=R_{\rho_{2}, \eta_{2}}^{M_{2}\left(., x_{2}\right)}\left\{f_{2}\left(x_{3}\right)-\rho_{2} N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\} \\ f_{3}\left(x_{3}\right)=R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}\right)}\left\{f_{3}\left(x_{1}\right)-\rho_{3} N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right\}\end{array}\right\}$
where $R_{\rho_{i}, \eta_{i}}^{M_{i}\left(., x_{i}\right)}=\left(I+\rho_{i} M_{i}\left(., x_{i}\right)\right)^{-1}$ are the resolvent operators.
Proof. Let $\left(x_{i}, u_{i}, v_{i}, w_{i}\right)$ is a solution of (3), then we have

$$
\begin{aligned}
& f_{1}\left(x_{1}\right)=R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}\right)}\left\{f_{1}\left(x_{2}\right)-\rho_{1} N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\} \\
& \Longleftrightarrow \Longleftrightarrow f_{1}\left(x_{1}\right)=\left(I+\rho_{1} M_{1}\left(., x_{1}\right)\right)^{-1}\left\{f_{1}\left(x_{2}\right)-\rho_{1} N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\} \\
& \Longleftrightarrow f_{1}\left(x_{1}\right)+\rho_{1} M_{1}\left(f_{1}\left(x_{1}\right), x_{1}\right)=\left\{f_{1}\left(x_{2}\right)-\rho_{1} N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\} \\
& \Longleftrightarrow 0 \in f_{1}\left(x_{1}\right)-f_{1}\left(x_{2}\right)+\rho_{1}\left\{N_{1}\left(u_{2}, u_{3}, u_{1}\right)+M_{1}\left(f_{1}\left(x_{1}\right), x_{1}\right)\right\}
\end{aligned}
$$

Proceeding likewise by using (5), we have

$$
\begin{aligned}
& f_{2}\left(x_{2}\right)=R_{\rho_{2}, \eta_{2}}^{M_{2}\left(., x_{2}\right)}\left\{f_{2}\left(x_{3}\right)-\rho_{2} N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\} \\
& \quad \Longleftrightarrow 0 \in f_{2}\left(x_{2}\right)-f_{2}\left(x_{3}\right)+\rho_{2}\left\{N_{2}\left(v_{3}, v_{1}, v_{2}\right)+M_{2}\left(f_{2}\left(x_{2}\right), x_{2}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& f_{3}\left(x_{3}\right)=R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}\right)}\left\{f_{3}\left(x_{1}\right)-\rho_{3} N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right\} \\
& \quad \Longleftrightarrow 0
\end{aligned}
$$

Lemma 3 allows us to suggest the following iterative algorithm for finding the approximate solution of (3).

Iterative Algorithm 1. For each $i=\{1,2,3\}$ given $\left\{x_{i}^{0}, u_{i}^{0}, v_{i}^{0}, w_{i}^{0}\right\}$ where $x_{i}^{0} \in$ $X_{i}, u_{i}^{0} \in A_{i}\left(x_{i}^{0}\right), v_{i}^{0} \in B_{i}\left(x_{i}^{0}\right), w_{i}^{0} \in F_{i}\left(x_{i}^{0}\right)$ compute the sequences $\left\{x_{i}^{n}, u_{i}^{n}, v_{i}^{n}, w_{i}^{n}\right\}$ defined by the iterative schemes

$$
\begin{gathered}
f_{3}\left(x_{3}^{n}\right)=R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}^{n}\right)}\left\{f_{3}\left(x_{1}^{n}\right)-\rho_{3} N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)\right\} \\
f_{2}\left(x_{2}^{n}\right)=R_{\rho_{2}, \eta_{2}}^{M_{2}\left(., x_{2}^{n}\right)}\left\{f_{2}\left(x_{3}^{n}\right)-\rho_{2} N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)\right\} \\
x_{1}^{n+1}=\left(1-\alpha^{n}\right) x_{1}^{n}+\alpha^{n}\left(x_{1}^{n}-f_{1}\left(x_{1}^{n}\right)+R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}^{n}\right)}\left\{f_{1}\left(x_{2}^{n}\right)-\rho_{1} N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)\right\}\right)
\end{gathered}
$$

where $\alpha^{n}$ is a sequence of real numbers such that $\sum_{n=0}^{\infty} \alpha^{n}=\infty, \forall n \geq 0$.

## 4. Existence of Solution and Convergence Analysis

Theorem 5. For each $i \in\{1,2,3\}$, let $X$ be a real 2-uniformly smooth Banach space with $k$ as constant of smoothness. Let $N_{i}: X \times X \times X \rightarrow X$ be a relaxed $\left(\xi_{i}, \delta_{i}\right)$-cocoercive and $\nu_{i}$-Lipschitz continuous in the first argument. Let $f_{i}$ be a relaxed $\left(r_{i}, s_{i}\right)$-cocoercive and $\beta_{i}$-Lipschitz continuous in the first argument. Let $A_{i}, B_{i}, F_{i}: X_{i} \rightarrow C\left(X_{i}\right)$ be set-valued mappings such that $A_{i}$ is $L_{A_{i}}-D-$ Lipschitz continuous, $B_{i}$ is $L_{B_{i}}-D$-Lipschitz continuous and $F_{i}$ is $L_{F_{i}}-D$-Lipschitz continuous. In addition, if there are constants $t_{i}>0$ such that

$$
\begin{equation*}
\left\|R_{\rho_{i}, \eta_{i}}^{M_{i}\left(\cdot, x_{i}^{n}\right)}\left(z_{i}\right)-R_{\rho_{i}, \eta_{i}}^{M_{i}\left(\cdot, x_{i}\right)}\left(z_{i}\right)\right\|_{i} \leq t_{i}\left\|x_{i}^{n}-x_{i}\right\|_{i}, \forall z_{i} \in X_{i} \tag{6}
\end{equation*}
$$

and

$$
1-\left(t_{2}+\Phi_{5}\right)>0,1-\left(t_{3}+\Phi_{6}\right)>0
$$

such that

$$
\begin{align*}
& 0<\left(\Phi_{4}+\Phi_{4} \frac{L_{1} L_{2} L_{3}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\right. \\
& \left.+\frac{L_{1} L_{2} L_{3} \Phi_{1}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}+t_{1}\right)<1 \tag{7}
\end{align*}
$$

where

$$
\begin{gathered}
\Phi_{1}=\sqrt{1+2 \rho_{1}\left(\xi_{1} \nu_{1}^{2} L_{A_{2}}^{2}-\delta_{1}\right)+k \rho_{1}^{2} \nu_{1}^{2} L_{A_{2}}^{2}} ; \Phi_{2}=\sqrt{1+2 \rho_{2}\left(\xi_{2} \nu_{2}^{2} L_{B_{3}}^{2}-\delta_{2}\right)+k \rho_{2}^{2} \nu_{2}^{2} L_{B_{3}}^{2}} . \\
\Phi_{3}=\sqrt{1+2 \rho_{3}\left(\xi_{3} \nu_{3}^{2} L_{F_{1}}^{2}-\delta_{3}\right)+k \rho_{3}^{2} \nu_{3}^{2} L_{F_{1}}^{2}} ; \Phi_{4}=\sqrt{1+2\left(r_{1} \beta_{1}^{2}-s_{1}\right)+k \beta_{1}^{2}} . \\
\Phi_{5}=\sqrt{1+2\left(r_{2} \beta_{2}^{2}-s_{2}\right)+k \beta_{2}^{2}} ; \quad \Phi_{6}=\sqrt{1+2\left(r_{3} \beta_{3}^{2}-s_{3}\right)+k \beta_{3}^{2}} .
\end{gathered}
$$

Then the sequences $\left\{x_{i}^{n}\right\},\left\{u_{i}^{n}\right\},\left\{v_{i}^{n}\right\},\left\{w_{i}^{n}\right\}$ generated by above iterative algorithm 1 converges strongly to $\left(x_{i}, u_{i}, v_{i}, w_{i}\right)$ where $\left(x_{i}, u_{i}, v_{i}, w_{i}\right)$ is a solution of above problem (3).

Proof. From Lemma 3, Iterative Algorithm 1, (6) and by using Theorem 3, it follows that

$$
\left\|x_{1}^{n+1}-x_{1}\right\|
$$

$$
\begin{aligned}
= & \|\left(1-\alpha^{n}\right) x_{1}^{n}+\alpha^{n}\left(x_{1}^{n}-f_{1}\left(x_{1}^{n}\right)+R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}^{n}\right)}\left\{f_{1}\left(x_{2}^{n}\right)-\rho_{1} N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)\right\}\right) \\
& -\left[\left(1-\alpha^{n}\right) x_{1}+\alpha^{n}\left(x_{1}-f_{1}\left(x_{1}\right)+R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}\right)}\left\{f_{1}\left(x_{2}\right)-\rho_{1} N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\}\right)\right] \|
\end{aligned}
$$

$$
\leq\left(1-\alpha^{n}\right)\left\|x_{1}^{n}-x_{1}\right\|+\alpha^{n}\left\|\left(x_{1}^{n}-x_{1}\right)-\left(f_{1}\left(x_{1}^{n}\right)-f_{1}\left(x_{1}\right)\right)\right\|
$$

$$
+\alpha^{n} \| R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}^{n}\right)}\left\{f_{1}\left(x_{2}^{n}\right)-\rho_{1} N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)\right\}
$$

$$
-R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}^{n}\right)}\left\{f_{1}\left(x_{2}\right)-\rho_{1} N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\}
$$

$$
+R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}^{n}\right)}\left\{f_{1}\left(x_{2}\right)-\rho_{1} N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\}
$$

$$
-R_{\rho_{1}, \eta_{1}}^{M_{1}\left(., x_{1}\right)}\left\{f_{1}\left(x_{2}\right)-\rho_{1} N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\} \|
$$

$$
\leq\left(1-\alpha^{n}\right)\left\|x_{1}^{n}-x_{1}\right\|+\alpha^{n}\left\|\left(x_{1}^{n}-x_{1}\right)-\left(f_{1}\left(x_{1}^{n}\right)-f_{1}\left(x_{1}\right)\right)\right\|
$$

$$
+\alpha^{n} L_{1}\left\|f_{1}\left(x_{2}^{n}\right)-f_{1}\left(x_{2}\right)-\rho_{1}\left(N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)-N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right)\right\|
$$

$$
+\alpha^{n} t_{1}\left\|x_{1}^{n}-x_{1}\right\|
$$

$$
\leq\left(1-\alpha^{n}\right)\left\|x_{1}^{n}-x_{1}\right\|+\alpha^{n}\left\|\left(x_{1}^{n}-x_{1}\right)-\left(f_{1}\left(x_{1}^{n}\right)-f_{1}\left(x_{1}\right)\right)\right\|
$$

$$
+\alpha^{n} L_{1} \|\left(x_{2}^{n}-x_{2}\right)-\left(f_{1}\left(x_{2}^{n}\right)-f_{1}\left(x_{2}\right) \|\right.
$$

$$
+\alpha^{n} L_{1}\left\|\left(x_{2}^{n}-x_{2}\right)-\rho_{1}\left(N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)-N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right)\right\|
$$

$$
\begin{equation*}
+\alpha^{n} t_{1}\left\|x_{1}^{n}-x_{1}\right\| . \tag{8}
\end{equation*}
$$

Since $N_{1}$ is relaxed $\left(\xi_{1}, \delta_{1}\right)$-cocoercive and $\nu_{1}$-Lipschitz continuous in the first argument, therefore by using Remark 1, it follows that

$$
\left\|\left(x_{2}^{n}-x_{2}\right)-\rho_{1}\left(N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)-N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right)\right\|^{2}
$$

$$
\begin{align*}
& \text { A NEW SYSTEM OF GENERALIZED NONLINEAR VARIATIONAL INCLUSION } 625 \\
= & \left\|x_{2}^{n}-x_{2}\right\|^{2}-2 \rho_{1}\left[N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)-N_{1}\left(u_{2}, u_{3}, u_{1}\right), x_{2}^{n}-x_{2}\right] \\
& +k \rho_{1}^{2}\left\|N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)-N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\|^{2} \\
\leq & \left\|x_{2}^{n}-x_{2}\right\|^{2}-2 \rho_{1}\left\{-\xi_{1}\left\|N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)-N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right\|^{2}+\delta_{1}\left\|x_{2}^{n}-x_{2}\right\|^{2}\right\} \\
& +k \rho_{1}^{2} \nu_{1}^{2}\left\|u_{2}^{n}-u_{2}\right\|^{2} \\
\leq & \left\|x_{2}^{n}-x_{2}\right\|^{2}+2 \rho_{1} \xi_{1} \nu_{1}^{2}\left\|u_{2}^{n}-u_{2}\right\|^{2} \\
& -2 \rho_{1} \delta_{1}\left\|x_{2}^{n}-x_{2}\right\|^{2}+k \rho_{1}^{2} \nu_{1}^{2}\left\|u_{2}^{n}-u_{2}\right\|^{2} \\
\leq & \left\|x_{2}^{n}-x_{2}\right\|^{2}+2 \rho_{1} \xi_{1} \nu_{1}^{2}\left(D\left(A_{2}\left(x_{2}^{n}\right), A_{2}\left(x_{2}\right)\right)\right)^{2} \\
& -2 \rho_{1} \delta_{1}\left\|x_{2}^{n}-x_{2}\right\|^{2}+k \rho_{1}^{2} \nu_{1}^{2}\left(D^{2}\left(A_{2}\left(x_{2}^{n}\right), A_{2}\left(x_{2}\right)\right)\right)^{2} \\
\leq & \left\|x_{2}^{n}-x_{2}\right\|^{2}+2 \rho_{1} \xi_{1} \nu_{1}^{2} L_{A_{2}}^{2}\left\|x_{2}^{n}-x_{2}\right\|^{2} \\
\leq & \left(1+2 \rho_{1}\left(\xi_{1} \nu_{1}^{2} L_{A_{2}}^{2}-\delta_{1}\right)+k \rho_{1}^{2} \nu_{1}^{2} L_{A_{2}}^{2}\right)\left\|x_{2}^{n}-x_{2}\right\|^{2} \\
& -2 \rho_{1} \delta_{1}\left\|x_{2}^{n}-x_{2}\right\|^{2}+k \rho_{1}^{2} \nu_{1}^{2} L_{A_{2}}^{2}\left\|x_{2}^{n}-x_{2}\right\|^{2} \\
\Longrightarrow & \left\|\left(x_{2}^{n}-x_{2}\right)-\rho_{1}\left(N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)-N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right)\right\|^{2} \leq \Phi_{1}\left\|x_{2}^{n}-x_{2}\right\|
\end{align*}
$$

where

$$
\Phi_{1}=\sqrt{1+2 \rho_{1}\left(\xi_{1} \nu_{1}^{2} L_{A_{2}}^{2}-\delta_{1}\right)+k \rho_{1}^{2} \nu_{1}^{2} L_{A_{2}}^{2}}
$$

Also

$$
\begin{align*}
\left\|x_{2}^{n}-x_{2}\right\| & =\left\|\left(x_{2}^{n}-x_{2}\right)-\left(f_{2}\left(x_{2}^{n}\right)-f_{2}\left(x_{2}\right)\right)+\left(f_{2}\left(x_{2}^{n}\right)-f_{2}\left(x_{2}\right)\right)\right\| \\
& \leq\left\|\left(x_{2}^{n}-x_{2}\right)-\left(f_{2}\left(x_{2}^{n}\right)-f_{2}\left(x_{2}\right)\right)\right\| \\
& +\left\|f_{2}\left(x_{2}^{n}\right)-f_{2}\left(x_{2}\right)\right\| \tag{10}
\end{align*}
$$

Now,

$$
\begin{align*}
&\left\|f_{2}\left(x_{2}^{n}\right)-f_{2}\left(x_{2}\right)\right\| \\
&=\left\|R_{\rho_{2},,_{2}}^{M_{2}\left(\cdot, x_{2}^{n}\right)}\left\{f_{2}\left(x_{3}^{n}\right)-\rho_{2} N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)\right\}-R_{\rho_{2},,_{2}}^{M_{2}\left(,, x_{2}\right)}\left\{f_{2}\left(x_{3}\right)-\rho_{2} N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\}\right\| \\
&= \| R_{\rho_{2}, \eta_{2}}^{M_{2}\left(, x_{2}^{n}\right)}\left\{f_{2}\left(x_{3}^{n}\right)-\rho_{2} N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)\right\} \\
&-R_{\rho_{2}, \eta_{2}}^{\left.M_{2}, ., x_{2}\right)}\left\{f_{2}\left(x_{3}\right)-\rho_{2} N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\} \| \\
& \leq \| R_{\rho_{2}, \eta_{2}}^{M_{2}\left(\cdot, x_{2}^{n}\right)}\left\{f_{2}\left(x_{3}^{n}\right)-\rho_{2} N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)\right\} \\
&-R_{\rho_{2}, \eta_{2}}^{M_{2}\left(, ., x_{2}^{n}\right)}\left\{f_{2}\left(x_{3}\right)-\rho_{2} N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\} \| \\
&+\| R_{\rho_{2}, \eta_{2}}^{M_{2}\left(., x_{2}^{n}\right)}\left\{f_{2}\left(x_{3}\right)-\rho_{2} N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\} \\
&-R_{\rho_{2}, \eta_{2}}^{\left.M_{2}, ., x_{2}\right)}\left\{f_{2}\left(x_{3}\right)-\rho_{2} N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\} \| \\
& \leq L_{2}\left\|f_{2}\left(x_{3}^{n}\right)-f_{2}\left(x_{3}\right)-\rho_{2}\left(N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)-N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right)\right\| \\
&+t_{2}\left\|x_{2}^{n}-x_{2}\right\| \\
& \leq L_{2}\left\|\left(x_{3}^{n}-x_{3}\right)-\left(f_{2}\left(x_{3}^{n}\right)-f_{2}\left(x_{3}\right)\right)\right\| \\
&+L_{2}\left\|\left(x_{3}^{n}-x_{3}\right)-\rho_{2}\left(N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)-N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right)\right\| \\
&+t_{2}\left\|x_{2}^{n}-x_{2}\right\| . \tag{11}
\end{align*}
$$

Since $N_{2}$ is relaxed $\left(\xi_{2}, \delta_{2}\right)$-cocoercive and $\nu_{2}$-Lipschitz continuous in the first argument, therefore by using Remark 1, we have

$$
\left\|\left(x_{3}^{n}-x_{3}\right)-\rho_{2}\left(N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)-N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right)\right\|^{2}
$$

$$
\begin{align*}
= & \left\|x_{3}^{n}-x_{3}\right\|^{2}-2 \rho_{2}\left[N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)-N_{2}\left(v_{3}, v_{1}, v_{2}\right), x_{3}^{n}-x_{3}\right] \\
& +k \rho_{2}^{2}\left\|N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)-N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\|^{2} \\
\leq & \left\|x_{3}^{n}-x_{3}\right\|^{2}-2 \rho_{2}\left\{-\xi_{2}\left\|N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)-N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right\|^{2}+\delta_{2}\left\|x_{3}^{n}-x_{3}\right\|^{2}\right\} \\
& +k \rho_{2}^{2} \nu_{2}^{2}\left\|v_{3}^{n}-v_{3}\right\|^{2} \\
\leq & \left\|x_{3}^{n}-x_{3}\right\|^{2}-2 \rho_{2}\left\{-\xi_{2} \nu_{2}^{2}\left\|v_{3}^{n}-v_{3}\right\|^{2}+\delta_{2}\left\|x_{3}^{n}-x_{3}\right\|^{2}\right\} \\
& +k \rho_{2}^{2} \nu_{2}^{2}\left\|v_{3}^{n}-v_{3}\right\|^{2} \\
\leq & \left\|x_{3}^{n}-x_{3}\right\|^{2}+2 \rho_{2} \xi_{2} \nu_{2}^{2}\left(D\left(B_{3}\left(x_{3}^{n}\right), B_{3}\left(x_{3}\right)\right)\right)^{2} \\
& -2 \rho_{2} \delta_{2}\left\|x_{3}^{n}-x_{3}\right\|^{2}+k \rho_{2}^{2} \nu_{2}^{2}\left(D\left(B_{3}\left(x_{3}^{n}\right), B_{3}\left(x_{3}\right)\right)\right)^{2} \\
\leq & \left\|x_{3}^{n}-x_{3}\right\|^{2}+2 \rho_{2} \xi_{2} \nu_{2}^{2} L_{B_{3}}^{2}\left\|x_{3}^{n}-x_{3}\right\|^{2} \\
\leq & -2 \rho_{2} \delta_{2}\left\|x_{3}^{n}-x_{3}\right\|^{2}+k \rho_{2}^{2} \nu_{2}^{2} L_{B_{3}}^{2}\left\|x_{3}^{n}-x_{3}\right\|^{2} \\
\leq & \left(1+2 \rho_{2}\left(\xi_{2} \nu_{2}^{2} L_{B_{3}}^{2}-\delta_{2}\right)+k \rho_{2}^{2} \nu_{2}^{2} L_{B_{3}}^{2}\right)\left\|x_{3}^{n}-x_{3}\right\|^{2} \\
& \Longrightarrow\left\|\left(x_{3}^{n}-x_{3}\right)-\rho_{2}\left(N_{2}\left(v_{3}^{n}, v_{1}^{n}, v_{2}^{n}\right)-N_{2}\left(v_{3}, v_{1}, v_{2}\right)\right)\right\| \leq \Phi_{2}\left\|x_{3}^{n}-x_{3}\right\| \tag{12}
\end{align*}
$$

where

$$
\Phi_{2}=\sqrt{1+2 \rho_{2}\left(\xi_{2} \nu_{2}^{2} L_{B_{3}}^{2}-\delta_{2}\right)+k \rho_{2}^{2} \nu_{2}^{2} L_{B_{3}}^{2}}
$$

Since $f_{2}$ is relaxed $\left(r_{2}, s_{2}\right)$-cocoercive and $\beta_{2}$-Lipschitz continuous, therefore by using Remark 1, we have

$$
\left\|x_{3}^{n}-x_{3}-\left(f_{2}\left(x_{3}^{n}\right)-f_{2}\left(x_{3}\right)\right)\right\|^{2}
$$

$$
\begin{align*}
& =\left\|x_{3}^{n}-x_{3}\right\|^{2}-2\left[f_{2}\left(x_{3}^{n}\right)-f_{2}\left(x_{3}\right), x_{3}^{n}-x_{3}\right]+k\left\|f_{2}\left(x_{3}^{n}\right)-f_{2}\left(x_{3}\right)\right\|^{2} \\
& \leq\left\|x_{3}^{n}-x_{3}\right\|^{2}-2\left\{-r_{2}\left\|f_{2}\left(x_{3}^{n}\right)-f_{2}\left(x_{3}\right)\right\|^{2}+s_{2}\left\|x_{3}^{n}-x_{3}\right\|^{2}\right\}+k \beta_{2}^{2}\left\|x_{3}^{n}-x_{3}\right\|^{2} \\
& \leq\left\|x_{3}^{n}-x_{3}\right\|^{2}+2 r_{2} \beta_{2}^{2}\left\|x_{3}^{n}-x_{3}\right\|^{2}-2 s_{2}\left\|x_{3}^{n}-x_{3}\right\|^{2}+k \beta_{2}^{2}\left\|x_{3}^{n}-x_{3}\right\|^{2} \\
& \leq\left(1+2\left(r_{2} \beta_{2}^{2}-s_{2}\right)+k \beta_{2}^{2}\right)\left\|x_{3}^{n}-x_{3}\right\|^{2} \\
& \quad \Longrightarrow\left\|x_{3}^{n}-x_{3}-\left(f_{2}\left(x_{3}^{n}\right)-f_{2}\left(x_{3}\right)\right)\right\| \leq \Phi_{5}\left\|x_{3}^{n}-x_{3}\right\| \tag{13}
\end{align*}
$$

where

$$
\Phi_{5}=\sqrt{1+2\left(r_{2} \beta_{2}^{2}-s_{2}\right)+k \beta_{2}^{2}}
$$

Similarly

$$
\begin{equation*}
\left\|x_{2}^{n}-x_{2}-\left(f_{2}\left(x_{2}^{n}\right)-f_{2}\left(x_{2}\right)\right)\right\| \leq \Phi_{5}\left\|x_{2}^{n}-x_{2}\right\| \tag{14}
\end{equation*}
$$

Substituting (12), (13) in (11), we have

$$
\begin{equation*}
\left\|f_{2}\left(x_{2}^{n}\right)-f_{2}\left(x_{2}\right)\right\| \leq L_{2}\left(\Phi_{2}+\Phi_{5}\right)\left\|x_{3}^{n}-x_{3}\right\|+t_{2}\left\|x_{2}^{n}-x_{2}\right\| \tag{15}
\end{equation*}
$$

Combining (10), (14) and (15), we have

$$
\begin{align*}
\left\|x_{2}^{n}-x_{2}\right\| & \leq \Phi_{5}\left\|x_{2}^{n}-x_{2}\right\|+L_{2}\left(\Phi_{2}+\Phi_{5}\right)\left\|x_{3}^{n}-x_{3}\right\|+t_{2}\left\|x_{2}^{n}-x_{2}\right\| \\
& \leq\left(\Phi_{5}+t_{2}\right)\left\|x_{2}^{n}-x_{2}\right\|+L_{2}\left(\Phi_{2}+\Phi_{5}\right)\left\|x_{3}^{n}-x_{3}\right\| \tag{16}
\end{align*}
$$

Again, we have

$$
\begin{align*}
\left\|x_{3}^{n}-x_{3}\right\| & =\left\|\left(x_{3}^{n}-x_{3}\right)-\left(f_{3}\left(x_{3}^{n}\right)-f_{3}\left(x_{3}\right)\right)+\left(f_{3}\left(x_{3}^{n}\right)-f_{3}\left(x_{3}\right)\right)\right\| \\
& \leq\left\|\left(x_{3}^{n}-x_{3}\right)-\left(f_{3}\left(x_{3}^{n}\right)-f_{3}\left(x_{3}\right)\right)\right\|+\left\|\left(f_{3}\left(x_{3}^{n}\right)-f_{3}\left(x_{3}\right)\right)\right\| . \tag{17}
\end{align*}
$$

Now,

$$
\begin{aligned}
& \left\|f_{3}\left(x_{3}^{n}\right)-f_{3}\left(x_{3}\right)\right\| \\
& =\left\|R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}^{n}\right)}\left\{f_{3}\left(x_{1}^{n}\right)-\rho_{3} N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)\right\}-R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}\right)}\left\{f_{3}\left(x_{1}\right)-\rho_{3} N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right\}\right\| \\
& \leq \quad\left\|R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}^{n}\right)}\left\{f_{3}\left(x_{1}^{n}\right)-\rho_{3} N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)\right\}-R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}^{n}\right)}\left\{f_{3}\left(x_{1}\right)-\rho_{3} N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right\}\right\| \\
& \quad+\left\|R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}^{n}\right)}\left\{f_{3}\left(x_{1}\right)-\rho_{3} N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right\}-R_{\rho_{3}, \eta_{3}}^{M_{3}\left(., x_{3}\right)}\left\{f_{3}\left(x_{1}\right)-\rho_{3} N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right\}\right\| \\
& \leq \quad L_{3}\left\|f_{3}\left(x_{1}^{n}\right)-f_{3}\left(x_{1}\right)-\rho_{3}\left(N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)-N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right)\right\|+t_{3}\left\|x_{3}^{n}-x_{3}\right\| \\
& \leq \\
& \leq
\end{aligned}
$$

$$
\begin{equation*}
+L_{3}\left\|x_{1}^{n}-x_{1}-\rho_{3}\left(N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)-N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right)\right\|+t_{3}\left\|x_{3}^{n}-x_{3}\right\| \tag{18}
\end{equation*}
$$

Since $N_{3}$ is relaxed $\left(\xi_{3}, \delta_{3}\right)$-cocoercive and $\nu_{3}$-Lipschitz continuous in the first argument, therefore by using Remark 1, we have

$$
\left.\begin{array}{rl}
\| & \left(x_{1}^{n}-x_{1}\right)-\rho_{3}\left(N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)-N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right) \|^{2} \\
= & \left\|x_{1}^{n}-x_{1}\right\|^{2}-2 \rho_{3}\left[N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)-N_{3}\left(w_{1}, w_{2}, w_{3}\right), x_{1}^{n}-x_{1}\right] \\
& +k \rho_{3}^{2}\left\|N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)-N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right\|^{2} \\
\leq & \left\|x_{1}^{n}-x_{1}\right\|^{2}-2 \rho_{3}\left\{-\xi_{3}\left\|N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)-N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right\|^{2}+\delta_{3}\left\|x_{1}^{n}-x_{1}\right\|^{2}\right\} \\
& +k \rho_{3}^{2} \nu_{3}^{2}\left\|w_{1}^{n}-w_{1}\right\|^{2} \\
\leq & \left\|x_{1}^{n}-x_{1}\right\|^{2}+2 \rho_{3} \xi_{3} \nu_{3}^{2}\left\|w_{1}^{n}-w_{1}\right\|^{2} \\
& -2 \rho_{3} \delta_{3}\left\|x_{1}^{n}-x_{1}\right\|^{2}+k \rho_{3}^{2} \nu_{3}^{2}\left\|w_{1}^{n}-w_{1}\right\|^{2} \\
\leq & \left\|x_{1}^{n}-x_{1}\right\|^{2}+2 \rho_{3} \xi_{3} \nu_{3}^{2}\left(D\left(F_{1}\left(x_{1}^{n}\right), F_{1}\left(x_{1}\right)\right)\right)^{2} \\
& -2 \rho_{3} \delta_{3}\left\|x_{1}^{n}-x_{1}\right\|^{2}+k \rho_{3}^{2} \nu_{3}^{2}\left(D\left(F_{1}\left(x_{1}^{n}\right), F_{1}\left(x_{1}\right)\right)\right)^{2} \\
\leq & \left\|x_{1}^{n}-x_{1}\right\|^{2}+2 \rho_{3} \xi_{3} \nu_{3}^{2} L_{F_{1}}^{2}\left\|x_{1}^{n}-x_{1}\right\|^{2} \\
= & -2 \rho_{3} \delta_{3}\left\|x_{1}^{n}-x_{1}\right\|^{2}+k \rho_{3}^{2} \nu_{3}^{2} L_{F_{1}}^{2}\left\|x_{1}^{n}-x_{1}\right\|^{2} \\
\leq & \left(1+2 \rho_{3}\left(\xi_{3} \nu_{3}^{2} L_{F_{1}}^{2}-\delta_{3}\right)+k \rho_{3}^{2} \nu_{3}^{2} L_{F_{1}}^{2}\right)\left\|x_{1}^{n}-x_{1}\right\|^{2} \\
\Longrightarrow & \left\|\left(x_{1}^{n}-x_{1}\right)-\rho_{3}\left(N_{3}\left(w_{1}^{n}, w_{2}^{n}, w_{3}^{n}\right)-N_{3}\left(w_{1}, w_{2}, w_{3}\right)\right)\right\|^{2} \leq \Phi_{3}\left\|x_{1}^{n}-x_{1}\right\| \tag{19}
\end{array}(19)\right\}
$$

where

$$
\Phi_{3}=\sqrt{1+2 \rho_{3}\left(\xi_{3} \nu_{3}^{2} L_{F_{1}}^{2}-\delta_{3}\right)+k \rho_{3}^{2} \nu_{3}^{2} L_{F_{1}}^{2}}
$$

Since $f_{3}$ is relaxed $\left(r_{3}, s_{3}\right)$-cocoercive and $\beta_{3}$-Lipschitz continuous, therefore by using Remark 1, it follows that

$$
\left\|x_{1}^{n}-x_{1}-\left(f_{3}\left(x_{1}^{n}\right)-f_{3}\left(x_{1}\right)\right)\right\|^{2}
$$

$$
\begin{align*}
= & \left\|x_{1}^{n}-x_{1}\right\|^{2}-2\left[f_{3}\left(x_{1}^{n}\right)-f_{3}\left(x_{1}\right), x_{1}^{n}-x_{1}\right] \\
& +k\left\|f_{3}\left(x_{1}^{n}\right)-f_{3}\left(x_{1}\right)\right\|^{2} \\
\leq & \left\|x_{1}^{n}-x_{1}\right\|^{2}-2\left\{-r_{3}\left\|f_{3}\left(x_{1}^{n}\right)-f_{3}\left(x_{1}\right)\right\|^{2}+s_{3}\left\|x_{1}^{n}-x_{1}\right\|^{2}\right\} \\
& +k \beta_{3}^{2}\left\|x_{1}^{n}-x_{1}\right\|^{2} \\
\leq & \left\|x_{1}^{n}-x_{1}\right\|^{2}+2 r_{3} \beta_{3}^{2}\left\|x_{1}^{n}-x_{1}\right\|^{2} \\
& -2 s_{3}\left\|x_{1}^{n}-x_{1}\right\|^{2}+k \beta_{3}^{2}\left\|x_{1}^{n}-x_{1}\right\|^{2} \\
\leq & \left(1+2\left(r_{3} \beta_{3}^{2}-s_{3}\right)+k \beta_{3}^{2}\right)\left\|x_{1}^{n}-x_{1}\right\|^{2} \\
& \Longrightarrow\left\|x_{1}^{n}-x_{1}-\left(f_{3}\left(x_{1}^{n}\right)-f_{3}\left(x_{1}\right)\right)\right\|^{\leq} \Phi_{6}\left\|x_{1}^{n}-x_{1}\right\| \tag{20}
\end{align*}
$$

where

$$
\Phi_{6}=\sqrt{1+2\left(r_{3} \beta_{3}^{2}-s_{3}\right)+k \beta_{3}^{2}}
$$

Similarly

$$
\begin{equation*}
\left\|x_{3}^{n}-x_{3}-\left(f_{3}\left(x_{3}^{n}\right)-f_{3}\left(x_{3}\right)\right)\right\| \leq \Phi_{6}\left\|x_{3}^{n}-x_{3}\right\| \tag{21}
\end{equation*}
$$

Substituting (19), (20) in (18), we have

$$
\begin{equation*}
\left\|f_{3}\left(x_{3}^{n}\right)-f_{3}\left(x_{3}\right)\right\| \leq L_{3}\left(\Phi_{3}+\Phi_{6}\right)\left\|x_{1}^{n}-x_{1}\right\|+t_{3}\left\|x_{3}^{n}-x_{3}\right\| \tag{22}
\end{equation*}
$$

Combining (17), (21) and (22), we have

$$
\begin{align*}
& \left\|x_{3}^{n}-x_{3}\right\| \\
& \leq \quad \Phi_{6}\left\|x_{3}^{n}-x_{3}\right\|+L_{3}\left(\Phi_{3}+\Phi_{6}\right)\left\|x_{1}^{n}-x_{1}\right\|+t_{3}\left\|x_{3}^{n}-x_{3}\right\| \\
& \leq \quad\left(\Phi_{6}+t_{3}\right)\left\|x_{3}^{n}-x_{3}\right\|+L_{3}\left(\Phi_{3}+\Phi_{6}\right)\left\|x_{1}^{n}-x_{1}\right\| \\
& \Longrightarrow \quad\left(1-\left(t_{3}+\Phi_{6}\right)\right)\left\|x_{3}^{n}-x_{3}\right\| \leq L_{3}\left(\Phi_{3}+\Phi_{6}\right)\left\|x_{1}^{n}-x_{1}\right\| \\
& \Longrightarrow\left\|x_{3}^{n}-x_{3}\right\| \leq \frac{L_{3}\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\left\|x_{1}^{n}-x_{1}\right\| \tag{23}
\end{align*}
$$

Substituting (23) in (16), we have

$$
\begin{align*}
& \left\|x_{2}^{n}-x_{2}\right\| \\
& \leq\left(t_{2}+\Phi_{5}\right)\left\|x_{2}^{n}-x_{2}\right\|+\frac{L_{2} L_{3}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\left\|x_{1}^{n}-x_{1}\right\| \\
\Longrightarrow & \left(1-\left(t_{2}+\Phi_{5}\right)\right)\left\|x_{2}^{n}-x_{2}\right\| \leq \frac{L_{2} L_{3}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\left\|x_{1}^{n}-x_{1}\right\| \\
& \Longrightarrow x_{2}^{n}-x_{2}\left\|\leq \frac{L_{2} L_{3}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\right\| x_{1}^{n}-x_{1} \| \tag{24}
\end{align*}
$$

Substituting (24) in (9),

$$
\begin{align*}
& \left\|\left(x_{2}^{n}-x_{2}\right)-\rho_{1}\left(N_{1}\left(u_{2}^{n}, u_{3}^{n}, u_{1}^{n}\right)-N_{1}\left(u_{2}, u_{3}, u_{1}\right)\right)\right\| \\
& \quad \leq \frac{L_{2} L_{3} \Phi_{1}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\left\|x_{1}^{n}-x_{1}\right\| \tag{25}
\end{align*}
$$

Since $f_{1}$ is relaxed ( $r_{1}, s_{1}$ )-cocoercive and $\beta_{1}$-Lipschitz continuous, therefore following the same procedure as in (13), (20), we have

$$
\begin{equation*}
\left\|x_{1}^{n}-x_{1}-\left(f_{1}\left(x_{1}^{n}\right)-f_{1}\left(x_{1}\right)\right)\right\| \leq \Phi_{4}\left\|x_{1}^{n}-x_{1}\right\| \tag{26}
\end{equation*}
$$

and similarly, we have

$$
\begin{equation*}
\left\|x_{2}^{n}-x_{2}-\left(f_{1}\left(x_{2}^{n}\right)-f_{1}\left(x_{2}\right)\right)\right\| \leq \Phi_{4}\left\|x_{2}^{n}-x_{2}\right\|, \tag{27}
\end{equation*}
$$

where

$$
\Phi_{4}=\sqrt{1+2\left(r_{1} \beta_{1}^{2}-s_{1}\right)+k \beta_{1}^{2}} .
$$

Combining (24) and (27)

$$
\begin{align*}
& \left\|x_{2}^{n}-x_{2}-\left(f_{1}\left(x_{2}^{n}\right)-f_{1}\left(x_{2}\right)\right)\right\| \\
& \leq \Phi_{4} \frac{L_{2} L_{3}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\left\|x_{1}^{n}-x_{1}\right\| \tag{28}
\end{align*}
$$

Substituting (25), (26), (28) in (8), it follows that

$$
\begin{gathered}
\left\|x_{1}^{n+1}-x_{1}^{n}\right\| \\
\leq\left\{\left(1-\alpha^{n}\right)+\alpha^{n} \Phi_{4}+\alpha^{n} \Phi_{4} \frac{L_{1} L_{2} L_{3}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\right.
\end{gathered}
$$

$$
\begin{align*}
& \left.+\alpha^{n} \frac{L_{1} L_{2} L_{3} \Phi_{1}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}+\alpha^{n} t_{1}\right\}\left\|x_{1}^{n}-x_{1}\right\| \\
& \leq\left\{1-\alpha^{n}\left(1-\Phi_{4}-\Phi_{4} \frac{L_{1} L_{2} L_{3}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}\right.\right. \\
& \left.\left.-\frac{L_{1} L_{2} L_{3} \Phi_{1}\left(\Phi_{2}+\Phi_{5}\right)\left(\Phi_{3}+\Phi_{6}\right)}{\left(1-\left(t_{2}+\Phi_{5}\right)\right)\left(1-\left(t_{3}+\Phi_{6}\right)\right)}-t_{1}\right)\right\}\left\|x_{1}^{n}-x_{1}\right\| \\
& \leq\left(1-\alpha^{n}(1-\hbar)\right)\left\|x_{1}^{n}-x_{1}\right\| \tag{29}
\end{align*}
$$

where $\hbar<1$ by assumption (7). Therefore by using Lemma 2 , $\left\{x_{i}^{n}\right\}$ converges strongly to a solution of (3). This completes the proof.

## 5. Conclusion

A new system of generalized nonlinear variational inclusion problems has been introduced in semi-inner product spaces. Using resolvent operator technique, an iterative algorithm has been constructed to solve the proposed system and the convergence analysis of the iterative algorithm has been investigated. The obtained results generalizes many known classes of variational inequalities and variational inclusions in the literature. The results presented can be used for approximation solvability of some different classes of problems in the literature.
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# TAIL DEPENDENCE ESTIMATION BASED ON SMOOTH ESTIMATION OF DIAGONAL SECTION 
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#### Abstract

This paper is mainly developed around the diagonal section which is strongly related to tail dependence coetients as defied in Nelsen [19]. Hence, we propose a exible method for estimating tail dependence coefients based on the new smooth estimation of the diagonal section based on the Bernstein polynomial approximation. To assess the performance of the new estimators we conduct the M onte-Carlo simulation study. As a result of the simulation study, both estimators perform satisfactory performance. A Iso, the estimation methods are illustrated by real data examples.
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Theorem 1. If is a bounded and continuous function on the interval then as
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Theorem 2. Let be a continuous diagonal section on the interval . If
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Proposition 1. The Bernstein empirical diagonal section with order has the following properties:
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Tail Dependence Estimation
$\mathbf{I}^{\mathbf{2}}$

Proposition 2. Let be the estimator of diagonal section based on Bernstein polynomial approximation and be empirical diagonal section. The estimation of the lower tail and the upper tail dependence for copulas are obtained by

$$
\left({ }_{(-)}^{(-)}\right.
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# ON THE MAXIMUM MODULUS OF A COMPLEX POLYNOMIAL 
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AbStract. In this paper we impose distinct restrictions on the moduli of the zeros of $p(z)=\sum_{v=0}^{n} a_{v} z^{v}$ and investigate the dependence of $\|p(R z)-p(\sigma z)\|$, $R>\sigma \geq 1$ on $M_{\alpha}$ and $M_{\alpha+\pi}$, where $M_{\alpha}=\max _{1 \leq k \leq n}\left|p\left(e^{i(\alpha+2 k \pi) / n}\right)\right|$ and on certain coefficients of $p(z)$. This paper comprises several results, which in particular yields some classical polynomial inequalities as special cases. Moreover, the problem of estimating $p\left(1-\frac{w}{n}\right), 0<w \leq n$ given $p(1)=0$ is considered.

## 1. Introduction

Let $p(z)=\sum_{v=0}^{n} a_{v} z^{v}$ be a polynomial of degree $n$ over $\mathbb{C}$. Then it is well known that

$$
\begin{equation*}
\max _{|z|=1}\left|p^{\prime}(z)\right| \leq n \max _{|z|=1}|p(z)| . \tag{1}
\end{equation*}
$$

The result in (1) is sharp and equality holds when $p(z)=\lambda z^{n}$, where $\lambda \in \mathbb{C}$.
The inequality (1), known as Bernstein's inequality, was proved by Bernstein 4 in 1926, however it was also proved earlier by Riesz 14 . By the maximum modulus principle, $\max _{|z| \leq 1}|p(z)|=\max _{|z|=1}|p(z)|$ and so if we consider $\|p\|=\max _{|z|=1}|p(z)|$, then inequality (1) can be written as

$$
\begin{equation*}
\left\|p^{\prime}\right\| \leq n\|p\| \tag{2}
\end{equation*}
$$

For $R \geq 1$, the inequality pertaining to the estimate of $\|p\|$ on a large circle

[^2]$|z|=R$ given below is well known 11, Problem 269] or 15.
\[

$$
\begin{equation*}
\max _{|z|=R}|p(z)| \leq R^{n}\|p\| \tag{3}
\end{equation*}
$$

\]

equality holds in (3) when $p(z)=\lambda z^{n}, \lambda \in \mathbb{C}$.
Marden 9, Milovanović et al. 10 and Rahman and Schmeisser 12 have presented an exceptional introduction to this topic. Frappier, Rahman and Ruscheweyh 6 were able to refine (1) under the same hypothesis, by replacing the estimate of the maximum modulus of $|p(z)|$ on a unit circle $|z|=1$ with the estimate of the maximum modulus of $|p(z)|$ taken over $(2 n)^{t h}$ roots of unity. The maximum modulus of $|p(z)|$ taken over $(2 n)^{t h}$ roots of unity may be less than the maximum modulus of $|p(z)|$ on unit circle $|z|=1$ which is shown by a simple example $p(z)=z^{n}+i a, a>0$. In fact they proved that

$$
\begin{equation*}
\left\|p^{\prime}\right\| \leq n \max _{1 \leq k \leq 2 n}\left|p\left(e^{i k \pi / n}\right)\right| \tag{4}
\end{equation*}
$$

As an improvement of (4) A.Aziz 2 showed that the maximum modulus of $|p(z)|$ taken over $(2 n)^{t h}$ roots of unity in (4) can be replaced by maximum modulus of $|p(z)|$ taken over $n^{t h}$ roots of the equation $w^{n}=e^{i \alpha}$. In fact he proved that, for a polynomial $p(z)$ of degree $n$ and for every $\alpha \in \mathbb{R}$,

$$
\begin{equation*}
\left\|p^{\prime}\right\| \leq \frac{n}{2}\left(M_{\alpha}+M_{\alpha+\pi}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\alpha}=\max _{1 \leq k \leq n}\left|p\left(e^{i(\alpha+2 k \pi) / n}\right)\right| \tag{6}
\end{equation*}
$$

and $M_{\alpha+\pi}$ is obtained by replacing $\alpha$ by $\alpha+\pi$. The result is sharp and equality in (5) holds for the polynomial $p(z)=z^{n}+r e^{i \alpha},-1 \leq r \leq 1$.

As an application of inequality (5) A.Aziz 2 was able to establish the following refinement of (3).
For a polynomial $p(z)$ of degree $n$, and for every $\alpha$ and $R>1$

$$
\begin{equation*}
\|p(R z)-p(z)\| \leq \frac{R^{n}-1}{2}\left[M_{\alpha}+M_{\alpha+\pi}\right] \tag{7}
\end{equation*}
$$

where $M_{\alpha}$ is defined by (6) and $M_{\alpha+\pi}$ is obtained by replacing $\alpha$ by $\alpha+\pi$. The result is the best possible and equality in (7) holds for $p(z)=z^{n}+r e^{i \alpha},-1 \leq r \leq 1$.

In the same paper A.Aziz 2 also proved that if $p(z)$ is a polynomial of degree $n$ such that $p(1)=0$, then for $0<w \leq n$

$$
\begin{equation*}
\left|p\left(1-\frac{w}{n}\right)\right| \leq \frac{1}{2}\left[1-\left(1-\frac{w}{n}\right)^{n}\right]\left\{M_{0}+M_{\pi}\right\} \tag{8}
\end{equation*}
$$

where $M_{\alpha}$ is defined by (6). The result is the best possible and equality in (8) holds for $p(z)=z^{n}-1$.

The study of mathematical objects associated with Bernstein type inequalities has been very active over the years, many papers are published each year in a variety of journals and different approaches are being employed for different purposes. In
the present article we have come up with the similar type of inequalities, their refined and improved forms. If we restrict ourselves to the class of polynomials having no zero in $|z|<1$, then one would expect, the further developments of the upper bound estimate in (1). In fact, P. Erdös conjectured and later P.D. Lax 8 proved that if $p(z) \neq 0$ in $|z|<1$, then

$$
\begin{equation*}
\left\|p^{\prime}\right\| \leq \frac{n}{2}\|p\| \tag{9}
\end{equation*}
$$

The result is best possible and equality holds for $p(z)=\alpha+\beta z^{n}$, where $|\alpha|=|\beta|$. In this connection A. Aziz 2, improved the inequality (5) by showing that if $p(z)$ is a polynomial of degree $n$ having no zero in $|z|<1$, then for every given real $\alpha$

$$
\begin{equation*}
\left\|p^{\prime}\right\| \leq \frac{n}{2}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{1 / 2} \tag{10}
\end{equation*}
$$

where $M_{\alpha}$ is defined by (6) for all real $\alpha$. The result is the best possible and equality in (10) holds for $p(z)=z^{n}+e^{i \alpha}$. Furthermore, A. Aziz 2 also established that if $p(z)$ is a polynomial of degree $n$ having no zero in $|z|<1$, then for every given real $\alpha$ and $R>1$

$$
\begin{equation*}
\|p(R z)-p(z)\| \leq \frac{R^{n}-1}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right]^{1 / 2} \tag{11}
\end{equation*}
$$

where $M_{\alpha}$ is defined by (6). The result is the best possible and equality in (11) holds for $p(z)=z^{n}+e^{i \alpha}$. By estimating the minimum modulus of $|p(z)|$ on the unit circle inequality (11) was refined and generalized by Ahmad 1. In fact proved the following result.
If $p(z)$ is a polynomial of degree $n$ having all its zero in $|z| \geq 1$ and $m=\min _{|z|=1}|p(z)|$, then for all real $\lambda$ and $R>r \geq 1$

$$
\begin{equation*}
\|p(R z)-p(r z)\| \leq \frac{R^{n}-r^{n}}{2}\left[M_{\lambda}^{2}+M_{\lambda+\pi}^{2}-2 m^{2}\right]^{1 / 2} \tag{12}
\end{equation*}
$$

where $M_{\lambda}$ is defined by (6). Just replace argument $\alpha$ of $z$ simply by $\lambda$, unless otherwise stated. In the same paper Ahmad 1 also proved that if $p(z)$ is a polynomial of degree $n$ having all its zero in $|z| \geq k \geq 1$ and $m=\min _{|z|=1}|p(z)|$, then for all real $\lambda$ and $R>r \geq 1$

$$
\begin{equation*}
\|p(R z)-p(r z)\| \leq \frac{R^{n}-r^{n}}{\sqrt{2\left(1+k^{2}\right)}}\left[M_{\lambda}^{2}+M_{\lambda+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}} \tag{13}
\end{equation*}
$$

where $M_{\lambda}$ is defined by (6).
While establishing the inequality analogous to (11) for the class of polynomials having all zeros in $|z| \leq k, k \leq 1$, M. H. Gulzar 7 proved that if $p(z)$ is a polynomial of degree $n$ having all its zero in $|z| \leq k \leq 1$, then for all real $\lambda$ and $R>1$

$$
\begin{equation*}
\|p(R z)-p(z)\| \leq \frac{R^{n}-1}{\sqrt{2\left(1+k^{2 n}\right)}}\left[M_{\lambda}^{2}+M_{\lambda+\pi}^{2}\right]^{\frac{1}{2}} \tag{14}
\end{equation*}
$$

where $M_{\lambda}$ is defined by (6) and $M_{\lambda+\pi}$ is obtained by replacing $\lambda$ by $\lambda+\pi$ in $M_{\lambda}$. While seeking the generalization of (14). Formerly, in the same paper Ahmad 1 proved that if $p(z)$ is a polynomial of degree $n$ having all its zero in $|z| \leq k \leq 1$, then for all real $\lambda$ and $R>r \geq 1$

$$
\begin{equation*}
\|p(R z)-p(r z)\| \leq \frac{R^{n}-r^{n}}{\sqrt{2\left(1+k^{2 n}\right)}}\left[M_{\lambda}^{2}+M_{\lambda+\pi}^{2}\right]^{\frac{1}{2}} \tag{15}
\end{equation*}
$$

We conclude this section by stating the following result for the case when $p(z)$ has no zero in $|z|<k, k \leq 1$.
If $p(z)$ is a polynomial of degree $n$ and $p(z)$ has no zero in $|z|<k, k \leq 1$, then for every real $\alpha$ and $R>1$

$$
\begin{equation*}
\|p(R z)-p(z)\| \leq \frac{R^{n}-1}{\sqrt{2\left(1+k^{2 n}\right)}}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}} \tag{16}
\end{equation*}
$$

provided $\left|\underline{p^{\prime}(z)}\right|$ and $\left|q^{\prime}(z)\right|$ attain maximum at the same point on $|z|=1$, where $q(z)=z^{n} \overline{p\left(\frac{1}{\bar{z}}\right)}$. The result is best possible and equality in (16) holds for $p(z)=$ $z^{n}+k^{n}$. This result is ascribed to Rather and Shah 13 .

## 2. Lemmas

Lemma 1. If $p(z)$ is a polynomial of degree $n$ having all its zeros $|z| \leq k \leq 1$, then for all real $\lambda$

$$
\left|p^{\prime}(z)\right| \leq \frac{n}{2^{\frac{1}{2}}\left(1+k^{2 n}\right)^{\frac{1}{2}}}\left[M_{\lambda}^{2}+M_{\lambda+\pi}^{2}\right]^{\frac{1}{2}}
$$

This lemma is a special case of the result due to M.H.Gulzar 7 .
Lemma 2. If $P(z)$ is a polynomial of degree $n$, then for $R \geq 1$

$$
\begin{equation*}
\max _{|z|=R}|p(z)| \leq R^{n}| | p \|-2 \frac{\left(R^{n}-1\right)}{n+2}\left|a_{0}\right|-\left|a_{1}\right|\left[\frac{R^{n}-1}{n}-\frac{R^{n-2}-1}{n-2}\right], \text { for } n>2 \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{|z|=R}|p(z)| \leq R^{2}\|p\|-\frac{(R-1)}{2}\left[(R+1)\left|a_{0}\right|+(R-1)\left|a_{1}\right|\right], \text { for } n=2 \tag{18}
\end{equation*}
$$

The above lemma is ascribed to Dewan et.al 5.
Lemma 3. If $p(z)$ is a polynomial of degree $n$, having all its zeros in $|z| \geq k \geq 1$, then for $|z|=1$

$$
k\left|p^{\prime}(z)\right| \leq\left|n p(z)-z p^{\prime}(z)\right|-n m
$$

where $m=\min _{|z|=k}|p(z)|$.
Lemma 3 is a special case of a result due to A. Aziz and N. A. Rather 3.

Lemma 4. If $p(z)$ is a polynomial of degree $n$, then for $|z|=1$ and for every real $\lambda$

$$
\left|p^{\prime}(z)\right|^{2}+\left|n p(z)-z p^{\prime}(z)\right|^{2} \leq \frac{n^{2}}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right]
$$

The above lemma is due to A.Aziz 2 .
Lemma 5. If $p(z)$ is a polynomial of degree $n$ which has no zeros in $|z|<k, k \geq 1$ and $m=\min _{|z|=k}|p(z)|$ then for every real $\alpha$

$$
\left\|p^{\prime}\right\| \leq \frac{n}{\sqrt{2\left(1+k^{2}\right)}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right)^{\frac{1}{2}}
$$

where $M_{\alpha}$ is defined by (6).
Lemma 6. If $p(z)$ is a polynomial of degree $n$ which does not vanish in $|z|<k$, $k \leq 1$ and $m=\min _{|z|=k}|p(z)|$, then for $|z|=1$

$$
k^{n}\left\|p^{\prime}\right\|+n m \leq\left\|q^{\prime}\right\|
$$

where $q(z)=z^{n} \overline{p\left(\frac{1}{\bar{z}}\right)}$.
Lemmas 5 and 6 are due to Rather and Shah 13 .

## 3. Main Results

In this paper we first prove the generalization of inequality (7) which is ascribed to A.Aziz 2. More precisely we prove the following result.
Theorem 1. If $p(z)$ is a polynomial of degree $n$, then for every real $\alpha$ and $R>$ $\sigma \geq 1$

$$
\begin{aligned}
\|p(R z)-p(\sigma z)\| & \leq \frac{R^{n}-\sigma^{n}}{2}\left[M_{\alpha}+M_{\alpha+\pi}\right]-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\sigma^{n}}{n}-(R-\sigma)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\sigma^{n}\right)-n(R-\sigma)}{n(n-1)}-\frac{\left(R^{n-2}-\sigma^{n-2}\right)-(n-2)(R-\sigma)}{(n-2)(n-3)}\right]
\end{aligned}
$$

for $n>3$
and

$$
\begin{align*}
\|P(R z)-P(\sigma z)\| & \leq \frac{R^{3}-\sigma^{3}}{2}\left[M_{\alpha}+M_{\alpha+\pi}\right]-\left|a_{1}\right|\left(\frac{R^{3}-\sigma^{3}-3(R-\sigma)}{6}\right) \\
& -\left|a_{2}\right|\left[\frac{(R-1)^{3}-(\sigma-1)^{3}}{3}\right], \text { for } n=3, \tag{20}
\end{align*}
$$

where $M_{\alpha}$ is defined by (6) and $M_{\alpha+\pi}$ is obtained by replacing $\alpha$ by $\alpha+\pi$. The result is the best possible and equality in (19) and (20) holds for $p(z)=z^{n}+r e^{i \alpha},-1 \leq$ $r \leq 1$.

Proof. Let $n>3$. Since $p(z)$ is a polynomial of degree $n>3$, therefore $p^{\prime}(z)$ is of degree $n \geq 3$, applying inequality (17) of Lemma 2 we obtain for all $v \geq 1$ and $0 \leq \theta<2 \pi$

$$
\left|p^{\prime}\left(v e^{i \theta}\right)\right| \leq v^{n-1}\left\|p^{\prime}\right\|-2 \frac{\left(v^{n-1}-1\right)}{n+1}\left|a_{1}\right|-2\left|a_{2}\right|\left[\frac{v^{n-1}-1}{n-1}-\frac{v^{n-3}-1}{n-3}\right]
$$

Using inequality (5) we get,
$\left|p^{\prime}\left(v e^{i \theta}\right)\right| \leq \frac{n v^{n-1}}{2}\left(M_{\alpha}+M_{\alpha+\pi}\right)-2 \frac{\left(v^{n-1}-1\right)}{n+1}\left|a_{1}\right|-2\left|a_{2}\right|\left[\frac{v^{n-1}-1}{n-1}-\frac{v^{n-3}-1}{n-3}\right]$.
For each $\theta, 0 \leq \theta<2 \pi$ and $R>\sigma \geq 1$, it follows that

$$
\begin{aligned}
\left|p\left(R e^{i \theta}\right)-p\left(\sigma e^{i \theta}\right)\right| & =\left|\int_{\sigma}^{R} e^{i \theta} p^{\prime}\left(v e^{i \theta}\right) d v\right| \\
& \leq \int_{\sigma}^{R}\left|p^{\prime}\left(v e^{i \theta}\right)\right| d v \\
& \leq \frac{n\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)}{2} \int_{\sigma}^{R} v^{n-1} d v-\frac{2\left|a_{1}\right|}{n+1} \int_{\sigma}^{R}\left(v^{n-1}-1\right) d v \\
& -2\left|a_{2}\right| \int_{\sigma}^{R}\left(\frac{v^{n-1}-1}{n-1}-\frac{v^{n-3}-1}{n-3}\right) d v \\
& =\frac{n\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)}{2} \frac{\left(R^{n}-\sigma^{n}\right)}{n}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\sigma^{n}}{n}-(R-\sigma)\right) \\
& -2\left|a_{1}\right|\left[\frac{\left(R^{n}-\sigma^{n}\right)-n(R-\sigma)}{n(n-1)}-\frac{\left(R^{n-2}-\sigma^{n-2}\right)-(n-2)(R-\sigma)}{(n-2)(n-3)}\right]
\end{aligned}
$$

equivalently

$$
\begin{aligned}
\|p(R z)-p(\sigma z)\| & \leq \frac{R^{n}-\sigma^{n}}{2}\left[M_{\alpha}+M_{\alpha+\pi}\right]-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\sigma^{n}}{n}-(R-\sigma)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\sigma^{n}\right)-n(R-\sigma)}{n(n-1)}-\frac{\left(R^{n-2}-\sigma^{n-2}\right)-(n-2)(R-\sigma)}{(n-2)(n-3)}\right] .
\end{aligned}
$$

This is the desired result for $n>3$. Furthermore the case for $n=3$ follows on the same lines but instead of using inequality (17) of Lemma 2 we use inequality (18) of the same Lemma.

Theorem 2. If $p(z)$ is a polynomial of degree $n$ such that $p(1)=0$, then for $0<w \leq n$ and $\alpha=0$

$$
\begin{align*}
\left|p\left(1-\frac{w}{n}\right)\right| & \leq \frac{1}{2}\left[1-\left(1-\frac{w}{n}\right)^{n}\right]\left\{M_{0}+M_{\pi}\right\} \\
& -\frac{2\left|a_{n-1}\right|}{n+1}\left(\frac{1-(1-w / n)^{n}}{n}-\frac{w}{n}(1-w / n)^{n-1}\right)  \tag{21}\\
& -2\left|a_{n-2}\right| \chi(w, n), \text { for } n>3
\end{align*}
$$

and

$$
\begin{align*}
\left|p\left(1-\frac{w}{n}\right)\right| & \leq \frac{1}{2}\left[1-\left(1-\frac{w}{n}\right)^{3}\right]\left\{M_{0}+M_{\pi}\right\}-\frac{\left|a_{n-1}\right|}{6}\left(1-\left(1-\frac{w}{3}\right)^{3}-w\left(1-\frac{w}{3}\right)^{2}\right) \\
& -\frac{\left|a_{n-2}\right|}{3}\left(\frac{w}{3}\right)^{3}, \text { for } n=3 \tag{22}
\end{align*}
$$

where

$$
\begin{aligned}
\chi(w, n) & =\left[\frac{1-(1-w / n)^{n}-w(1-w / n)^{n-1}}{n(n-1)}\right. \\
& \left.-\frac{(1-w / n)^{2}-(1-w / n)^{n}-(w-2 w / n)(1-w / n)^{n-1}}{(n-2)(n-3)}\right]
\end{aligned}
$$

and $M_{0}$ is defined by (6). The result is the best possible and equality in (21) holds for $p(z)=z^{n}-1$.

Proof. Case I, $\mathbf{n}>3$ : If $t(z)=z^{n} \overline{p\left(\frac{1}{\bar{z}}\right)}$, then $|t(z)|=|p(z)|$ for $|z|=1$ and by the hypothesis we have $t(1)=\overline{p(1)}=0$. On using inequality (19) of Theorem 1 to the polynomial $t(z)$ for $\alpha=0$ and $\sigma=1$, we get for $R>1$

$$
\begin{aligned}
|t(R)| & \leq \frac{R^{n}-1}{2}\left[M_{0}+M_{\pi}\right]-\frac{2\left|a_{n-1}\right|}{n+1}\left(\frac{R^{n}-\sigma^{n}}{n}-(R-\sigma)\right) \\
& -2\left|a_{n-2}\right|\left[\frac{\left(R^{n}-\sigma^{n}\right)-n(R-\sigma)}{n(n-1)}-\frac{\left(R^{n-2}-\sigma^{n-2}\right)-(n-2)(R-\sigma)}{(n-2)(n-3)}\right] .
\end{aligned}
$$

This gives for $R>1$

$$
\begin{aligned}
|t(1 / R)| & \leq \frac{1}{2}\left(1-R^{-n}\right)\left[M_{0}+M_{\pi}\right]-\frac{2\left|a_{n-1}\right|}{n+1}\left(\frac{1-R^{-n}}{n}-\left(R^{1-n}-R^{-n}\right)\right) \\
& -2\left|a_{n-2}\right|\left[\frac{\left(1-R^{-n}\right)-n\left(R^{1-n}-R^{-n}\right)}{n(n-1)}-\frac{\left(R^{-2}-R^{-n}\right)-(n-2)\left(R^{1-n}-R^{-n}\right)}{(n-2)(n-3)}\right]
\end{aligned}
$$

Since $0<w \leq n$, so that $(1-w / n)^{-1}>1$ and therefore, in particular, replace $R$ by $(1-w / n)^{-1}>1$ and after simplification we have,

$$
\begin{aligned}
\left|p\left(1-\frac{w}{n}\right)\right| & \leq \frac{1}{2}\left[1-\left(1-\frac{w}{n}\right)^{n}\right]\left\{M_{0}+M_{\pi}\right\} \\
& -\frac{2\left|a_{n-1}\right|}{n+1}\left(\frac{1-(1-w / n)^{n}}{n}-\frac{w}{n}(1-w / n)^{n-1}\right) \\
& -2\left|a_{n-2}\right| \chi(w, n),
\end{aligned}
$$

where

$$
\begin{aligned}
\chi(w, n) & =\left[\frac{1-(1-w / n)^{n}-w(1-w / n)^{n-1}}{n(n-1)}\right. \\
& \left.-\frac{(1-w / n)^{2}-(1-w / n)^{n}-(w-2 w / n)(1-w / n)^{n-1}}{(n-2)(n-3)}\right]
\end{aligned}
$$

Case II, $\mathbf{n}=\mathbf{3}$ : This can be established identically as above by using inequality (20) of Theorem 1.

Now we present the refinement of inequality (12). Here we are able to prove
Theorem 3. If $p(z)$ is a polynomial of degree $n \geq 3$ having all its zeros in $|z| \geq 1$ and $m=\min _{|z|=1}|p(z)|$, then for all real $\alpha$ and $R>\sigma \geq 1$

$$
\begin{aligned}
\|p(R z)-p(\sigma z)\| & \leq \frac{R^{n}-\sigma^{n}}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\sigma^{n}}{n}-(R-\sigma)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\sigma^{n}\right)-n(R-\sigma)}{n(n-1)}-\frac{\left(R^{n-2}-\sigma^{n-2}\right)-(n-2)(R-\sigma)}{(n-2)(n-3)}\right]
\end{aligned}
$$

$$
\begin{equation*}
\text { if } n>3 \tag{23}
\end{equation*}
$$

and

$$
\begin{align*}
\|p(R z)-p(\sigma z)\| & \leq \frac{R^{3}-\sigma^{3}}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}}-\left|a_{1}\right|\left(\frac{\left(R^{3}-\sigma^{3}\right)-3(R-\sigma)}{6}\right) \\
& -\left|a_{2}\right|\left[\frac{(R-1)^{2}-(\sigma-1)^{3}}{3}\right], \text { if } n=3 \tag{24}
\end{align*}
$$

Proof. Since $p(z)$ has all its zeros in $|z| \geq 1$ and $m=\min _{|z|=1}|p(z)|$, therefore by Lemma 3 with $k=1$, we have for $|z|=1$

$$
\left(\left|p^{\prime}(z)\right|+m n\right)^{2} \leq\left|n p(z)-z p^{\prime}(z)\right|^{2}
$$

. This in conjunction with Lemma 4 gives

$$
\begin{aligned}
\left|p^{\prime}(z)\right|^{2}+\left(\left|p^{\prime}(z)\right|+m n\right)^{2} & \leq\left|p^{\prime}(z)\right|^{2}+\left|n p(z)-z p^{\prime}(z)\right|^{2} \\
& \leq \frac{n^{2}}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right]
\end{aligned}
$$

Since we have $\left(\left|p^{\prime}(z)\right|+m n\right)^{2}=\left|p^{\prime}(z)\right|^{2}+(m n)^{2}+2 m n\left|p^{\prime}(z)\right|$.
This gives

$$
\left(\left|p^{\prime}(z)\right|+m n\right)^{2} \geq\left|p^{\prime}(z)\right|^{2}+(m n)^{2}
$$

Therefore, we have

$$
\begin{equation*}
\left\|p^{\prime}\right\| \leq \frac{n}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}} \tag{25}
\end{equation*}
$$

Applying inequality (17) of Lemma 2 with $R=s \geq 1$ to the polynomial $p^{\prime}(z)$ which is of degree $n-1$, we obtain for $n>3$

$$
\left|p^{\prime}\left(s e^{i \theta}\right)\right| \leq s^{n-1}\left\|p^{\prime}\right\|-\frac{2\left(s^{n-1}-1\right)}{n+1}\left|a_{1}\right|-2\left|a_{2}\right|\left[\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right]
$$

With the help of inequality (25), we obtain for $n>3$

$$
\left|p^{\prime}\left(s e^{i \theta}\right)\right| \leq \frac{n s^{n-1}}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}}-\frac{2\left(s^{n-1}-1\right)}{n+1}\left|a_{1}\right|-2\left|a_{2}\right|\left[\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right] .
$$

Now for each $0 \leq \theta<2 \pi$ and $R>\sigma \geq 1$, we have

$$
\begin{aligned}
\left|p\left(R e^{i \theta}\right)-p\left(\sigma e^{i \theta}\right)\right| & =\left|\int_{\sigma}^{R} e^{i \theta} p^{\prime}\left(s e^{i \theta}\right) d s\right| \\
& \leq \int_{\sigma}^{R}\left|p^{\prime}\left(s e^{i \theta}\right)\right| d s \\
& \leq \frac{n}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}} \int_{\sigma}^{R} s^{n-1} d s-\frac{2\left|a_{1}\right|}{n+1} \int_{\sigma}^{R}\left(s^{n-1}-1\right) d s \\
& -2\left|a_{2}\right| \int_{\sigma}^{R}\left(\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right) d s \\
& =\frac{R^{n}-\sigma^{n}}{2}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right)^{\frac{1}{2}}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\sigma^{n}}{n}-(R-\sigma)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\sigma^{n}\right)-n(R-\sigma)}{n(n-1)}-\frac{\left(R^{n}-\sigma^{n}\right)-(n-2)(R-\sigma)}{(n-2)(n-3)}\right]
\end{aligned}
$$

which implies

$$
\begin{aligned}
\|p(R z)-p(\sigma z)\| & \leq \frac{R^{n}-\sigma^{n}}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\sigma^{n}}{n}-(R-\sigma)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\sigma^{n}\right)-n(R-\sigma)}{n(n-1)}-\frac{\left(R^{n}-\sigma^{n}\right)-(n-2)(R-\sigma)}{(n-2)(n-3)}\right]
\end{aligned}
$$

This proves the result in case $n>3$. For the case $n=3$, the result follows from similar lines but instead of using inequality (17) of Lemma 2, we use inequality (18) of the same Lemma and this proves the theorem completely.

As a refinement of inequality (13), we prove the following result.
Theorem 4. If $p(z)$ is a polynomial of degree $n \geq 3$ having all its zeros in $|z| \geq$ $k \geq 1$ and $m=\min _{|z|=k}|p(z)|$, then for all real $\alpha$ and $R>\sigma \geq 1$

$$
\begin{aligned}
\|p(R z)-p(\sigma z)\| & \leq \frac{R^{n}-\sigma^{n}}{\sqrt{2\left(1+k^{2}\right)}}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\sigma^{n}}{n}-(R-\sigma)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\sigma^{n}\right)-n(R-\sigma)}{n(n-1)}-\frac{\left(R^{n}-\sigma^{n}\right)-(n-2)(R-\sigma)}{(n-2)(n-3)}\right],
\end{aligned}
$$

$$
\begin{equation*}
\text { if } n>3 \tag{26}
\end{equation*}
$$

and

$$
\begin{align*}
\|p(R z)-p(\sigma z)\| & \leq \frac{R^{3}-\sigma^{3}}{\sqrt{2\left(1+k^{2}\right)}}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}}-\left|a_{1}\right|\left(\frac{\left(R^{3}-\sigma^{3}\right)-3(R-\sigma)}{6}\right) \\
& -\left|a_{2}\right|\left[\frac{(R-1)^{2}-(\sigma-1)^{3}}{3}\right], \text { if } n=3 \tag{27}
\end{align*}
$$

where $M_{\alpha}$ is defined by (6).
Proof. The proof of this theorem follows easily on using arguments similar to that used in the proof of Theorem 3 but instead of using inequality (25) we use Lemma 5 . We omit the details.

Next we establish the upper bound estimate for $\|p(R z)-p(\xi z)\|$ and thereby prove the following improvement of inequality (15).

Theorem 5. Let $p(z)$ be a polynomial of degree $n \geq 3$ having all its zeros in $|z| \leq k$, $k \leq 1$, then for all real $\alpha$ and $R>\xi \geq 1$

$$
\begin{aligned}
\|p(R z)-p(\xi z)\| & \leq \frac{R^{n}-\xi^{n}}{\sqrt{2\left(1+k^{2 n}\right)}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\xi^{n}}{n}-(R-\xi)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\xi^{n}\right)-n(R-\xi)}{n(n-1)}-\frac{\left(R^{n-2}-\xi^{n-2}\right)-(n-2)(R-\xi)}{(n-2)(n-3)}\right]
\end{aligned}
$$

for $n>3$
and

$$
\begin{align*}
\|p(R z)-p(\xi z)\| & \leq \frac{R^{3}-\xi^{3}}{\sqrt{2\left(1+k^{6}\right)}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}-\left|a_{1}\right|\left(\frac{\left(R^{3}-\xi^{3}\right)-3(R-\xi)}{6}\right) \\
& -\left|a_{2}\right|\left[\frac{(R-1)^{3}-(\xi-1)^{3}}{3}\right], \text { for } n=3 \tag{29}
\end{align*}
$$

Proof. Let $n>3$. Since $p(z)$ is a polynomial of degree $n>3$, it follows that $p^{\prime}(z)$ is a polynomial of degree $n \geq 3$. Hence applying inequality (17) of Lemma 2 to the polynomial $p^{\prime}(z)$ with $k=s \geq 1$, we have for $n>3$

$$
\left|p^{\prime}\left(s e^{i \theta}\right)\right| \leq s^{n-1}\left\|p^{\prime}\right\|-2 \frac{\left(s^{n}-1\right)}{n+1}\left|a_{1}\right|-2\left|a_{2}\right|\left[\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right]
$$

This gives with the help of Lemma 1,

$$
\left|p^{\prime}\left(s e^{i \theta}\right)\right| \leq s^{n-1}\left[\frac{n}{2^{\frac{1}{2}}\left(1+k^{2 n}\right)^{\frac{1}{2}}}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right]^{\frac{1}{2}}\right]-2 \frac{\left(s^{n}-1\right)}{n+1}\left|a_{1}\right|-2\left|a_{2}\right|\left[\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right] .
$$

Hence for each $\theta, 0 \leq \theta<2 \pi$ and $R>\xi \geq 1$

$$
\begin{aligned}
\left|p\left(R e^{i \theta}\right)-p\left(\xi e^{i \theta}\right)\right| & =\left|\int_{\xi}^{R} e^{i \theta} p^{\prime}\left(s e^{i \theta}\right) d s\right| \\
& \leq \int_{\xi}^{R}\left|p^{\prime}\left(s e^{i \theta}\right)\right| d s \\
& \leq \frac{n\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}}{\sqrt{2}\left(1+k^{2 n}\right)^{\frac{1}{2}}} \int_{\xi}^{R} s^{n-1} d s-\frac{2\left|a_{1}\right|}{n+1} \int_{\xi}^{R}\left(s^{n-1}-1\right) d s \\
& -2\left|a_{2}\right| \int_{\xi}^{R}\left(\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right) d s \\
& =\frac{n\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}}{\sqrt{2}\left(1+k^{2 n}\right)^{\frac{1}{2}}} \frac{\left(R^{n}-\xi^{n}\right)}{n}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\xi^{n}}{n}-(R-\xi)\right) \\
& -2\left|a_{1}\right|\left[\frac{\left(R^{n}-\xi^{n}\right)-n(R-\xi)}{n(n-1)}-\frac{\left(R^{n-2}-\xi^{n-2}\right)-(n-2)(R-\xi)}{(n-2)(n-3)}\right] .
\end{aligned}
$$

This implies,

$$
\begin{aligned}
\|p(R z)-p(\xi z)\| & \leq \frac{R^{n}-\xi^{n}}{\sqrt{2}\left(1+k^{2 n}\right)^{\frac{1}{2}}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\xi^{n}}{n}-(R-\xi)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\xi^{n}\right)-n(R-\xi)}{n(n-1)}-\frac{\left(R^{n-2}-\xi^{n-2}\right)-(n-2)(R-\xi)}{(n-2)(n-3)}\right]
\end{aligned}
$$

This is the desired result for the case $n>3$. For $n=3$, using inequality (18) of Lemma 2 with $k=s \geq 1$ to the polynomial $p^{\prime}(z)$ we obtain

$$
\left|p^{\prime}\left(s e^{i \theta}\right)\right| \leq s^{2}\left\|p^{\prime}\right\|-\frac{(s-1)}{2}\left[(s+1)\left|a_{1}\right|+(s-1)\left|a_{2}\right|\right] .
$$

As before, again this gives with the help of Lemma 1 that

$$
\left|p^{\prime}\left(s e^{i \theta}\right)\right| \leq s^{2} \frac{3}{\sqrt{2}\left(1+k^{6}\right)^{\frac{1}{2}}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}-\frac{(s-1)}{2}\left[(s+1)\left|a_{1}\right|+(s-1)\left|a_{2}\right|\right] .
$$

Now for each $\theta, 0 \leq \theta<2 \pi$ and $R>\xi \geq 1$

$$
\begin{aligned}
\left|p\left(R e^{i \theta}\right)-p\left(\xi e^{i \theta}\right)\right| & \leq \int_{\xi}^{R}\left|p^{\prime}\left(s e^{i \theta}\right)\right| d s \\
& \leq \int_{\xi}^{R}\left[\frac{3\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}}{\sqrt{2}\left(1+k^{6}\right)^{\frac{1}{2}}} s^{2}-\frac{s^{2}-1}{2}\left|a_{1}\right|-(s-1)^{2}\left|a_{2}\right|\right] d s \\
& =\frac{3\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}}{\sqrt{2}\left(1+k^{6}\right)^{\frac{1}{2}}} \frac{R^{3}-\xi^{3}}{3}-\frac{1}{2}\left[\frac{R^{3}-\xi^{3}}{3}-(R-\xi)\right]\left|a_{1}\right| \\
& -\left[\frac{(R-1)^{3}-(\xi-1)^{3}}{3}\right]\left|a_{2}\right|
\end{aligned}
$$

i.e,

$$
\begin{aligned}
\|p(R z)-p(\xi z)\| & \leq \frac{R^{3}-\xi^{3}}{2^{\frac{1}{2}}\left(1+k^{6}\right)^{\frac{1}{2}}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right)^{\frac{1}{2}}-\left|a_{1}\right|\left(\frac{\left(R^{3}-\xi^{3}\right)-3(R-\xi)}{6}\right) \\
& -\left|a_{2}\right|\left[\frac{(R-1)^{3}-(\xi-1)^{3}}{3}\right]
\end{aligned}
$$

This proves the theorem for the case $n=3$.
Finally we present the refinement and generalization for the upper bound of inequality (16). More precisely we prove the following result.

Theorem 6. Let $p(z)$ be a polynomial of degree $n \geq 3$ which has no zeros in $|z|<k$, $k \leq 1$ and $m=\min _{|z|=k}|p(z)|$ then for all real $\alpha$ and $R>\xi \geq 1$

$$
\begin{aligned}
\|p(R z)-p(\xi z)\| & \leq \frac{R^{n}-\xi^{n}}{\sqrt{2\left(1+k^{2 n}\right)}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right)^{\frac{1}{2}}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\xi^{n}}{n}-(R-\xi)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\xi^{n}\right)-n(R-\xi)}{n(n-1)}-\frac{\left(R^{n-2}-\xi^{n-2}\right)-(n-2)(R-\xi)}{(n-2)(n-3)}\right]
\end{aligned}
$$

$$
\begin{equation*}
\text { if } n>3 \tag{30}
\end{equation*}
$$

and

$$
\begin{align*}
\|p(R z)-p(\xi z)\| & \leq \frac{R^{3}-\xi^{3}}{\sqrt{2\left(1+k^{6}\right)}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right)^{\frac{1}{2}}-\left|a_{1}\right|\left(\frac{\left(R^{3}-\xi^{3}\right)-3(R-\xi)}{6}\right) \\
& -\left|a_{2}\right|\left[\frac{(R-1)^{3}-(\xi-1)^{3}}{3}\right], \text { if } n=3 \tag{31}
\end{align*}
$$

provided $\left|\underline{p^{\prime}(z)}\right|$ and $\left|q^{\prime}(z)\right|$ attain maximum at the same point on $|z|=1$, where $q(z)=z^{n} p\left(\frac{1}{\bar{z}}\right)$. The result is best possible and equality in (30) holds for $p(z)=$ $z^{n}+k^{n}$.
Proof. Since $q(z)=z^{n} \overline{p\left(\frac{1}{z}\right)}$, therefore,

$$
\left|q^{\prime}(z)\right|=\left|n p(z)-z p^{\prime}(z)\right| \text { for }|z|=1
$$

By hypothesis $\left|p^{\prime}(z)\right|$ and $\left|q^{\prime}(z)\right|$ attain maximum at the same point on $|z|=1$. If we consider

$$
\max _{|z|=1}\left|p^{\prime}(z)\right|=\left|p\left(e^{i \alpha}\right)\right|, \quad 0 \leq \alpha<2 \pi
$$

then it is clear that,

$$
\max _{|z|=1}\left|q^{\prime}(z)\right|=\left|q\left(e^{i \alpha}\right)\right|, 0 \leq \alpha<2 \pi
$$

Since $p(z)$ does not vanish in $|z|<k, k \leq 1$ and $m=\min _{|z|=k}|p(z)|$. Therefore by Lemma 6 and by using above maximum values of $\left|p^{\prime}(z)\right|$ and $\left|q^{\prime}(z)\right|$, we get

$$
\left(k^{n}\left|p^{\prime}\left(e^{i \alpha}\right)\right|+n m\right)^{2} \leq\left|q^{\prime}\left(e^{i \alpha}\right)\right|^{2}
$$

This gives with the help of Lemma 4

$$
\begin{gathered}
\left|p^{\prime}\left(e^{i \alpha}\right)\right|^{2}+\left(k^{n}\left|p^{\prime}\left(e^{i \alpha}\right)\right|+n m\right)^{2} \leq\left|p^{\prime}\left(e^{i \alpha}\right)\right|^{2}+\left|q^{\prime}\left(e^{i \alpha}\right)\right|^{2} \\
\frac{n^{2}}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right]
\end{gathered}
$$

Since

$$
\left(k^{n}\left|p^{\prime}\left(e^{i \alpha}\right)\right|+n m\right)^{2} \geq k^{2 n}\left|p^{\prime}\left(e^{i \alpha}\right)\right|^{2}+n^{2} m^{2}
$$

Consequently,

$$
\left|p^{\prime}\left(e^{i \alpha}\right)\right|^{2}+k^{2 n}\left|p^{\prime}\left(e^{i \alpha}\right)\right|^{2}+n^{2} m^{2} \leq \frac{n^{2}}{2}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}\right]
$$

Equivalently,

$$
\left|p^{\prime}\left(e^{i \alpha}\right)\right|^{2} \leq \frac{n^{2}}{2\left(1+k^{2}\right)}\left[M_{\lambda}^{2}+M_{\lambda+\pi}^{2}-2 m^{2}\right]
$$

and therefore, we have

$$
\begin{equation*}
\left\|p^{\prime}\right\| \leq \frac{n}{\sqrt{2\left(1+k^{2 n}\right)}}\left[M_{\lambda}^{2}+M_{\lambda+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}} \tag{32}
\end{equation*}
$$

Since $p(z)$ is a polynomial of degree $n>3$, it follows that $p^{\prime}(z)$ is a polynomial of degree $n \geq 3$. Hence applying inequality (17) of Lemma 2 to the polynomial $p^{\prime}(z)$ with $k=s \geq 1$, we have for $n>3$

$$
\left|p^{\prime}\left(s e^{i \theta}\right)\right| \leq s^{n-1}\left\|p^{\prime}\right\|-2 \frac{\left(s^{n-1}-1\right)}{n+1}\left|a_{1}\right|-2\left|a_{2}\right|\left[\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right]
$$

This in conjunction with (32) gives,

$$
\begin{aligned}
\left|p^{\prime}\left(s e^{i \theta}\right)\right| & \leq s^{n-1}\left[\frac{n}{\sqrt{2\left(1+k^{2 n}\right)}}\left[M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right]^{\frac{1}{2}}\right]-2 \frac{\left(s^{n-1}-1\right)}{n+1}\left|a_{1}\right| \\
& -2\left|a_{2}\right|\left[\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right]
\end{aligned}
$$

Hence for each $\theta, 0 \leq \theta<2 \pi$ and $R>\xi \geq 1$

$$
\begin{aligned}
\left|p\left(R e^{i \theta}\right)-p\left(\xi e^{i \theta}\right)\right| & =\left|\int_{\xi}^{R} e^{i \theta} p^{\prime}\left(s e^{i \theta}\right) d s\right| \\
& \leq \int_{\xi}^{R}\left|p^{\prime}\left(s e^{i \theta}\right)\right| d s \\
& \leq \frac{n\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right)^{\frac{1}{2}}}{\sqrt{2\left(1+k^{2 n}\right)}} \int_{\xi}^{R} s^{n-1} d s-\frac{2\left|a_{1}\right|}{n+1} \int_{\xi}^{R}\left(s^{n-1}-1\right) d s \\
& -2\left|a_{2}\right| \int_{\xi}^{R}\left(\frac{s^{n-1}-1}{n-1}-\frac{s^{n-3}-1}{n-3}\right) d s \\
& =\frac{n\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right)^{\frac{1}{2}}}{\sqrt{2\left(1+k^{2 n}\right)}} \frac{\left(R^{n}-\xi^{n}\right)}{n}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\xi^{n}}{n}-(R-\xi)\right) \\
& -2\left|a_{1}\right|\left[\frac{\left(R^{n}-\xi^{n}\right)-n(R-\xi)}{n(n-1)}-\frac{\left(R^{n-2}-\xi^{n-2}\right)-(n-2)(R-\xi)}{(n-2)(n-3)}\right]
\end{aligned}
$$

This implies,

$$
\begin{aligned}
\|p(R z)-p(\xi z)\| & \leq \frac{R^{n}-\xi^{n}}{\sqrt{2\left(1+k^{2 n}\right)}}\left(M_{\alpha}^{2}+M_{\alpha+\pi}^{2}-2 m^{2}\right)^{\frac{1}{2}}-\frac{2\left|a_{1}\right|}{n+1}\left(\frac{R^{n}-\xi^{n}}{n}-(R-\xi)\right) \\
& -2\left|a_{2}\right|\left[\frac{\left(R^{n}-\xi^{n}\right)-n(R-\xi)}{n(n-1)}-\frac{\left(R^{n-2}-\xi^{n-2}\right)-(n-2)(R-\xi)}{(n-2)(n-3)}\right]
\end{aligned}
$$

This proves inequality (30). For the proof of inequality (31), we use inequality (18) of Lemma 2 rather than inequality (17) of the same Lemma.
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#### Abstract

This paper consists of two main sections. In the first part, we give some general information about the almost contact manifold, $\alpha$-Sasakian, $\beta$-Kenmotsu and Trans-Sasakian Structures on the manifolds. In the second part, these structures were expressed on the tangent bundle with the help of lifts and the most general forms were tried to be obtained.


## 1. Introduction

### 1.1. Lifts of Vector Fields.

Definition 1. Let $M^{n}$ be an $n$-dimensional differentiable manifold of class $C^{\infty}$ and let $T_{p}\left(M^{n}\right)$ be the tangent space of $M^{n}$ at a point $p$ of $M^{n}$. Then the set [12]

$$
\begin{equation*}
T\left(M^{n}\right)=\underset{p \in M^{n}}{\cup} T_{p}\left(M^{n}\right) \tag{1}
\end{equation*}
$$

is called the tangent bundle over the manifold $M^{n}$.
For any point $\tilde{p}$ of $T\left(M^{n}\right)$, the correspondence $\tilde{p} \rightarrow p$ determines the bundle projection $\pi: T\left(M^{n}\right) \rightarrow M^{n}$, Thus $\pi(\tilde{p})=p$, where $\pi: T\left(M^{n}\right) \rightarrow M^{n}$ defines the bundle projection of $T\left(M^{n}\right)$ over $M^{n}$. The set $\pi^{-1}(p)$ is called the fibre over $p \in M^{n}$ and $M^{n}$ the base space.

[^3]1.1.1. Vertical Lifts. If $f$ is a function in $M^{n}$, we write $f^{v}$ for the function in $T\left(M^{n}\right)$ obtained by forming the composition of $\pi: T\left(M^{n}\right) \rightarrow M^{n}$ and $f: M^{n} \rightarrow R$, so that
\[

$$
\begin{equation*}
f^{v}=f o \pi . \tag{2}
\end{equation*}
$$

\]

Thus, if a point $\tilde{p} \in \pi^{-1}(U)$ has induced coordinates $\left(x^{h}, y^{h}\right)$, then

$$
\begin{equation*}
f^{v}(\tilde{p})=f^{v}(\sigma, \theta)=f o \pi(\tilde{p})=f(p)=f(\sigma) \tag{3}
\end{equation*}
$$

Thus the value of $f^{v}(\tilde{p})$ is constant along each fibre $T_{p}\left(M^{n}\right)$ and equal to the value $f(p)$. We call $f^{v}$ the vertical lift of $f 12$.

Let $\sigma \in \Im_{0}^{1}\left(T\left(M^{n}\right)\right)$ be such that $\sigma f^{v}=0$ for all $f \in \Im_{0}^{0}\left(M^{n}\right)$. Then we say that $\sigma$ is a vertical vector field. Let $\left[\begin{array}{c}\sigma^{h} \\ \sigma^{\bar{h}}\end{array}\right]$ be components of $\sigma$ with respect to the induced coordinates. Then $\sigma$ is vertical if and only if its components in $\pi^{-1}(U)$ satisfy

$$
\left[\begin{array}{c}
\sigma^{h}  \tag{4}\\
\sigma^{\bar{h}}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\sigma^{\bar{h}}
\end{array}\right] .
$$

Suppose that $\sigma \in \Im_{0}^{1}\left(M^{n}\right)$, so that is a vector field in $M^{n}$. We define a vector field $\sigma^{v}$ in $T\left(M^{n}\right)$ by

$$
\begin{equation*}
\sigma^{v}(\iota \zeta)=(\zeta \sigma)^{v} \tag{5}
\end{equation*}
$$

$\zeta$ being an arbitrary 1 -form in $M^{n}$. We cal $\sigma^{v}$ the vertical lift of $\sigma 12$.
Let $\zeta \in \Im_{1}^{0}\left(T\left(M^{n}\right)\right)$ be such that $\zeta(\sigma)^{v}=0$ for all $\sigma \in \Im_{0}^{1}\left(M^{n}\right)$. Then we say that $\zeta$ is a vertical 1 -form in $T\left(M^{n}\right)$. We define the vertical lift $\zeta^{v}$ of the 1 -form $\zeta$ by

$$
\begin{equation*}
\zeta^{v}=\left(\zeta_{i}\right)^{v}\left(d x^{i}\right)^{v} \tag{6}
\end{equation*}
$$

in each open set $\pi^{-1}(U)$, where $\left(U ; x^{h}\right)$ is coordinate neighbourhood in $M^{n}$ and $\zeta$ is given by $\zeta=\zeta_{i} d x^{i}$ in $U$. The vertical lift $\zeta^{v}$ with local expression $\zeta=\zeta_{i} d x^{i}$ has components of the form

$$
\begin{equation*}
\zeta^{v}:\left(\zeta^{i}, 0\right) \tag{7}
\end{equation*}
$$

with respect to the induced coordinates in $T\left(M^{n}\right)$.
Vertical lift has the following formulas 10, 12 :

$$
\begin{align*}
(f \sigma)^{v} & =f^{v} \sigma^{v}, I^{v} \sigma^{v}=0, \eta^{v}\left(\sigma^{v}\right)=0  \tag{8}\\
(f \eta)^{v} & =f^{v} \eta^{v}, \quad\left[\sigma^{v}, \theta^{v}\right]=0, \varphi^{v} \sigma^{v}=0 \\
\sigma^{v} f^{v} & =0, \sigma^{v} f^{v}=0
\end{align*}
$$

hold good, where $f \in \Im_{0}^{0}\left(M_{n}^{n}\right), \sigma, \theta \in \Im_{0}^{1}\left(M_{n}^{n}\right), \eta \in \Im_{1}^{0}\left(M_{n}^{n}\right), \varphi \in \Im_{1}^{1}\left(M_{n}^{n}\right), I=$ $i d_{M_{n}^{n}}$.
1.1.2. Complete Lifts. If $f$ is a function in $M^{n}$, we write $f^{c}$ for the function in $T\left(M^{n}\right)$ defined by

$$
\begin{equation*}
f^{c}=\iota(d f) \tag{9}
\end{equation*}
$$

and call $f^{c}$ the comple lift of $f$. The complete lift $f^{c}$ has the local expression

$$
\begin{equation*}
f^{c}=y^{i} \partial_{i} f=\partial f \tag{10}
\end{equation*}
$$

with respect to the induced coordinates in $T\left(M^{n}\right)$, where $\partial f$ denotes $y^{i} \partial_{i} f$.
Suppose that $\sigma \in \Im_{0}^{1}\left(M^{n}\right)$. We define a vector field $\sigma^{c}$ in $T\left(M^{n}\right)$ by

$$
\begin{equation*}
\sigma^{c} f^{c}=(\sigma f)^{c}, \tag{11}
\end{equation*}
$$

$f$ being an arbitrary function in $M^{n}$ and call $\sigma^{c}$ the complete lift of $\sigma$ in $T\left(M^{n}\right)$ 3, 12. The complete lift $\sigma^{c}$ with components $x^{h}$ in $M^{n}$ has components

$$
\begin{equation*}
\sigma^{c}=\binom{\sigma^{h}}{\partial \sigma^{h}} \tag{12}
\end{equation*}
$$

with respect to the induced coordinates in $T\left(M^{n}\right)$.
Suppose that $\zeta \in \Im_{1}^{0}\left(M^{n}\right)$, then a 1 -form $\zeta^{c}$ in $T\left(M^{n}\right)$ defined by

$$
\begin{equation*}
\zeta^{c}\left(\sigma^{c}\right)=(\zeta \sigma)^{c} \tag{13}
\end{equation*}
$$

$\sigma$ being an arbitrary vector field in $M^{n}$. We call $\zeta^{c}$ the complete lift of $\zeta$. The complete lift $\zeta^{c}$ of $\zeta$ with components $\zeta_{i}$ in $M^{n}$ has components of the form

$$
\begin{equation*}
\zeta^{c}:\left(\partial \zeta_{i,} \zeta_{i}\right) \tag{14}
\end{equation*}
$$

according to the induced coordinates in $T\left(M^{n}\right) 3$.

$$
\begin{align*}
\sigma^{c} f^{v} & =(\sigma f)^{v}, \eta^{v}\left(\sigma^{c}\right)=(\eta(\sigma))^{v}  \tag{15}\\
(f \sigma)^{c} & =f^{c} \sigma^{v}+f^{v} \sigma^{c}=(\sigma f)^{c}, \\
\sigma^{v} f^{c} & =(\sigma f)^{v}, \varphi^{v} \sigma^{c}=(\varphi \sigma)^{v} \\
\varphi^{c} \sigma^{v} & =(\varphi \sigma)^{v},(\varphi \sigma)^{c}=\varphi^{c} \sigma^{c}, \\
\eta^{v}\left(\sigma^{c}\right) & =(\eta(\sigma))^{c}, \eta^{c}\left(\sigma^{v}\right)=(\eta(\sigma))^{v}, \\
{\left[\sigma^{v}, \theta^{c}\right] } & =[\sigma, \theta]^{v}, I^{c}=I, I^{v} \sigma^{c}=\sigma^{v}, \quad\left[\sigma^{c}, \theta^{c}\right]=[\sigma, \theta]^{c}
\end{align*}
$$

1.2. Almost Contact Manifolds. An almost contact manifold is an odd-dimensional $C^{\infty}$ manifold whose structural group can be reduced to $U(x) \times 1$. This is equivalent to the existence of a tensor field $\phi$ of type $(1,1)$, a vector field $\xi$ and a 1 -form $\eta$ satisfying $\phi^{2}=-I+\eta \otimes \xi$ and $\eta(\xi)=1$. From these conditions one can deduce that $\phi \xi=0$ and $\eta \circ \phi=0$. A Riemannian metric $g$ is compatible with these structure tensors if

$$
\begin{equation*}
g(\phi \sigma, \phi \theta)=g(\sigma, \theta)-\eta(\sigma) \eta(\theta) \tag{16}
\end{equation*}
$$

and we refer to an almost contact metric structure $(\phi, \xi, \eta, g)$. Note also that $\eta(\sigma)=g(\sigma, \xi)$.

Let $M^{n}$ be an almost contact manifold and define an almost complex structure $J$ on $M^{n} \times R$ by

$$
\begin{equation*}
J\left(\sigma, f \frac{d}{d t}\right)=\left(\phi \sigma-f \xi, \eta(\sigma) \frac{d}{d t}\right) . \tag{17}
\end{equation*}
$$

A Sasakian manifold is a normal contact metric manifold. It is well known that the Sasakian condition may be expressed as an almost contact metric structure satisfying

$$
\begin{equation*}
\left(\nabla_{\sigma} \phi\right) \theta=g(\sigma, \theta) \xi-\eta(\theta) \sigma \tag{18}
\end{equation*}
$$

again see e.g. 1.

## 2. $\alpha$-Sasakian and $\beta$-Kenmotsu structures on the tangent bundle

A $\alpha$-Sasakian structure 6 which may be defined by the requirement

$$
\begin{equation*}
(\nabla \sigma \phi) \theta=\alpha(g(\sigma, \theta) \xi-\eta(\theta) \sigma) \tag{19}
\end{equation*}
$$

where $\alpha$ is a non-zero constant. Setting $\theta=\xi$ in this formula, one readily obtains

$$
\begin{equation*}
\nabla_{\sigma} \xi=-\alpha \phi \sigma \tag{20}
\end{equation*}
$$

Theorem 1. Let a vector field $\xi$, $\phi$ be a tensor field of type (1,1), 1-form $\eta$ satisfying $\phi^{2}=-I+\eta \otimes \xi$ i.e. $\eta(\xi)=1, \phi \xi=0$ and $\eta \circ \phi=0$. $A \alpha-$ Sasakian structure on tangent bundle defined by

$$
\left(\nabla_{\sigma^{c}}^{c} \phi^{c}\right) \theta^{c}=\alpha\left((g(\sigma, \theta))^{V} \xi^{C}+(g(\sigma, \theta))^{C} \xi^{V}-(\eta(\theta))^{C} \sigma^{V}-(\eta(\theta))^{V} \sigma^{C}\right)
$$

where $g$ is a Riemannian metric, $\alpha$ is a non-zero constant. In addition, if we put $\theta=\xi$, we get

$$
\nabla_{\sigma^{C}}^{C} \xi^{C}=-\alpha \phi^{C} \sigma^{C}
$$

Proof. From (19), we get the $\alpha$-Sasakian structure on the bundle

$$
\begin{aligned}
\left(\nabla_{\sigma^{c}}^{c} \phi^{c}\right) \theta^{c} & =\nabla_{\sigma^{C}}^{C} \phi^{c} \theta^{C}-\phi^{C} \nabla_{\sigma^{C}}^{C} \theta^{C} \\
& =\alpha\left((g(\sigma, \theta))^{V} \xi^{C}+(g(\sigma, \theta))^{C} \xi^{V}-(\eta(\theta))^{C} \sigma^{V}-(\eta(\theta))^{V} \sigma^{C}\right)
\end{aligned}
$$

If we put $\theta=\xi$, we get

$$
\begin{aligned}
\left(\nabla_{\sigma^{C}}^{C} \phi^{C}\right) \xi^{C} & =\nabla_{\sigma^{C}}^{C} \phi^{C} \xi^{C}-\phi^{C} \nabla_{\sigma^{C}}^{C} \xi^{C} \\
& =-\phi^{C} \nabla_{\sigma^{C}}^{C} \xi^{C} \\
& =\alpha\left(\eta(\sigma)^{V} \xi^{C}+(\eta(\sigma))^{C} \xi^{V}-(\eta(\xi))^{C} \sigma^{V}-\left(\eta(\xi)^{V} \sigma^{C}\right)\right. \\
& =\alpha\left((\eta(\sigma))^{V} \xi^{C}+(\eta(\sigma))^{C} \xi^{V}-\sigma^{C}\right) \\
-\phi^{C} \nabla_{\sigma^{C}}^{C} \xi^{C} & =\alpha\left(\phi^{C}\right)^{2} \sigma^{C} \\
\nabla_{\sigma^{C}}^{C} \xi^{C} & =-\alpha \phi^{C} \sigma^{C}
\end{aligned}
$$

In particular the almost contact metric structure in this case satisfies

$$
\begin{equation*}
\left(\nabla{ }_{\sigma} \phi\right) \theta=g(\phi \sigma, \theta) \xi-\eta(\theta) \phi \sigma \tag{21}
\end{equation*}
$$

and an almost contact metric manifold satisfying this condition is called a Kenmotsu manifold 6, 7. Again one has the more general notion of a $\beta$-Kenmotsu structure 6 which may be defined by

$$
\begin{equation*}
\left(\nabla_{\sigma} \phi\right) \theta=\beta(g(\phi \sigma, \theta) \xi-\eta(\theta) \phi \sigma) \tag{22}
\end{equation*}
$$

where $\beta$ is a non-zero constant. From the condition one may readily deduce that

$$
\begin{equation*}
\nabla_{\sigma} \xi=\beta(\sigma-\eta(\sigma) \xi) \tag{23}
\end{equation*}
$$

Theorem 2. Let $\phi$ be a tensor field of type (1,1), a vector field $\xi$, 1 -form $\eta$ satisfying $\phi^{2}=-I+\eta \otimes \xi$ i.e. $\eta(\xi)=1, \phi \xi=0$ and $\eta \circ \phi=0$. $A \beta-$ Kenmotsu structure on tangent bundle defined by
$((\nabla \sigma \phi) \theta)^{C}=\beta\left((g(\phi \sigma, \theta))^{V} \xi^{C}+(g(\phi \sigma, \theta))^{C} \xi^{V}-(\eta(\theta))^{C}(\phi \sigma)^{V}-(\eta(\theta))^{V}(\phi \sigma)^{C}\right)$,
where $g$ is a Riemannian metric, $\beta$ is a non-zero constant. In addition, if we put $\theta=\xi$, we get

$$
\begin{equation*}
\nabla_{\sigma^{C}}^{C} \xi^{C}=\beta\left(\sigma^{C}-((\eta(\sigma)) \xi)^{C}\right) \tag{24}
\end{equation*}
$$

Proof. From (22), we get the $\beta$-Kenmotsu structure on the bundle

$$
\begin{aligned}
\left(\left(\nabla_{\sigma} \phi\right) \theta\right)^{C} & =\nabla_{\sigma^{C}}^{C} \phi^{C} \theta^{C}-\phi^{C} \nabla_{\sigma^{C}}^{C} \theta^{C} \\
& =\beta\left((g(\phi \sigma, \theta))^{V} \xi^{C}+(g(\phi \sigma, \theta))^{C} \xi^{V}-(\eta(\theta))^{C}(\phi \sigma)^{V}-(\eta(\theta))^{V}(\phi \sigma)^{C}\right)
\end{aligned}
$$

If we put $\theta=\xi$, we get
$-\phi^{C} \nabla_{\sigma^{C}}^{C} \xi^{C}=\beta\left((\eta(\phi \sigma))^{V} \xi^{C}+(\eta(\phi \sigma))^{C} \xi^{V}-(\eta(\xi))^{C}(\phi \sigma)^{V}-(\eta(\xi))^{V}(\phi \sigma)^{C}\right)$
$-\phi^{C} \nabla_{\sigma^{C}}^{C} \xi^{C}=\beta\left(-(\phi \sigma)^{C}+(\eta(\phi \sigma))^{V} \xi^{C}+(\eta(\phi \sigma))^{C} \xi^{V}\right)$ $\phi^{2} \nabla_{\sigma^{C}}^{C} \xi^{C}=\beta\left((\phi \sigma)^{C}-(\eta(\phi \sigma))^{V} \xi^{C}-(\eta(\phi \sigma))^{C} \xi^{V}\right)$
$\phi \nabla_{\sigma^{C}}^{C} \xi^{C}=\beta\left(\phi^{C} \sigma^{C}-\eta^{V}\left(\phi^{C} \sigma^{C}\right) \xi^{C}-\eta^{C}\left(\phi^{C} \sigma^{C}\right) \xi^{V}\right)$ $\nabla_{\sigma^{C}}^{C} \xi^{C}=\beta\left(\sigma^{C}-\left(\eta^{V} \sigma^{C}\right) \xi^{C}-\left(\eta^{C} \sigma^{C}\right) \xi^{V}\right)$ $\nabla_{\sigma^{C}}^{C} \xi^{C}=\beta\left(\sigma^{C}-(\eta \sigma)^{V} \xi^{C}-(\eta \sigma)^{C} \xi^{V}\right)$ $\nabla_{\sigma^{C}}^{C} \xi^{C}=\beta\left(\sigma^{C}-((\eta(\sigma)) \xi)^{C}\right)$

## 3. Trans-SASAKIAN MANIFOLDS ON THE TANGENT BUNDLE

An almost contact metric structure $(\phi, \xi, \eta, g)$ on $M^{n}$ is trans-Sasakian 9 if $\left(M^{n} \times R, J, G\right)$ belongs to the class $W_{4}$, where $J$ is the almost complex structure on $M^{n} \times R$ defined by (17) and $G$ is the product metric on $M^{n} \times R$. This expressed by the condition

$$
\begin{equation*}
\left(\nabla{ }_{\sigma} \phi\right) \theta=\alpha(g(\sigma, \theta) \xi-\eta(\theta) \sigma)+\beta(g(\phi \sigma, \theta) \xi-\eta(\theta) \phi \sigma) \tag{25}
\end{equation*}
$$

for functions $\alpha$ and $\beta$ on $M^{n}$, and we shall say that the trans-Sasakian structure is of type $(\alpha, \beta)$; in particular, it is normal and it generalizes both $\alpha-$ Sasakian and $\beta-$ Kenmotsu structures. From the formula one obtain

$$
\begin{gather*}
\nabla_{\sigma} \xi=-\alpha \phi \sigma+\beta(\sigma-\eta(\sigma) \xi)  \tag{26}\\
\left(\nabla_{\sigma} \eta\right)(\theta)=-\alpha g(\phi \sigma, \theta)+\beta(g(\sigma, \theta)-\eta(\sigma) \eta(\theta)) \tag{27}
\end{gather*}
$$

$$
\begin{equation*}
\left(\nabla{ }_{\sigma} \phi\right)(\theta, Z)=\alpha(g(\sigma, Z) \eta(\theta)-g(\sigma, \theta) \eta(Z))-\beta(g(\sigma, \phi Z) \eta(\theta)-g(\sigma, \phi \theta) \eta(Z)) \tag{28}
\end{equation*}
$$

where $\phi$ is the fundamental $2-$ form of the structure, given by $\phi(\sigma, \theta)=g(\sigma, \phi \theta)$.
Theorem 3. Let $\phi$ be a tensor field of type $(1,1)$, a vector field $\xi$, 1 -form $\eta$ satisfying $\phi^{2}=-I+\eta \otimes \xi$ i.e. $\eta(\xi)=1, \phi \xi=0$ and $\eta \circ \phi=0$. A trans-Sasakian structure on tangent bundle defined by

$$
\begin{aligned}
& \left(\nabla_{\sigma^{C}}^{C} \phi^{C}\right) \theta^{C}=\alpha\left((g(\sigma, \theta))^{V} \xi^{C}+(g(\sigma, \theta))^{C} \xi^{V}-(\eta(\theta))^{C} \sigma^{V}-(\eta(\theta))^{V} \sigma^{C}\right) \\
& +\beta\left((g(\phi \sigma, \theta))^{V} \xi^{C}+(g(\phi \sigma, \theta))^{C} \xi^{V}-(\eta(\theta))^{C}(\phi \sigma)^{V}-(\eta(\theta))^{V}(\phi \sigma)^{C}\right)
\end{aligned}
$$

where $g$ is a Riemannian metric, $\alpha, \beta$ are non-zero constants. In addition, if we put $\theta=\xi$, we get

$$
\nabla_{\sigma^{C}}^{C} \xi^{C}=-\alpha \phi^{C} \sigma^{C}+\beta\left(\sigma^{C}-((\eta(\sigma)) \xi)^{C}\right)
$$

Proof. From (25), we get the trans-Sasakian structure on the bundle
$\left(\nabla_{\sigma^{C}}^{C} \phi^{C}\right) \theta^{C}=\nabla_{\sigma^{C}}^{C} \phi^{C} \theta^{C}-\phi^{C} \nabla_{\sigma^{C}}^{C} \theta^{C}$
$=\alpha\left((g(\sigma, \theta))^{V} \xi^{C}+(g(\sigma, \theta))^{C} \xi^{V}-(\eta(\theta))^{C} \sigma^{V}-(\eta(\theta))^{V} \sigma^{C}\right)$
$+\beta\left((g(\phi \sigma, \theta))^{V} \xi^{C}+(g(\phi \sigma, \theta))^{C} \xi^{V}-(\eta(\theta))^{C}(\phi \sigma)^{V}-(\eta(\theta))^{V}(\phi \sigma)^{C}\right)$.
If we put $\theta=\xi$ and using the formulas of (8), (15), similarly we get

$$
\nabla_{\sigma^{C}}^{C} \xi^{C}=-\alpha \phi^{C} \sigma^{C}+\beta\left(\sigma^{C}-((\eta(\sigma)) \xi)^{C}\right)
$$

Theorem 4. Let a vector field $\xi$, $\phi$ be a tensor field of type (1, 1), 1-form $\eta$ satisfying $\phi^{2}=-I+\eta \otimes \xi$ i.e. $\eta(\xi)=1, \phi \xi=0$ and $\eta \circ \phi=0$. The term $\left(\nabla_{\sigma^{C}}^{C} \eta^{C}\right) \theta^{C}$ in a trans-Sasakian structure on tangent bundle defined by

$$
\left(\nabla_{\sigma^{C}}^{C} \eta^{C}\right) \theta^{C}=-\alpha g^{C}\left(\phi^{C} \sigma^{C}, \theta^{C}\right)+\beta g^{C}\left(\phi^{C} \sigma^{C}, \phi^{C} \theta^{C}\right)
$$

where $g$ is a Riemannian metric, $\alpha, \beta$ is a non-zero constant.
Proof. From 27, we get

$$
\begin{aligned}
\left(\nabla_{\sigma^{C}}^{C} \eta^{C}\right) \theta^{C}= & \nabla_{\sigma^{C}}^{C} \eta^{C} \theta^{C}-\eta^{C} \nabla_{\sigma^{C}}^{C} \theta^{C} \\
= & \nabla_{\sigma^{C}}^{C}(g(\theta, \xi))^{C}-\left(g\left(\nabla_{\sigma} \theta, \xi\right)\right)^{C} \\
= & \left.\nabla_{\sigma^{C}}^{C} g^{C}\right)\left(\theta^{C}, \xi^{C}\right)+g^{C}\left(\nabla_{\sigma^{C}}^{C} \theta^{C}, \xi^{C}\right)+g^{C}\left(\theta^{C}, \nabla_{\sigma^{C}}^{C} \xi^{C}\right) \\
& -g^{C}\left(\nabla_{\sigma^{C}}^{C} \theta^{C}, \xi^{C}\right)
\end{aligned}
$$

$$
\begin{aligned}
= & g^{C}\left(\theta^{C}, \nabla_{\sigma^{C}}^{C} \xi^{C}\right)=g^{C}\left(\theta^{C},-\alpha \phi^{C} \sigma^{C}+\beta\left(\sigma^{C}((\eta(\sigma)) \xi)^{C}\right)\right. \\
= & -\alpha g^{C}\left(\theta^{C}, \phi^{C} \sigma^{C}\right)+\beta g^{C}\left(\theta^{C}, \sigma^{C}-((\eta(\sigma)) \xi)^{C}\right) \\
= & -\alpha g^{C}\left(\phi^{C} \sigma^{C}, \theta^{C}\right)+\beta g^{C}\left(\theta^{C}, \sigma^{C}-(\eta(\sigma))^{V} \xi^{C}-(\eta(\sigma))^{C} \xi^{V}\right) \\
= & -\alpha g^{C}\left(\phi^{C} \sigma^{C}, \theta^{C}\right)+\beta\left(g^{C}\left(\theta^{C}, \sigma^{C}\right)-(\eta(\sigma))^{V} g^{C}\left(\theta^{C}, \xi^{C}\right)\right. \\
& \left.-(\eta(\sigma))^{C} g^{C}\left(\theta^{C}, \xi^{V}\right)\right) \\
= & -\alpha g^{C}\left(\phi^{C} \sigma^{C}, \theta^{C}\right)+\beta g^{C}\left(\phi^{C} \sigma^{C}, \phi^{C} \theta^{C}\right),
\end{aligned}
$$

where $g^{C}\left(\theta^{C}, \xi^{V}\right)=(\eta(\theta))^{V}$ and $g^{C}\left(\phi^{C} \sigma^{C}, \phi^{C} \theta^{C}\right)=g^{C}\left(\sigma^{C}, \theta^{C}\right)-(\eta(\sigma))^{C}(\eta(\theta))^{V}-$ $(\eta(\sigma))^{V}(\eta(\theta))^{C}$.
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#### Abstract

By removing the condition that the inverse function is continuous in soft topological polygroups, we will have less constraint to obtain the results. We offer different definitions for soft topological polygroups and eliminate the inverse function continuity condition to have more freedom of action.


## 1. Introduction

To answer the types of uncertainties that abound in various sciences, we insert soft sets into mathematical structures. Specifically, we equip topological polygroups with soft sets. This is a process that began in 1934 by Marty 16 with the introduction of hypergroups and continued with the introduction of soft sets by Molodtsov in 1999 17. Since then, many efforts have been made to deepen the discussion, some of which we can mention below.

A good description of the Groupoides, demi-hypergroupes et hypergroupes is given by M. Koskas in 14, also useful information about the Soft subsets and soft product operations is provided by F. Feng, Y.M. Li in 8. There is a beautiful writing about the topological spaces from the S. Nazmul, SK. Samanta under the name Neighbourhood properties of soft topological spaces in 20, also about Soft set theory by P. K. Maji, R. Biswas and A. R. Roy in 15, Soft topological groups and rings by T. Shah and S. Shaheen in 27 , On soft topological hypergroups by G. Oguz in 24, On soft topological spaces by M. Shabir and M. Naz in 26. Only a genius like T. Hida can write such a beautiful story about the Soft topological group in 11, also G. Oguz with article Soft topological hyperstructure in 25 and M. Shabir, M. Naz With their own handwriting about the On soft topological spaces in 26. If you want to read interesting articles about the topological polygroups,

[^4]you can read Heidari's article about the Topological polygroups in 9, also about the Idealistic soft topological hyperrings by G. Oguz in 23 and A new view on topological polygroups by G. Oguz in 22 , Soft sets and soft groups by H. Aktas and N. Cagman in 1, Prolegomena of Hypergroup Theory by P. Corsini in 5 .

## 2. Preliminaries

2.1. Soft Sets. Let $U$ be an initial universe and $E$ be a set of parameters. Let $P(U)$ denotes the power set of $U$ and $A$ be a non-empty subset of $E$. A pair $(\mathbb{F}, A)$ is called a soft set over $U$, where $\mathbb{F}$ is a mapping given by $\mathbb{F}: A \rightarrow P(U)$. In other words, a soft set over $U$ is a parametrized family of subsets of the universe $U$. For $a \in A, \mathbb{F}(a)$ may be considered as the set of approximate elements of the soft set $(\mathbb{F}, A)$. Clearly a soft set is not a set. For two soft sets $(\mathbb{F}, A)$ and $(\mathbb{G}, B)$ over a common universe $U$, we say that $(\mathbb{F}, A)$ is a soft subset of $(\mathbb{G}, B)(i . e .,(\mathbb{F}, A) \widehat{\subset}(\mathbb{G}, B))$ if $A \subseteq B$ and $\mathbb{F}(a) \subseteq \mathbb{G}(a)$ for all $a \in A$. $(\mathbb{F}, A)$ is said to be a soft super set of $(\mathbb{G}, B)$, if $(\mathbb{G}, B)$ is a soft subset of $(\mathbb{F}, A)$ and it is denoted by $(\mathbb{F}, A) \widehat{\supset}(\mathbb{G}, B)$. Two soft sets $(\mathbb{F}, A)$ and $(\mathbb{G}, B)$ over a common universe $U$ are said to be soft equal if $(\mathbb{F}, A)$ is a soft subset of $(\mathbb{G}, B)$ and $(\mathbb{G}, B)$ is a soft subset of $(\mathbb{F}, A)$. A soft set $(\mathbb{F}, A)$ over $U$ is said to be a NULL soft set, denoted by $\widehat{\varnothing}$, if $\mathbb{F}(a)=\varnothing$ (null set) for all $a \in A$. A soft set $(\mathbb{F}, A)$ over $U$ is said to be ABSOLUTE soft set, denoted by $\widehat{A}$, if $\mathbb{F}(a)=U$ for all $a \in A .(\mathbb{F}, A)$ AND $(\mathbb{G}, B)$ denoted by $(\mathbb{F}, A) \widehat{\wedge}(\mathbb{G}, B)$ is defined by $(\mathbb{F}, A) \widehat{\wedge}(\mathbb{G}, B)=$ $(\mathbb{H}, A \times B)$, where $\mathbb{H}((a, b))=\mathbb{F}(a) \cap \mathbb{G}(b)$ for all $(a, b) \in A \times B$. ( $\mathbb{F}, A)$ OR $(\mathbb{G}, B)$ denoted by $(\mathbb{F}, A) \widehat{\vee}(\mathbb{G}, B)$ is defined by $(\mathbb{F}, A) \widehat{\vee}(\mathbb{G}, B)=(O, A \times B)$ where, $O((a, b))=\mathbb{F}(a) \cup \mathbb{G}(b)$ for all $(a, b) \in A \times B$. Union of two soft sets $(\mathbb{F}, A)$ and $(\mathbb{G}, B)$ over the common universe $U$ denoted by $(\mathbb{F}, A) \widehat{\cup}(\mathbb{G}, B)$ is defined by $(\mathbb{H}, C)$, where $C=A \cup B$ and for all $a \in C$,

$$
\mathbb{H}(a)= \begin{cases}\mathbb{F}(a) & \text { if } a \in A-B \\ \mathbb{G}(a) & \text { if } a \in B-A \\ \mathbb{F}(a) \cup \mathbb{G}(a) & \text { if } a \in A \cap B\end{cases}
$$

Bi-intersection of two soft sets $(\mathbb{F}, A)$ and $(\mathbb{G}, B)$ over the common universe $U$ is the soft set $(\mathbb{H}, C)$ is defined by $(\mathbb{F}, A) \widehat{\cap}(\mathbb{G}, B)=(\mathbb{H}, C)$, where $C=A \cap B$ and $\mathbb{H}(a)=\mathbb{F}(a) \cap \mathbb{G}(a)$ for all $a \in C$. Extended intersection of two soft sets $(\mathbb{F}, A)$ and $(\mathbb{G}, B)$ over the common universe $U$ denoted by $(\mathbb{F}, A) \cap_{E}(\mathbb{G}, B)$ and is defined by $(\mathbb{H}, C)$, where $C=A \cup B$ and for all $a \in C$,

$$
\mathbb{H}(a)= \begin{cases}\mathbb{F}(a) & \text { if } a \in A-B \\ \mathbb{G}(a) & \text { if } a \in B-A \\ \mathbb{F}(a) \cap \mathbb{G}(a) & \text { if } a \in A \cap B\end{cases}
$$

Let $(\mathbb{F}, A)$ be a soft set. The set $\operatorname{Supp}(\mathbb{F}, A)=\{a \in A: \mathbb{F}(a) \neq \varnothing\}$ is called the support of the soft set $(\mathbb{F}, A)$. A soft set is said to be non-null if its support is not equal to the empty set. If $A$ is equal to $E$ we write $\mathbb{F}$ instead of $(\mathbb{F}, A)$. Let $\theta: U \longmapsto U^{\prime}$ be a function and $\mathbb{F}\left(\right.$ resp. $\left.\mathbb{F}^{\prime}\right)$ be a soft set over $U\left(\right.$ resp. $\left.U^{\prime}\right)$ with a parameter set $E$. Then $\theta(\mathbb{F})\left(\right.$ resp. $\left.\theta^{-1}\left(\mathbb{F}^{\prime}\right)\right)$ is the soft set on $U^{\prime}($ resp. $U)$ is defined
by $(\theta(\mathbb{F}))(e)=\theta(\mathbb{F}(e))\left(\operatorname{resp} .\left(\theta^{-1}\left(\mathbb{F}^{\prime}\right)\right)(e)=\theta^{-1}\left(\mathbb{F}^{\prime}(e)\right)\right)$. We will use the symbol $\mathbb{F}^{\widehat{c}}$ to denote soft complement of $\mathbb{F}$ and is defined by $\mathbb{F}^{\hat{c}}(e)=U \backslash \mathbb{F}(e)(e \in E)$. Let $\mathbb{F}$ be a soft set over $U$ and $x$ be an element of $U$ we call $x$ is a soft element of $\mathbb{F}$, if $x \in \mathbb{F}(e)$ for all parameters $e \in E$ and denoted by $x \widehat{\in} \mathbb{F}$. We recall the above definitions from 11,27.
2.2. Polygroups. Let $H$ be a non-empty set. A mapping $\circ: H \times H \longmapsto P^{*}(H)$ is called a hyperoperation, where $P^{*}(H)$ is the family of non-empty subsets of $H$. The couple $(H, \circ)$ is called a hypergroupoid. In the above definition, if $A$ and $B$ are two non-empty subsets of $H$ and $x \in H$, then we define:

$$
A \circ B=\bigcup_{\substack{a \in A \\ b \in B}} a \circ b, x \circ A=\{x\} \circ A \text { and } A \circ x=A \circ\{x\}
$$

A hypergroupoid $(H, \circ)$ is called a semihypergroup if for every $x, y, z \in H$, we have $x \circ(y \circ z)=(x \circ y) \circ z$ and is called a quasihypergroup if for every $x \in H$, we have $x \circ H=H=H \circ x$. This condition is called the reproduction axiom. The couple $(H, \circ)$ is called a hypergroup if it is a semihypergroup and a quasihypergroup 5 .

Let $(H, \circ)$ be a semihypergroup and $A$ be a non-empty subset of $H$. We say that $A$ is a complete part of H if for any non-zero natural number $n$ and for all $a_{1}, \ldots, a_{n}$ of $H$, the following implication holds:

$$
A \cap \prod_{i=1}^{n} a_{i} \neq \varnothing \Rightarrow \prod_{i=1}^{n} a_{i} \subseteq A
$$

The complete parts were introduced for the first time by Koskas 14. Let ( $G, \circ$ ) and $(H, *)$ be two hypergroups. A map $f: G \longmapsto H$, is called a homomorphism if for all $x, y$ of $G$, we have $f(x \circ y) \subseteq f(x) * f(y)$; a good homomorphism if for all $x, y$ of $G$, we have $f(x \circ y)=f(x) * f(y) ; \mathrm{f}$ is an isomorphism if it is a good homomorphism , and its inverse $f^{-1}$ is a homomorphism, too.

Definition 1. A special sub class of hypergroups is the class of polygroups.A polygroup is a system $P=<P, \circ, e,-1>$, where $\circ: P \times P \longmapsto P^{*}(P), e \in P,-1$ is a unitary operation on $P$ and the following axioms hold for all $x, y, z \in P$ :
(1) $(x \circ y) \circ z=x \circ(y \circ z)$;
(2) $e \circ x=x \circ e=x$;
(3) $x \in y \circ z$ implies $y \in x \circ z^{-1}$ and $z \in y^{-1} \circ x$.

The following elementary facts about polygroups follow easily from the axioms: $e \in x \circ x^{-1} \cap x^{-1} \circ x, e^{-1}=e,\left(x^{-1}\right)^{-1}=x$, and $(x \circ y)^{-1}=y^{-1} \circ x^{-1}$. A nonempty subset $K$ of a polygroup $P$ is a subpolygroup of $P$ if and only if $a, b \in K$ implies $a \circ b \subseteq K$ and $a \in K$ implies $a^{-1} \in K$.

The subpolygroup $N$ of $P$ is normal in $P$ if and only if $a^{-1} \circ N \circ a \subseteq N$ for all $a \in P$.

Theorem 1. Let $N$ be a normal subpolygroup of $P$ then:
(1) $N a=a N$ for all $a \in P$;
(2) $(a N)(b N)=a b N$ for all $a, b \in P$;
(3) $a N=b N$ for all $b \in a N$.

Example 1. Let $P$ be $\{1,2\}$ and hyperoperation $*$ be as follow:

| $*$ | 1 | 2 |
| :---: | :---: | :---: |
| 1 | 1 | 2 |
| 2 | 2 | $\{1,2\}$ |

With the above multiplication table, $P$ is a polygroup [7].
Let $P$ is polygroup and $(\mathbb{F}, A)$ be a soft set on $P$. Then $(\mathbb{F}, A)$ is called a (normal)soft polygroup on $P$ if $\mathbb{F}(x)$ be a (normal)subpolygroup of $P$ for all $x \in$ $\operatorname{Supp}(\mathbb{F}, A)$.

Example 2. Let $P$ be $\{e, a, b\}$ and multiplication table be:

| $\circ$ | $e$ | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| $e$ | $e$ | $a$ | $b$ |
| $a$ | $a$ | $e$ | $b$ |
| $b$ | $b$ | $b$ | $\{e, a\}$ |

Subpolygroups of $P$ are $\varnothing, P,\{e\},\{e, a\}$. Let $A$ be equal with $P$ and define soft set $\mathbb{F}$ as follow:

$$
\mathbb{F}(x)= \begin{cases}\{e\} & \text { if } x=e \\ \{e, a\} & \text { if } x=a \\ \{e, a, b\} & \text { if } x=b\end{cases}
$$

Therefore $(\mathbb{F}, A)$ is a soft polygroup. We recall the above definitions and theorems from (7].
2.3. Topological Hyperstructure. Suppose that $T$ is a topology on $G$, where $G$ is a group, then $(G, T)$ is called a topological group over $G$ if $\varphi$ and ${ }^{-1}$ are continuous, where $\varphi$ and ${ }^{-1}$ are as follow:
(1) The mapping $\varphi: G \times G \longmapsto G$ is defined by $\varphi(g, h)=g h$ and $G \times G$ is endowed with the product topology.
(2) The mapping ${ }^{-1}: G \longmapsto G$ is defined by ${ }^{-1}(g)=g^{-1} 10$.

If the condition (2) of previous definition is not met, then the $(G, T)$ is called semi-topological group over $G$.

Let $(\mathbb{F}, A)$ be a soft set over $G$. Then the $(\mathbb{F}, A, T)$ is called soft topological group over $G$ if the following conditions hold:
(1) $\mathbb{F}(a)$ be a subgroup of $G$ for all $a \in A$.
(2) The mapping $\varphi:(x, y) \longmapsto x y$ of the topological space $\mathbb{F}(a) \times \mathbb{F}(a)$ onto $\mathbb{F}(a)$ be continuous for all $a \in A$.
(3) The mapping ${ }^{-1}: \mathbb{F}(a) \longmapsto \mathbb{F}(a)$ is defined by ${ }^{-1}(g)=g^{-1}$ be continuous for all $a \in A$.

If the condition (3) of previous definition is not met, then the $(\mathbb{F}, A, T)$ is called soft semi-topological group over $G$.

In 9 is proved that condition continuity $\varphi$ is equivalent to following statement;
If $U \subseteq G$ is open, and $g h \in U$, then there exist open sets $V_{g}$ and $V_{h}$ with the property that $g \in V_{g}, h \in V_{h}$, and $V_{g} V_{h}=\left\{v_{1} v_{2} \mid v_{1} \in V_{g}, v_{2} \in V_{h}\right\} \subseteq U$.

Also, condition continuity ${ }^{-1}$ is equivalent to following statement; If $U$ subset of $G$ is open, then $U^{-1}=\left\{g^{-1} \mid g \in U\right\}$ be open.

Let $(H, T)$ be a topological space. The following theorem give us a topology on $P^{*}(H)$ that is induced by $T$.

Theorem 2. Let $(H, T)$ be a topological space. Then the family $\beta$ consisting of all sets $S_{V}=\left\{U \in P^{*}(H) \mid U \subseteq V\right\}, V \in T$ is a base for a topology on $P^{*}(H)$. This topology is denoted by $T^{*}$ 12].

Let $(H, T)$ be a topological space, where $(H, \circ)$ be a hypergroup. Then the triple $(H, \circ, T)$ is called a topological hypergroup if the following functions are continuous:
(1) The mapping $\varphi:(x, y) \longmapsto x \circ y$, from $H \times H$ onto $P^{*}(H)$;
(2) The mapping $\psi:(x, y) \longmapsto x / y$, from $H \times H$ onto $P^{*}(H)$, where $x / y=$ $\{z \in H \mid x \in z \circ y\}$.

If the condition (2) of previous definition is not met, then $(H, \circ, T)$ is called a semi-topological hypergroup.
Let $(P, T)$ be a topological space, where $\left(P, \circ, e,^{-1}\right)$ be a polygroup. Then the $(P, T)$ is called a topological polygroup (in short TP) if the following axioms hold:
(1) The mapping $\circ: P \times P \longmapsto P^{*}(P)$ be continuous, where $\circ(x, y)=x \circ y$;
(2) The mapping ${ }^{-1}: P \longmapsto P$ be continuous, where ${ }^{-1}(x)=-x$.

We can combine items (1),(2) and present the following case:
The mapping $\varphi: P \times P \longmapsto P^{*}(P)$ be continuous, where $\varphi(x, y)=x \circ y^{-1}$.
The following theorem help us to determine the continuity of hyperoperation. We us to use the following theorem for the continuity test.

Theorem 3. The hyperoperation $\circ: P \times P \longmapsto P^{*}(P)$ is continuous, where $P$ is a polygroup $\Longleftrightarrow \forall a, b \in P$ and $C \in T$ with the property that $a \circ b \subseteq C$ then there exist $A, B \in T$ with the property that $a \in A$ and $b \in B$ and $A \circ B \subseteq C$ [g].
Example 3. 18 Let $P$ be $\{e, a, b, c\}$ and multiplication table be:

| $\circ$ | $e$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: | :---: |
| $e$ | $e$ | $a$ | $b$ | $c$ |
| $a$ | $a$ | $\{e, a\}$ | $c$ | $\{b, c\}$ |
| $b$ | $b$ | $c$ | $e$ | $a$ |
| $c$ | $c$ | $\{b, c\}$ | $a$ | $\{e, a\}$ |

Hyperoperation $\circ: P \times P \longmapsto P^{*}(P)$ is continuous with topologies:
$T_{d i s}$,
$T_{n d i s}$,
$T_{1}=\{\varnothing, P,\{e, b\}\}$,
$T_{2}=\{\varnothing, P,\{e\},\{b\}\}$,
since $x^{-1}=x$ for all $x \in P$, inverse operation is identity and identity function is continuous with every topology, it follows that $P$ with topologies $T_{1}, T_{2}$ is topological polygroup.

Hyperoperation $\circ: P \times P \longmapsto P^{*}(P)$ with below topologies is not continuous.

$$
\begin{aligned}
& T_{3}=\{\varnothing, P,\{e\}\}, \\
& T_{4}=\{\varnothing, P,\{a\}\}, \\
& T_{5}=\{\varnothing, P,\{b\}\}, \\
& T_{6}=\{\varnothing, P,\{c\}\}, \\
& T_{7}=\{\varnothing, P,\{e, a\}\}, \\
& T_{8}=\{\varnothing, P,\{e, c\}\}, \\
& T_{9}=\{\varnothing, P,\{a, b\}\}, \\
& T_{10}=\{\varnothing, P,\{a, c\}\}, \\
& T_{11}=\{\varnothing, P,\{b, c\}\}, \\
& T_{12}=\{\varnothing, P,\{e, a, b\}\}, \\
& T_{13}=\{\varnothing, P,\{e, a, c\}\}, \\
& T_{14}=\{\varnothing, P,\{e, b, c\}\}, \\
& T_{15}=\{\varnothing, P,\{a, b, c\}\}, \\
& T_{16}=\{\varnothing, P,\{e\},\{a\}\} .
\end{aligned}
$$

If the condition (2) of previous defintion is not met, then $\left(P, \circ, e,,^{-1}, T\right)$ is called a semi-topological polygroup.

## 3. Soft Semi-Topological Polygroups

The first definition we provide for soft semi-topological polygroups is as follows, and the examples and results that follow from this definition will be given below.

Definition 2. Let $T$ be a topology on a polygroup $P$. Let $(\mathbb{F}, A)$ be a soft set over $P$. Then the system $(\mathbb{F}, A, T)$ said to be soft semi-topological polygroup over $P$ if the following axioms hold:
(a) $\mathbb{F}(a)$ is a subpolygroup of $P$ for all $a \in A$.
(b) The mapping $(x, y) \longmapsto x \circ y$ of the topological space $\mathbb{F}(a) \times \mathbb{F}(a)$ onto $P^{*}(\mathbb{F}(a))$ is continuous for all $a \in A$.

Topology $T$ on $P$ induces topologies on $\mathbb{F}(a), \mathbb{F}(a) \times \mathbb{F}(a)$ and by Theorem 2 on $P^{*}(\mathbb{F}(a))$.

If $A$ be $\left\{e, a_{1}, a_{2}, \ldots\right\}, B$ be $\left\{e, b_{1}, b_{2}, \ldots\right\}$, and the table for $*$ in $A[B]$ be the following form:

|  | $e$ | $a_{1}$ | $a_{2}$ | $\ldots$ | $b_{1}$ | $b_{2}$ | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e$ | $e$ | $a_{1}$ | $a_{2}$ | $\ldots$ | $b_{1}$ | $b_{2}$ | $\ldots$ |
| $a_{1}$ | $a_{1}$ | $a_{1} a_{1}$ | $a_{1} a_{2}$ | $\ldots$ | $b_{1}$ | $b_{2}$ | $\ldots$ |
| $a_{2}$ | $a_{2}$ | $a_{2} a_{1}$ | $a_{2} a_{2}$ | $\ldots$ | $b_{1}$ | $b_{2}$ | $\ldots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $b_{1}$ | $b_{1}$ | $b_{1}$ | $b_{1}$ | $\ldots$ | $b_{1} * b_{1}$ | $b_{1} * b_{2}$ | $\ldots$ |
| $b_{2}$ | $b_{2}$ | $b_{2}$ | $b_{2}$ | $\ldots$ | $b_{2} * b_{1}$ | $b_{2} * b_{2}$ | $\ldots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |

Then several special cases of the algebra $A[B]$ are useful $[6,7$. Before describing them we need to assign names to the 2 -elements polygroups. Let 2 denotes the group $\mathbb{Z}_{2}$ and let 3 denotes the polygroup $\mathbb{S}_{3} / /\langle(12)\rangle \cong \mathbb{Z}_{3} / T$, where $T$ is the special conjugation with blocks $\{0\},\{1,2\}$. The multiplication table for 3 is

$$
\begin{array}{c|cc} 
& 0 & 1 \\
\hline 0 & 0 & 2 \\
1 & 1 & \{0,1\}
\end{array}
$$

The system $3[M]$ is the result of adding a new identity to the polygroup $[M]$. The system $2[M]$ is almost as good. For example, suppose that $R$ is the system with table

|  | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 |
| 1 | 1 | $\{0,2\}$ | $\{1,2\}$ |
| 2 | 2 | $\{1,2\}$ | $\{0,1\}$ |

EXAMPLE 4. With the above description, polygroup $2[R]$ will be as follows:

| $\circ$ | 0 | $a$ | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $a$ | 1 | 2 |
| $a$ | $a$ | 0 | 1 | 2 |
| 1 | 1 | 1 | $\{0, a, 2\}$ | $\{1,2\}$ |
| 2 | 2 | 2 | $\{1,2\}$ | $\{0, a, 1\}$ |

Hyperoperation $\circ: 2[R] \times 2[R] \longmapsto P^{*}(2[R])$ is not continuous with the following topologies:
$T_{1}=\{\varnothing, 2[R],\{0\}\}$,
$T_{2}=\{\varnothing, 2[R],\{a\}\}$,
$T_{3}=\{\varnothing, 2[R],\{1\}\}$,
$T_{4}=\{\varnothing, 2[R],\{2\}\}$,
$T_{5}=\{\varnothing, 2[R],\{0,1\}\}$,
$T_{6}=\{\varnothing, 2[R],\{0,2\}\}$,

$$
\begin{aligned}
& T_{7}=\{\varnothing, 2[R],\{a, 1\}\} \\
& T_{8}=\{\varnothing, 2[R],\{a, 2\}, \\
& T_{9}=\{\varnothing, 2[R],\{1,2\}\}, \\
& T_{10}=\{\varnothing, 2[R],\{0, a, 1\}\}, \\
& T_{11}=\{\varnothing, 2[R],\{0, a, 2\}\}, \\
& T_{12}=\{\varnothing, 2[R],\{a, 1,2\}\}, \\
& T_{13}=\{\varnothing, 2[R],\{0,1,2\}\} . \\
& \text { But } \circ: 2[R] \times 2[R] \longmapsto P^{*}(2[R]) \text { is continuous with } \\
& \qquad T_{14}=\{\varnothing, 2[R],\{0, a\}\}, T_{15}=\{\varnothing, 2[R],\{0\},\{a\}\}
\end{aligned}
$$

This means that $\left(2[R], T_{\text {dis }}\right),\left(2[R], T_{\text {ndis }}\right),\left(2[R], T_{14}\right)$ and $\left(2[R], T_{15}\right)$ are semitopological polygroups. Subpolygroups of $2[R]$ are $\varnothing, 2[R],\{0\},\{0, a\}$. Let $A$ be a arbitrary set and $a_{1}, a_{2}, a_{3} \in A$ and define $a$ soft set $\mathbb{F}$ by

$$
\mathbb{F}(x)= \begin{cases}\{0\} & \text { if } x=a_{1} \\ \{0, a\} & \text { if } x=a_{2} \\ 2[R] & \text { if } x=a_{3} \\ \varnothing & \text { otherwise }\end{cases}
$$

In conclusion $\left(\mathbb{F}, A, T_{14}\right)$ and $\left(\mathbb{F}, A, T_{15}\right)$ are soft semi-topological polygroups 18 .
Example 5. Polygroup $3[R]$ will be as follows:

| $\circ$ | 0 | $a$ | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $a$ | 1 | 2 |
| $a$ | $a$ | $\{0, a\}$ | 1 | 2 |
| 1 | 1 | 1 | $\{0, a, 2\}$ | $\{1,2\}$ |
| 2 | 2 | 2 | $\{1,2\}$ | $\{0, a, 1\}$ |

Hyperoperation $\circ: 3[R] \times 3[R] \longmapsto P^{*}(3[R])$ is not continuous with the following topologies:
$T_{1}=\{\varnothing, 3[R],\{a\}\}$,
$T_{2}=\{\varnothing, 3[R],\{1\}\}$,
$T_{3}=\{\varnothing, 3[R],\{2\}\}$,
$T_{4}=\{\varnothing, 3[R],\{0,1\}\}$,
$T_{5}=\{\varnothing, 3[R],\{0,2\}\}$,
$T_{6}=\{\varnothing, 3[R],\{a, 1\}\}$,
$T_{7}=\{\varnothing, 3[R],\{a, 2\}\}$,
$T_{8}=\{\varnothing, 3[R],\{1,2\}\}$,
$T_{9}=\{\varnothing, 3[R],\{0, a, 1\}\}$,
$T_{10}=\{\varnothing, 3[R],\{0, a, 2\}\}$,
$T_{11}=\{\varnothing, 3[R],\{a, 1,2\}\}$.
Nevertheless hyperoperation $\circ: 3[R] \times 3[R] \longmapsto P^{*}(3[R])$ is continuous with
$T_{12}=\{\varnothing, 3[R],\{0\}\}$,
$T_{13}=\{\varnothing, 3[R],\{0, a\}\}$,
$T_{14}=\{\varnothing, 3[R],\{0\},\{a\}\}$.

Therefore, $\left(3[R],\left(T_{i}\right)_{i=12,13,14}\right)$ are semi-topological polygroups. Subpolygroups of $3[R]$ are $\varnothing, 3[R],\{0\},\{0, a\}$. Let $A$ be $3[R]$ and define a soft set $\mathbb{F}$ by

$$
\mathbb{F}(x)= \begin{cases}\{0\} & \text { if } x=0 \\ \{0, a\} & \text { if } x=a \\ 3[R] & \text { if } x=1 \\ \varnothing & \text { if } x=2\end{cases}
$$

Then, $\left.\left(\mathbb{F}, A,\left(T_{i}\right)_{i=12,13,14}\right)\right)$ is a soft semi-topological polygroup. Now, let $A$ be arbitrary set and $a_{1}, a_{2} \in A$ and define a soft set $\mathbb{F}$ by

$$
\mathbb{F}(x)= \begin{cases}\varnothing & \text { if } x=a_{1} \\ \{0, a\} & \text { if } x=a_{2} \\ \{0\} & \text { otherwise }\end{cases}
$$

In this case $\left(\mathbb{F}, A,\left(T_{i}\right)_{i=3,4,5,8,9,10}\right)$ are soft semi-topological polygroups.
Theorem 4. [22] Let $(\mathbb{F}, A)$ be a soft polygroup over $P$ and $(P, T)$ be a semitopological polygroup. then $(\mathbb{F}, A, T)$ is a soft semi-topological polygroup over $P$.

Theorem 5. 22] Let $(\mathbb{F}, A, T)$ and $(\mathbb{G}, B, T)$ be soft semi-topological polygroups over $P$. Then $(\mathbb{F}, A, T) \widehat{\cap}(\mathbb{G}, B, T)$ and $(\mathbb{F}, A, T) \cap_{E}(\mathbb{G}, B, T)$ are soft semi-topological polygroup over $P$.
Theorem 6. 22 If $\left(\mathbb{F}_{i}, A_{i}, T\right)$ be a nonempty family of soft semi-topological polygroups, then $\hat{\cap}_{i \in I}\left(\mathbb{F}_{i}, A_{i}, T\right)$ is a soft semi-topological polygroup over $P$.

Theorem 7. [22] Let $(\mathbb{F}, A, T)$ and $(\mathbb{G}, B, T)$ be soft semi-topological polygroups over $P$. Then $(\mathbb{F}, A, T) \widehat{\wedge}(\mathbb{G}, B, T)$ and $(\mathbb{F}, A, T) \widehat{\cup}(\mathbb{G}, B, T)$ are soft semi-topological polygroup.

Theorem 8. [22] Let $\left(\mathbb{F}_{i}, A_{i}, T\right)$ be a nonempty family of soft semi-topological polygroups over $P$. Then $\widehat{\wedge}_{i \in I}\left(\mathbb{F}_{i}, A_{i}, T\right)$ and $\widehat{\cup}_{i \in I}\left(\mathbb{F}_{i}, A_{i}, T\right)$ are soft semi-topological polygroup.

Definition 3. Let $(\mathbb{F}, A, T)$ be a soft semi-topological polygroup over $P$. Then $(\mathbb{G}, B, T)$ is called a soft semi-topological subpolygroup (resp. normal subpolygroup) of $(\mathbb{F}, A, T)$ if the following items hold:
(a) $B$ subset of $A$ and $\mathbb{G}(b)$ is a subpolygroup (resp. normal subpolygroup) of $\mathbb{F}(b)$ for every $b \in \operatorname{supp}(\mathbb{G}, B)$.
(b) the mapping $(x, y) \longmapsto x \circ y$ of the topological space $\mathbb{G}(b) \times \mathbb{G}(b)$ onto $P^{*}(\mathbb{G}(b))$ is continuous for every $b \in \operatorname{supp}(\mathbb{G}, B)$.

Theorem 9. Let $(\mathbb{F}, A, T)$ be a soft semi-topological polygroup over $P$, and $\left(\mathbb{G}_{i}, B_{i}, T\right)_{i \in I}$ be a non-empty family of (normal) soft semi-topological subpolygroups of $(\mathbb{F}, A, T)$. Then
(1) If $\cap_{i \in I} B_{i} \neq \varnothing$, then $\hat{\cap}_{i \in I}\left(\mathbb{G}_{i}, B_{i}, T\right)$ is a (normal) soft subpolygroup of $(\mathbb{F}, A, T)$.
(2) If $B_{i} \cap B_{j}=\varnothing$ for all $i, j \in I$ and $i \neq j$, then $\left(\cap_{E}\right)_{i \in I}\left(\mathbb{G}_{i}, B_{i}, T\right)$ is a (normal) soft subpolygroup of $(\mathbb{F}, A, T)$.
(3) If $B_{i} \cap B_{j}=\varnothing$ for all $i, j \in I$ and $i \neq j$, then $\widehat{\cup}_{i \in I}\left(\mathbb{G}_{i}, B_{i}, T\right)$ is a (normal) soft subpolygroup of $(\mathbb{F}, A, T)$.
(4) The $\widehat{\wedge}_{i \in I}\left(\mathbb{G}_{i}, B_{i}, T\right)$ is a (normal) soft subpolygroup of the soft polygroup $\widehat{\wedge}_{i \in I}(\mathbb{F}, A, T)$.

Proof.
(1) Suppose that $C=\cap_{i \in I}\left(B_{i}\right)$ and $\mathbb{H}(c)=\cap_{i \in I}\left(\mathbb{G}_{i}(c)\right)$ Furthermore $C \subseteq A$ and $\mathbb{H}(c)$ is a (normal) soft subpolygroup of $A$ and the mapping in Definition 3 (b) is continuous on $\mathbb{H}(c)$.
(2) Give $C=\cup_{i \in I}\left(B_{i}\right), \mathbb{H}(c)=\mathbb{G}_{i}(c)$ where $c \in B_{i}$ and $\mathbb{H}(c)$ is a (normal) soft subpolygroup of $F(c)$ and the mapping in Definition $3(\mathrm{~b})$ is continuous on $\mathbb{H}(c)$.
(3) Take $C=\cup_{i \in I} B_{i}, \mathbb{H}(c)=\mathbb{G}_{i}(c)$, where $c \in B_{i}$ thus $B_{i} \subseteq A$ notably $\cup_{i \in I}\left(B_{i}\right) \subseteq$ $A$ in conclusion $\mathbb{H}(c)=\mathbb{G}_{i}(c)$ is a (normal) soft subpolygroup of $\mathbb{F}(c)$ and the mapping in Definition $3(b)$ is continuous on $\mathbb{H}(c)$.
(4) Select $C=\times_{i \in I}\left(B_{i}\right), \mathbb{H}\left(\left(c_{i}\right)_{i \in I}\right)=\cap_{i \in I} \mathbb{G}_{i}\left(\left(c_{i}\right)_{i \in I}\right)$ and $\mathbb{G}_{i}\left(c_{i}\right)$ is a (normal) soft subpolygroup of $\times_{i \in I} \mathbb{F}\left(c_{i}\right)$ in conclusion the mapping in Definition 3 (b) is continuous on $\mathbb{H}\left(\left(c_{i}\right)_{i \in I}\right)$.

Definition 4. Let $(\mathbb{F}, A, T)$ and $(\mathbb{G}, B, \xi)$ be the soft semi-topological polygroups over $P_{1}$ and $P_{2}$, where $T$ and $\xi$ are topologies are defined over $P_{1}$ and $P_{2}$ respectively. Let $f: P_{1} \longmapsto P_{2}$ and $g: A \longmapsto B$ be two mappings. Then the pair $(f, g)$ is called a soft semi-topological polygroup homomorphism if the following condition true:
(a) $f$ be strong epimorphism and $g$ be surjection.
(b) $f(\mathbb{F}(a))=\mathbb{G}(g(a))$.
(c) $f_{a}:\left(\mathbb{F}(a), T_{\mathbb{F}(a)}\right) \longmapsto\left(\mathbb{G}(g(a)), \xi_{\mathbb{G}(g(a))}\right)$ is continuous.

Then $(\mathbb{F}, A, T)$ is said to be soft semi-topologically homomorphic to $(\mathbb{G}, B, \xi)$ and denoted by $(\mathbb{F}, A, T) \sim(\mathbb{G}, B, \xi)$. If $f$ is a polygroup isomorphism, $g$ is bijective and $f_{a}$ is continuous as well as open, then the pair $(f, g)$ is called a soft semi-topological polygroup isomorphism. In this case $(\mathbb{F}, A, T)$ is soft topologically isomorphic to $(\mathbb{G}, B, \xi)$, which is denoted by $(\mathbb{F}, A, T) \simeq(\mathbb{G}, B, \xi)$.

Theorem 10. If $(\mathbb{F}, A, T) \sim(\mathbb{G}, B, \xi)$ and $(\mathbb{F}, A, T)$ is a normal soft polygroup over $P$, then $(\mathbb{G}, B, \xi)$ is a normal soft polygroup over $Q$, where $(\mathbb{F}, A, T)$ and $(\mathbb{G}, B, \xi)$ be soft semi-topological polygroups over $P$ and $Q$.

Proof. Let $(f, g)$ be a soft semi-topological homomorphism from $(\mathbb{F}, A)$ to $(\mathbb{G}, B)$. For all $x \in \operatorname{supp}(\mathbb{F}, A), \mathbb{F}(x)$ is a normal subpolygroup of $P$; then $f(\mathbb{F}(x))$ is a normal subpolygroup of $Q$. For all $y \in \operatorname{supp}(\mathbb{G}, B)$, there exists $x \in \operatorname{supp}(\mathbb{F}, A)$ with the property that $g(x)=y$. In conclusion $\mathbb{G}(y)=\mathbb{G}(g(x))=f(\mathbb{F}(x))$ is a normal subpolygroup of $Q$. Thus $(\mathbb{G}, B)$ is a normal soft polygroup on $Q$.

Theorem 11. Let $N$ be a normal subpolygroup of $P$, and $(\mathbb{F}, A, T)$ be a soft semitopological polygroup over $P$. Then $(\mathbb{F}, A, T) \sim(\mathbb{G}, A, T)$, where $\mathbb{G}(x)=\mathbb{F}(x) / N$ for all $x \in A$, and $N \subseteq \mathbb{F}(x)$ for all $x \in \operatorname{supp}(\mathbb{F}, A)$.
$\operatorname{Proof}$. Firstly $\operatorname{supp}(\mathbb{G}, A)=\operatorname{supp}(\mathbb{F}, A)$ and we know that $P / N$ is a factor polygroup. Since for every $x \in \operatorname{supp}(\mathbb{F}, A), \mathbb{F}(x)$ is a subpolygroup of $P$ and $N \subseteq \mathbb{F}(x)$, it follows that $\mathbb{F}(x) / N$ is also a factor polygroup, which is a subpolygroup of $P / N$. Thus $(\mathbb{G}, A)$ is a soft polygroup over $P / N$. Therefore $f: P \longmapsto P / N, f(a)=a N$. Clearly, f is a strong epimorphism. In other words $g: A \longmapsto A, g(x)=x$. Then g is a surjective mapping. For all $x \in \operatorname{supp}(\mathbb{F}, A), f(\mathbb{F}(x))=\mathbb{F}(x) / N=\mathbb{G}(x)=\mathbb{G}(g(x))$. For all $x \in A-\operatorname{supp}(\mathbb{F}, A)$, notably $f(\mathbb{F}(x))=\varnothing=\mathbb{G}(g(x))$. Therefore, $(f, g)$ is a soft semi-topological homomorphism, and $(\mathbb{F}, A, T) \sim(\mathbb{G}, B, \xi)$.

Definition 5. Closure of $(\mathbb{F}, A, T)$ denoted by $(\overline{\mathbb{F}}, A, T)$ and is defined by $\overline{\mathbb{F}}(a)=$ $\overline{\mathbb{F}(a)}$ where $\overline{\mathbb{F}(a)}$ is the closure of $\mathbb{F}(a)$ in topology on $P$.

Theorem 12. [9] Let $P$ be a semi-topological polygroup with the property that every open subset of $P$ is a complete part. Then:
(1) If $K$ is a subhypergroup of $P$, then as well as $\bar{K}$.
(2) If $K$ is a subpolygroup of $P$, then as well as $\bar{K}$.

Theorem 13. Let $(\mathbb{F}, A, T)$ be a soft semi-topological polygroup over a semi-topological polygroup $(P, T)$ and every open subset of $P$ is a complete part Then:
(1) $(\overline{\mathbb{F}}, A, T)$ is also a soft semi-topological polygroup over $(P, T)$.
(2) $(\mathbb{F}, A, T) \widehat{\subset}(\overline{\mathbb{F}}, A, T)$.

Proof. (1) By Theorem $12 \overline{\mathbb{F}(a)}$ is subpolygroup $P$ and since $(P, T)$ is a semitopological polygroup, it follows that condition (b) of Definition 2 holds on $\overline{\mathbb{F}(a)}$.
(2) It is clear.

Definition 6. Let $(\mathbb{F}, A),(\mathbb{G}, B)$ be soft sets over polygroup $<P, e, \circ,-1>$ define $(\mathbb{F}, A) \widehat{\circ}(\mathbb{G}, B)=(H, C)$ where $C=A \cup B$ for all $a \in C$, and

$$
H(a)= \begin{cases}\mathbb{F}(a) & \text { if } a \in A-B \\ \mathbb{G}(a) & \text { if } a \in B-A \\ \mathbb{F}(a) \circ \mathbb{G}(a) & \text { if } a \in A \cap B\end{cases}
$$

Theorem 14. [9] Let $A$ and $B$ be subsets of polygroup $P$ with the property that every open subset of $P$ is a complete part. Then:
(1) $\bar{A} \circ \bar{B} \subseteq \overline{A \circ B}$.
(2) $(\bar{A})^{-1}=\overline{\left(A^{-1}\right)}$.

Theorem 15. 9] In every topological space $(X, T)$ if $A, B \subseteq X$ we have:
(1) $\bar{A} \cup \bar{B}=\overline{A \cup B}$.
(2) $\bar{A} \cap \bar{B}=\overline{A \cap B}$.

Theorem 16. Let $(\mathbb{F}, A, T),(\mathbb{F}, B, T)$ be soft semi-topological polygroups over $a$ semi-topological polygroup $(P, T)$ and every open subset of $P$ is a complete part Then:
(1) $(\overline{\mathbb{F}}, A, T) \widehat{\cup}(\overline{\mathbb{G}}, B, T)=\overline{(\mathbb{F}, A, T) \widehat{\cup}(\mathbb{G}, B, T)}$.
(2) $(\overline{\mathbb{F}}, A, T) \widehat{\cap}(\overline{\mathbb{G}}, B, T)=\overline{(\mathbb{F}, A, T) \widehat{\cap}(\mathbb{G}, B, T)}$.
(3) $(\overline{\mathbb{F}}, A, T) \widehat{\wedge}(\overline{\mathbb{G}}, B, T)=\overline{(\mathbb{F}, A, T) \widehat{\wedge}(\mathbb{G}, B, T)}$.
(4) $(\overline{\mathbb{F}}, A, T) \widehat{\circ}(\overline{\mathbb{G}}, B, T) \widehat{\subseteq} \overline{(\mathbb{F}, A, T) \widehat{\circ}(\mathbb{G}, B, T)}$.
(5) $(\bar{F}, A, T) \cap_{E}(\overline{\mathbb{G}}, B, T)=\overline{(\mathbb{F}, A, T) \cap_{E}(\mathbb{G}, B, T)}$.

Proof.
(1) Let $a$ be element of $A-B$. then $(\overline{\mathbb{F}}, A, T) \widehat{\cup}(\overline{\mathbb{G}}, B, T)(a)=(\overline{\mathbb{F}}, A, T)(a)=$ $\overline{\mathbb{F}(a)}$ In conclusion, $\overline{(\mathbb{F}, A, T) \widehat{\cup}(\mathbb{G}, B, T)}(a)=\overline{\mathbb{F}}(a)=\overline{\mathbb{F}(a)}$.

Let $a$ be element of $B-A$. Then $(\overline{\mathbb{F}}, A, T) \widehat{\cup}(\overline{\mathbb{G}}, B, T)(a)=(\overline{\mathbb{G}}, B, T)(a)=$ $\overline{\mathbb{G}(a)}$ In conclusion, $\overline{(\mathbb{F}, A, T) \widehat{\cup}(\mathbb{G}, B, T)}(a)=\bar{G}(a)=\overline{\mathbb{G}(a)}$.

Let $a$ be element of $A \cap B$. Then $(\overline{\mathbb{F}}, A, T) \widehat{\cup}(\overline{\mathbb{G}}, B, T)(a)=\overline{\mathbb{F}(a)} \cup \overline{\mathbb{G}(a)}$ In conclusion, $\overline{(\mathbb{F}, A, T) \widehat{\cup}(\mathbb{G}, B, T)}(a)=\overline{\mathbb{F}(a) \cup \mathbb{G}(a)}$. By Theorem 15 proof is complete.
(4) Let $a$ be element of $A-B$. Then $(\overline{\mathbb{F}}, A, T) \widehat{\circ}(\overline{\mathbb{G}}, B, T)(a)=(\overline{\mathbb{F}}, A, T)(a)=$ $\overline{\mathbb{F}(a)}$ In conclusion, $\overline{(\mathbb{F}, A, T) \widehat{o}(\mathbb{G}, B, T)}(a)=\overline{\mathbb{F}}(a)=\overline{\mathbb{F}(a)}$.

Let $a$ be element of $B-A$. Then $(\overline{\mathbb{F}}, A, T) \widehat{\circ}(\overline{\mathbb{G}}, B, T)(a)=(\overline{\mathbb{G}}, B, T)(a)=$ $\overline{\mathbb{G}(a)}$ In conclusion, $\overline{(\mathbb{F}, A, T) \widehat{\circ}(\mathbb{G}, B, T)}(a)=\overline{\mathbb{G}}(a)=\overline{\mathbb{G}(a)}$.

Let $a$ be element of $A \cap B$. Then $(\overline{\mathbb{F}}, A, T) \widehat{\circ}(\overline{\mathbb{G}}, B, T)(a)=\overline{\mathbb{F}(a)} \circ \overline{\mathbb{G}(a)}$ In conclusion, $\overline{(\mathbb{F}, A, T) \widehat{\circ}(\mathbb{G}, B, T)}(a)=\overline{\mathbb{F}(a) \circ \mathbb{G}(a)}$. By Theorem 14 proof is complete.
Other items are similar (1) or (4).

The second definition of soft semi-topological polygroups is as follows, and this definition is based on soft topologies and soft continuity. The results of this definition follow. To distinguish the latter Definition from the previous one, we use distinct symbols.

A family $\theta$ of soft sets over $U$ is called a soft topology on $U$ if the following axioms hold:
(1) $\widehat{\varnothing}$ and $\widehat{U}$ are in $\theta$,
(2) $\theta$ is closed under finite soft intersection,
(3) $\theta$ is closed under (arbitrary) soft union.

We will use the symbol $(U, \theta, E)$ to denote a soft topological space and soft set $\mathbb{F}$ is called a soft close set if $\mathbb{F}^{\widehat{c}}$ is soft open set, where each member of $\theta$ said to be a soft open set 4,26 .

EXAMPLE 6. Let $U$ be $\mathbb{Z}_{2}$ and $\theta$ be $\left\{\widehat{\varnothing},\left\{e_{2}\right\} \times \mathbb{Z}_{2}, \widehat{\mathbb{Z}_{2}}\right\}$, where $E=\left\{e_{1}, e_{2}\right\}$ and $\left\{e_{2}\right\} \times \mathbb{Z}_{2}$ be soft set $\mathbb{F}: E \longmapsto P\left(\mathbb{Z}_{2}\right)$ with the property that $\mathbb{F}\left(e_{1}\right)=\varnothing ; \mathbb{F}\left(e_{2}\right)=\mathbb{Z}_{2}$. Then $\left(\mathbb{Z}_{2}, \theta, E\right)$ is soft topological space.

Example 7. Let $P$ be $\{e, a, b, c\}$ and hyperoparation $\circ$ be as follow:

| $\circ$ | $e$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: | :---: |
| $e$ | $e$ | $a$ | $b$ | $c$ |
| $a$ | $a$ | $\{e, a\}$ | $c$ | $\{b, c\}$ |
| $b$ | $b$ | $c$ | $e$ | $a$ |
| $c$ | $c$ | $\{b, c\}$ | $a$ | $\{e, a\}$ |

polygroup $P$ with topologies $\theta_{1}=\left\{\widehat{\varnothing},\left\{e_{1}\right\} \times P, \widehat{P}\right\}, \theta_{2}=\left\{\widehat{\varnothing},\left\{e_{2}\right\} \times P, \widehat{P}\right\}$ are soft topological spaces.

Closure of $\mathbb{F}$ denoted by $\widehat{C l}(\mathbb{F})$ and define soft intersection of all soft closed supersets of $\mathbb{F}$, where $\mathbb{F}$ be soft set over $U$.

A soft set $\mathbb{F}$ said to be a soft neighborhood of $x$ if there exists a soft open set $\mathbb{G}$ with the property that $x \widehat{\in} \mathbb{G} \widehat{\subseteq} \mathbb{F}$, where $x$ be an element of the universe $U$. The soft neighborhood system of $x$ we will consider the collection of all soft neighborhoods of $x$.

Let $V$ be a subset of the universe $U$. A soft set $\mathbb{F}$ said to be a soft neighborhood of $V$ if there exists a soft open set $\mathbb{G}$ with the property that $V \widehat{\subseteq} \mathbb{G} \widehat{\subseteq} \mathbb{F}$. (i.e $\forall e \in E$ : $V \subseteq \mathbb{G}(e) \subseteq \mathbb{F}(e))$.

The collection of all soft neighborhoods of $V$ said to be the soft neighborhood system of $V$.

Definition 7. Let $P_{1}, P_{2}$ be polygroups and $\left(P_{1}, \theta_{1}, E\right),\left(P_{2}, \theta_{2}, E\right)$ be soft topological spaces. The function $\varphi:\left(P_{1}, \theta_{1}, E\right) \longmapsto\left(P_{2}, \theta_{2}, E\right)$ said to be a soft continuous function if for all $x \in P_{1}$ and for all soft neighborhood $\mathbb{F}_{\varphi(x)}$ of $\varphi(x)$, there exists a soft neighborhood $\mathbb{F}_{x}$ of $x$ with the property that $\varphi\left(\mathbb{F}_{x}\right) \widehat{\subseteq} \mathbb{F}_{\varphi(x)}$.
Theorem 17. The function $\varphi:\left(P_{1}, \theta_{1}, E\right) \longmapsto\left(P_{2}, \theta_{2}, E\right)$ is soft continuous function if and only if for every soft closed set $\mathbb{F}^{\prime}$, the inverse image $\varphi^{-1}\left(\mathbb{F}^{\prime}\right)$ is also soft closed.

Proof. This is easily seen to be an equivalence relation.

Theorem 18. Let $\varphi:\left(P_{1}, \theta_{1}, E\right) \longmapsto\left(P_{2}, \theta_{2}, E\right)$ be function in this case, for every soft closed set $\mathbb{F}^{\prime}$, the inverse image $\varphi^{-1}\left(\mathbb{F}^{\prime}\right)$ is also soft closed if and only if for all soft set $\mathbb{F}$, we have $\varphi(\widehat{C l}(\mathbb{F})) \widehat{\subseteq} \widehat{C l}(\varphi(\mathbb{F}))$.
Proof. (i) $\Longleftarrow$ Let $\mathbb{F}^{\prime}$ be soft closed set. Then we have $\varphi\left(\varphi^{-1}\left(\mathbb{F}^{\prime}\right)\right) \widehat{\subseteq} \mathbb{F}^{\prime}$. The soft closeness of $\mathbb{F}^{\prime}$, together with the assumption (for all soft set $\mathbb{F}$, we have $\varphi(\widehat{C l}(\mathbb{F})) \widehat{\subseteq} \widehat{C l}(\varphi(\mathbb{F})))$, proves that

$$
\varphi\left(\widehat{C l}\left(\varphi^{-1}\left(\mathbb{F}^{\prime}\right)\right)\right) \widehat{\subseteq} \widehat{C l}\left(\varphi\left(\varphi^{-1}\left(\mathbb{F}^{\prime}\right)\right)\right) \widehat{\subseteq} \mathbb{F}^{\prime}
$$

Therefore, it holds that $\widehat{C l}\left(\varphi^{-1}\left(\mathbb{F}^{\prime}\right)\right) \widehat{\subseteq} \varphi^{-1}\left(\mathbb{F}^{\prime}\right) \widehat{\subseteq} \widehat{C l}\left(\varphi^{-1}\left(\mathbb{F}^{\prime}\right)\right)$, which shows that $\varphi^{-1}\left(\mathbb{F}^{\prime}\right)$ is soft closed.
(ii) $\Longrightarrow$ We have $\mathbb{F} \widehat{\subseteq} \varphi^{-1}(\widehat{C l}(\varphi(\mathbb{F}))$ ) for any soft set $\mathbb{F}$. Since (for every soft closed set $\mathbb{F}^{\prime}$, the inverse image $\varphi^{-1}\left(\mathbb{F}^{\prime}\right)$ is also soft closed), we have $\widehat{C l}(\mathbb{F}) \widehat{\subseteq} \varphi^{-1}(\widehat{C l}(\varphi(\mathbb{F})))$. Thus, we have

$$
\varphi(\widehat{C l}(\mathbb{F})) \widehat{\subseteq} \varphi\left(\varphi^{-1}(\widehat{C l}(\varphi(\mathbb{F})))\right) \widehat{=} \widehat{C l}(\varphi(\mathbb{F}))
$$

Theorem 19. Let $\varphi:\left(P_{1}, \theta_{1}, E\right) \longmapsto\left(P_{2}, \theta_{2}, E\right)$ be a function. If for all soft open set $\mathbb{F}^{\prime} \in \theta_{2}$, the inverse image $\varphi^{-1}\left(\mathbb{F}^{\prime}\right)$ is also soft open set then $\varphi$ is a soft continuous function.

Proof. For all $x \in P_{1}$ and a soft open neighborhood $\mathbb{F}^{\prime}$ of $\varphi(x), \varphi^{-1}\left(\mathbb{F}^{\prime}\right)$ is a soft open set having $x$ as a soft element. Since $\varphi\left(\varphi^{-1}\left(\mathbb{F}^{\prime}\right)\right) \widehat{\subseteq} \mathbb{F}^{\prime}$, give $F=\varphi^{-1}\left(\mathbb{F}^{\prime}\right)$ in this case $\varphi(\mathbb{F}) \widehat{\subseteq} \mathbb{F}^{\prime}$.

Example 8. We prove that the opposite Theorem 19 is not true.
Let $P_{1}$ be $<\{u\}, \theta_{1},\left\{e_{1}, e_{2}\right\}>$ and $P_{2}$ be $<\{u\}, \theta_{2},\left\{e_{1}, e_{2}\right\}>$, where

$$
\begin{gathered}
\theta_{1}=\left\{\widehat{\varnothing},\left\{\left(e_{1}, u\right),\left(e_{2}, u\right)\right\}\right\} \\
\theta_{2}=\left\{\widehat{\varnothing},\left\{\left(e_{2}, u\right)\right\},\left\{\left(e_{1}, u\right),\left(e_{2}, u\right)\right\}\right\}
\end{gathered}
$$

In soft topologies, $\left\{e_{1}, e_{2}\right\} \times\{u\}$ is the soft neighborhood of the point $u$. Thus id $: P_{1} \longmapsto P_{2}$ satisfies in second part Theorem 19. However, $i d^{-1}\left(\left\{\left(e_{2}, u\right)\right\}\right)$ is not soft open in $P_{1}$, showing that the inverse images of soft open sets are, in general, not soft open. Show that, not only id : $P_{1} \longmapsto P_{2}$ but also $i d^{-1}: P_{2} \longmapsto P_{1}$ satisfy in second part Theorem 19 .
Definition 8. A bijection $\varphi: P_{1} \longmapsto P_{2}$ said to be a soft homeomorphism between $\left(P_{1}, \theta_{1}, E\right)$ and $\left(P_{2}, \theta_{2}, E\right)$ if $\varphi$ and $\varphi^{-1}$ are soft continuous.

Theorem 20. Let $\varphi:\left(P_{1}, \theta_{1}, E\right) \longmapsto\left(P_{2}, \theta_{2}, E\right)$ be a soft continuous function and for all soft open set $\mathbb{F}_{2} \in \theta_{2}$, there exists a soft open set $\mathbb{F}_{1} \in \theta_{1}$ with the property that for all $x \in P_{1} ; x \hat{\in} \mathbb{F}_{1}$ if and only if $x \widehat{\in} \varphi^{-1}\left(\mathbb{F}_{2}\right)$.

Proof. For every $x \in P_{1}$ with $\varphi(x) \widehat{\in} \mathbb{F}_{2}$, choose a soft open $\mathbb{F}_{x} \in \theta_{1}$ with the property that $x \widehat{\in} \mathbb{F}_{x}$ and $\varphi\left(\mathbb{F}_{x}\right) \widehat{\subseteq} \mathbb{F}_{2}$. Then define $\mathbb{F}_{1}=\widehat{\bigcup}\left\{\mathbb{F}_{x} \mid x \in P_{1}, \varphi(x) \widehat{\in} \mathbb{F}_{2}\right\}$ is the desired soft open set.

Definition 9. Let $\left(P, \circ, e,^{-1}\right)$ be a polygroup and $\theta$ be a soft topology on $P$ with a parameter set $E$. then $(P, \theta, E)$ is a soft semi-Topological polygroup if the following item true:

For each soft neighborhood $\mathbb{F}$ of $p \circ q$, where $(p, q) \in P \times P$ there exist soft neighborhoods $\mathbb{F}_{p}$ and $\mathbb{F}_{q}$ of $p$ and $q$ with the property that $\mathbb{F}_{p} \circ \mathbb{F}_{q} \widehat{\subseteq} \mathbb{F}$.

Every soft semi-topological group is soft semi-Topological polygroup.
Example 9. Let $E$ be $\left\{e_{1}, e_{2}\right\}$ and $\theta$ be $\left\{\widehat{\varnothing},\left\{\left(e_{1}, \overline{1}\right)\right\}, \widehat{\mathbb{Z}_{2}}\right\}$. Conclusion $\left(\mathbb{Z}_{2}, \theta, E\right)$ is a soft semi-Topological polygroup.

Example 10. Let $P$ be $\{e, a, b, c\}$ and hyperoparation $\circ$ be as follow:

| $\circ$ | $e$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: | :---: |
| $e$ | $e$ | $a$ | $b$ | $c$ |
| $a$ | $a$ | $\{e, a\}$ | $c$ | $\{b, c\}$ |
| $b$ | $b$ | $c$ | $e$ | $a$ |
| $c$ | $c$ | $\{b, c\}$ | $a$ | $\{e, a\}$ |

And $E$ be $\left\{e_{1}, e_{2}, e_{3}\right\}$. Then the polygroup $P$ with each of the following topologies

$$
\begin{aligned}
& \theta_{1}=\left\{\widehat{\varnothing},\left\{e_{1}\right\} \times P, \widehat{P}\right\} \\
& \theta_{2}=\left\{\widehat{\varnothing},\left\{e_{2}\right\} \times P, \widehat{P}\right\} \\
& \theta_{3}=\left\{\widehat{\varnothing},\left\{e_{3}\right\} \times\{a, b\}, \widehat{P}\right\} \\
& \theta_{3}=\left\{\widehat{\varnothing},\left\{e_{3}\right\} \times\{a, b\},\left\{e_{1}\right\} \times\{e, b\}, \widehat{P}\right\} \\
& \theta_{4}=\left\{\widehat{\varnothing},\left\{e_{3}\right\} \times\{a, b\},\left\{e_{1}\right\} \times\{e, b\},\left\{e_{2}\right\} \times\{e, b, c\}, \widehat{P}\right\}
\end{aligned}
$$

is a soft semi-Topological polygroup.
The family of soft sets $\Theta$, is said to be a soft indiscrete (soft discrete) topology on $P$ if $\Theta=\{\widehat{\varnothing}, \widehat{P}\}(\Theta=S S(P))$, in this case $(P, \Theta)$ is called a soft indiscrete space (soft discrete space) over $P$, where $S S(P)$ is the set of all soft sets over $P$ 26.

Example 11. Every polygroup with soft discrete or indiscrete topology is a soft semi-Topological polygroup.

If we want to merge the previous two Definitions of soft semi-topological polygroups into one Definition, it will be as follows. We will show with an example how the generalized Definition refers to the first Definition and under what conditions the second Definition.

Definition 10. Let $(P, \theta, A)$ be a soft topology on $P$ and $(\mathbb{F}, E)$ be a soft set over $P$, where $A \neq E$ are sets of parameters. Then $(\mathbb{F}, \theta, A, E, \circ)$ is called a generalized soft semi-topological polygroup over $P$ if the following axioms satisfies:
(1) $\mathbb{F}(e)$ is a subpolygroup of $P$ for all $e \in E$.
(2) For all $e \in E$ and every soft open neighborhoods $\mathbb{F}_{p \circ q}$ of $p \circ q$ subset of $\mathbb{F}(e)$, there exist an soft open neighborhood $\mathbb{F}_{p}$ of $p$ and an soft open neighborhood $\mathbb{F}_{q}$ of $q$, such that $\mathbb{F}_{p} \circ \mathbb{F}_{q} \widehat{\subseteq} \mathbb{F}_{p \circ q}$, with the restricted soft topology $\theta$ to $\mathbb{F}(e)$ which is denoted by $\left.\theta\right|_{\mathbb{F}(e)}$.

The following example proves that the two Definitions soft semi-topological polygroup are a special case of Definition 10 .
Example 12. Let $(F, E)$ be $\widehat{P}$ in this case $(\mathbb{F}, \theta, A, E, \circ)$ is a soft semi-Topological polygroup via Definition 9 and if $A$ be a single member set then $(\mathbb{F}, \theta, A, E, \circ)$ is a soft semi-topological polygroup via Definition 2. It should be noted that in case that set $A$ contains a parameter, the soft topology becomes a normal topology.

Example 13. Let $P=\left(\mathbb{Z}_{4},+\right), \theta=\left\{\widehat{\varnothing}, \widehat{\mathbb{Z}_{4}},\left\{\left(a_{1},\{\widehat{0}, \widehat{2}\}\right),\left(a_{2}, \varnothing\right)\right\},\left\{\left(a_{1},\{\hat{1}, \widehat{3}\}\right),\left(a_{2}, \mathbb{Z}_{4}\right)\right\}\right\}$, where $A=\left\{a_{1}, a_{2}\right\}$ and $E=\left\{e_{1}, e_{2}\right\},(E, F)=\left\{\left(e_{1},\{\widehat{0}, \widehat{2}\}\right),\left(e_{2}, \mathbb{Z}_{4}\right)\right\}$. In this case we have $\left.\theta\right|_{\mathbb{F}\left(e_{1}\right)}=\left\{\widehat{\varnothing},\{\widehat{0}, \widehat{2}\},\left\{\left(a_{1},\{\widehat{0}, \widehat{2}\}\right),\left(a_{2}, \varnothing\right)\right\},\left\{\left(a_{1}, \varnothing\right),\left(a_{2},\{\widehat{0}, \widehat{2}\}\right)\right\}\right\}$, and $\left.\theta\right|_{\mathbb{F}\left(e_{2}\right)}=\theta$.

With above condition $(\mathbb{F}, \theta, A, E,+)$ is a generalized soft semi-topological polygroup over $P$.

Definition 11. Let $(\mathbb{F}, \theta, A, E, \circ)$ be a generalized soft semi-topological polygroup over $P$ and $\mathbb{G}$ be a soft subset of $\mathbb{F}$. Then $(\mathbb{G}, \theta, A, E, \circ)$ sub-gstp(sub-generalized soft semi-topological polygroup) of $(\mathbb{F}, \theta, A, E, \circ)$ if $(\mathbb{G}, \theta, A, E, \circ)$ also is a generalized soft semi-topological polygroup over $P$.
Example 14. Let $(\mathbb{F}, \theta, A, E,+)$ be in Example 13, in conclusion $(\mathbb{F}, \theta, A, E,+)$ $\left(\mathbb{F}, \theta,\left\{a_{1}\right\}, E,+\right),\left(\mathbb{Z}_{4}, \theta, A, E,+\right)$ are sub-gstp of $(\mathbb{F}, \theta, A, E,+)$.
Definition 12. Let $\left(P, \circ, e_{n},^{-1}\right)$ and $\left(Q, \star, e_{n}^{\prime},{ }^{-1}\right)$ be polygruops if $P^{*} \subseteq P, Q \subseteq$ $Q$ with the property that $\left(\widehat{P^{*}}, \theta, A, E, \circ\right),(\widehat{Q}, \theta, A, E, \star)$ are generalized soft semitopological polygroup over $P^{*}$ and $Q$ then $F=\left(f_{1}, f_{2}\right)$ said to be a morphism if the following conditions are true:
(i) $f_{1}:(P, \theta, A) \longmapsto(Q, \theta, A)$ is soft continuous.
(ii) $f_{2}:(P, \circ) \longmapsto(Q, \star)$ is a polygroup homomorphism.

Theorem 21. The image of a generalized soft semi-topological polygroup under a morphism, is also a generalized soft semi-topological polygroup.
Proof. Let $\left(P, \circ, e_{n},{ }^{-1}\right),\left(Q, \star, e_{n}^{\prime},,^{-1}\right)$ be polygruops, $P^{*} \subseteq P, Q \subseteq Q$ with the property that $\left(\widehat{P^{*}}, \theta, A, E, \circ\right),(\widehat{Q}, \theta, A, E, \star)$ are generalized soft semi-topological polygroup over $P^{*}$ and $Q$ and $F=\left(f_{1}, f_{2}\right)$ be a morphism. since for every $e \in E$, $f_{2}(F(e))$ is subpolygroup of $Q$ as $f_{2}$ is a polygroup homomorphism, it follows that $F\left(\left(\widehat{P^{*}}, \theta, A, E, \circ\right)\right)$ is a generalized soft semi-topological polygroup. Furthemore the composition of two continuous functions is continuous, this proves the second and third conditions.

Definition 13. Let $(\mathbb{F}, \theta, A, E, \circ)$ be a generalized soft semi-topological polygroup over $P$. The $(\mathbb{F}, \theta, A, E, \circ)$ is called $T_{i}$ generalized soft semi-topological polygroup if $(P, \theta, A)$ is a soft $T_{i}$ space.

Theorem 22. $11 \operatorname{Let}(\mathbb{F}, \theta, A, E, \circ)$ be a generalized soft semi-topological polygroup over $P$. the following items are equivalents:
(i) $(\mathbb{F}, \theta, A, E, \circ) T_{0}$ generalized soft semi-topological polygroup.
(ii) $(\mathbb{F}, \theta, A, E, \circ) T_{1}$ generalized soft semi-topological polygroup.
(iii) $(\mathbb{F}, \theta, A, E, \circ) T_{2}$ generalized soft semi-topological polygroup.

Let $P, Q, R$ are polygroups and hyperoperation of polygroups is "o" and $S S(P)$ is all soft sets are defined on the set of parameters $E$. Note that in a polygroup, the combination of two members will be a set.

Definition 14. 13 Consider $\mathbb{F}_{A} \in S S(P), \mathbb{G}_{B} \in S S(Q)$ and $\psi: P \longmapsto Q$ , $\varphi: A \longmapsto B$ be two mappings. The $(\varphi, \psi)$ is a soft mapping from $\mathbb{F}_{A}$ to $\mathbb{G}_{B}$ denoted by $(\varphi, \psi): \mathbb{F}_{A} \longmapsto \mathbb{G}_{B}$ if and only if

$$
\psi\left(\mathbb{F}_{A}(a)\right)=\mathbb{G}_{B}(\varphi(a)), \forall a \in A
$$

We consider that all soft sets are defined on the set of parameters $E$ and all soft mappings are defined with respect to the identity on $E$. Note that if $\left(i d_{E}, f\right)$ : $\mathbb{F} \longmapsto \mathbb{G}$ is a soft mapping we write $f$ instead of $\left(i d_{E}, f\right)$.

Definition 15. The cartesian product of $\mathbb{F}_{A}$ and $\mathbb{G}_{B}$ is shown with soft set $\left(\mathbb{F}_{A} \widehat{\times} \mathbb{G}_{B}\right) \in$ $S S(P \times Q)$, such that $\left(\mathbb{F}_{A} \widehat{\times} \mathbb{G}_{B}\right)(a, b)=\mathbb{F}_{A}(a) \times \mathbb{G}_{B}(b), \forall(a, b) \in A \times B$, where $\mathbb{F}_{A} \in S S(P)$ and $\mathbb{G}_{B} \in S S(Q)$ [3].

Throughout this section, we will deal with soft topological spaces defined over a soft set $\mathbb{F} \in S S(P)$. Thus, we will recall the following Definition for soft topology 26.

Definition 16. Consider $\mathbb{F} \in S S(P)$ and $\Theta$ be a family of soft subsets of $\mathbb{F}$ and
(i) $\widehat{\varnothing}, \mathbb{F} \in \Theta$;
(ii) $\Theta$ is closed under finite intersection;
(iii) $\Theta$ is closed under arbitrary union.

We say that $\Theta$ is a soft topology on $\mathbb{F}$ and $(\mathbb{F}, \Theta)$ is called the soft topological space (in short STS) and $V \in S S(P)$ is called a soft open set if $V \in \Theta$ [4].

Example 15. Assume that $E=\mathbb{R}^{+}$(the set of all positive real numbers), where $\mathbb{R}$ be the set of all real numbers. Let $\varepsilon \in E$ and $\mathbb{F}_{\varepsilon} \in S S(\mathbb{R})$ such that $\mathbb{F}_{\varepsilon}(e)=(e-\varepsilon, e+\varepsilon)$, for all $e \in E$. Consider $\Theta=\left\{\mathbb{F}_{\varepsilon} \mid \varepsilon \in E\right\}$. Then $(\mathbb{R}, \Theta)$ is a soft semi-topological space [2].

Definition 17. Assume that $(P, \Theta)$ and $(Q, \Lambda)$ are soft topological spaces and $f$ be mapping $f: P \longmapsto Q$ then
(1) If $f$ satisfies in the condition $\mathbb{F} \in \Theta \Longrightarrow f(\mathbb{F}) \in \Lambda$, then $f$ is said to be soft open;
(2) $f$ is said to be soft continuous, if and only if for any $x \in P$ and any soft open neighborhoods $\mathbb{F}_{f(x)}$ of $f(x)$, there exist an soft open neighborhood $\mathbb{F}_{x}$ of $x$ such that $f(x) \widehat{\in} f\left(\mathbb{F}_{x}\right) \widehat{\subseteq} \mathbb{F}_{f(x)}$;
(3) If $f$ is bijective and $f, f^{-1}$ are soft continuous, then $f$ is said to be soft homeomorphism;
(4) Assume that $\mathbb{F} \in S S(P)$ and $\mathbb{G} \in S S(Q)$, then the mapping $f: \mathbb{F} \longmapsto \mathbb{G}$ is said to be soft continuous, if and only if for any $x \widehat{\in \mathbb{F}}$ and any soft open neighborhoods $\mathbb{F}_{f(x)}$ of $f(x)$, there exist an soft open neighborhood $\mathbb{F}_{x}$ of $x$ such that $f(x) \widehat{\in} f\left(\mathbb{F}_{x}\right) \widehat{\subseteq} \mathbb{F}_{f(x)}, 11$.
In the above Definition, $f(x)$ may be a set. In particular, when $f$ is hyperoperation of polygroup.
Definition 18. Assume that $(P, \Theta)$ and $(Q, \Lambda)$ be soft topological spaces. We can make soft product topological space $(P \times Q, \Theta \widehat{\times} \Lambda)$, where the collection of all unions of soft sets in $\{\mathbb{F} \widehat{\times} \mathbb{G} \mid \mathbb{F} \in \Theta, \mathbb{G} \in \Lambda\}$ is a soft topology on $P \times Q$ and it is said to be soft product topology on $P \times Q$ and denoted by $(\Theta \times \Lambda)$ [19].
Theorem 23. Assume that $(P, \Theta)$ and $(Q, \Lambda)$ is soft topological spaces. Then
$\operatorname{proj}_{p}:(P \times Q, \Theta \widehat{\times} \Lambda) \longmapsto(P, \Theta)$ and $_{\text {proj}}^{q}: ~(P \times Q, \Theta \widehat{\times} \Lambda) \longmapsto(Q, \Lambda)$ are soft continuous and soft open too the smallest soft topology on $P \times Q$ for which proj${ }_{p}$, proj $_{q}$ be soft continuous is $\Theta \widehat{\times} \Lambda$ 19.

Theorem 24. The mapping $f:(R, \phi) \longmapsto(P \times Q, \Theta \widehat{\times} \Lambda)$ is soft continuous, if and only if the mappings $\left(\operatorname{proj}_{q} \circ f\right)$ and $\left(\operatorname{proj}_{p} \circ f\right)$ are soft continuous, where $(P, \Theta),(Q, \Lambda)$ and $(R, \phi)$ are soft topological spaces 19 .

Theorem 25. Assume that $f: P \longmapsto Q$ and $g: Q \longmapsto R$ be soft continuous. Then the mapping $g \circ f$ is soft continuous, where $(P, \Theta),(Q, \Lambda)$ and $(R, \phi)$ be soft topological spaces 19].
Definition 19. The set $\beta$ is a base for a soft topological space $(P, \Theta)$ if we can make every soft open set in $\Theta$ as a union of elements of $\beta$ [26].

Definition 20. Suppose that $Q$ is subset of $P$ and $(P, \Theta)$ is a soft topological space. Then the set $\Theta_{\widehat{Q}}=\{\widehat{Q} \widehat{\cap} \mathbb{F} \mid \mathbb{F} \in \Theta\}$ is said to be the soft relative topology on $Q$, and $\left(Q, \Theta_{\widehat{Q}}\right)$ is a soft subspace of $\left.(P, \Theta), 26\right]$.
Theorem 26. Assume that $(P, \Theta)$ is a soft topological space and $\mathbb{F} \in S S(P)$. Then the collection $\Theta_{\mathbb{F}}=\{\mathbb{F} \widehat{\cap} \mid \mathbb{G} \in \Theta\}$ is a soft topology over $\mathbb{F}$.
Proof. The first, $\Theta$ is closed under the finite intersection and arbitrary union for all soft sets over $P$ that is indeed $\Theta_{\mathbb{F}}$ is closed under the finite intersection and arbitrary union since the elements of $\Theta_{\mathbb{F}}$ are soft sets over $P$.

The second, since $\Theta_{\mathbb{F}}=\{\mathbb{F} \widehat{\cap} \mathbb{G} \mid \mathbb{G} \in \Theta\}$ and $\mathbb{F} \widehat{\cap} \mathbb{\subseteq} \subseteq \mathbb{F}$, it follows that element soft $\Theta_{\mathbb{F}}$ are soft subsets of $\mathbb{F}$. Moreover, since $(P, \Theta)$ be a soft topological space over $P$, then $\widehat{P}, \widehat{\varnothing} \in \Theta$. So, $\mathbb{F}=\mathbb{F} \widehat{\cap} \widehat{P} \in \Theta_{\mathbb{F}}$ and $\widehat{\varnothing}=\mathbb{F} \hat{\cap} \widehat{\varnothing} \in \Theta_{\mathbb{F}}$.
$\left(\mathbb{F}, \Theta_{\mathbb{F}}\right)$ is referred to as a soft subspace of $(P, \Theta)$, where $\Theta_{\mathbb{F}}$ is said to be the soft relative topology on $\mathbb{F}$.

Theorem 27. The union of two STS is not necessary a STS. However, the intersection of two STS is a STS [21].

Definition 21. Assume that $\Theta$ is a soft topology on $P$ and $\mathbb{F} \in S S(P)$ is a soft polygroup, then the soft topological space $(\mathbb{F}, \Theta)$ is said to be soft semi-topological soft polygroup over $P$ (in short SSTSP) if the soft mappings $f:(a, b) \longmapsto a \circ b$ from $(\mathbb{F} \widehat{\times} \mathbb{F}, \Theta \widehat{\times} \Theta)$ to $\left(\mathbb{F}, \Theta_{\mathbb{F}}\right)$ is soft continuous.
Definition 22. The sum of $\mathbb{F}$ and $\mathbb{G}$ is the soft set $\mathbb{F} \widehat{\mathbb{G}} \in S S(P)$, such that $(\mathbb{F} \widehat{\mathbb{G}})(e)=\mathbb{F}(e) \circ \mathbb{G}(e)$, for all $e \in E$, where that $\mathbb{F}, \mathbb{G} \in S S(P)$ are soft polygroups.

The following theorem presents an equivalent definition for SSTSP.
Theorem 28. Suppose that $\mathbb{F}$ is a soft polygroup over $P$ where $\Theta$ is a soft topology on $P$. Then $(\mathbb{F}, \Theta)$ is an SSTSP over $P$ if and only if the following condition be true:

For all $a, b \widehat{\in} \mathbb{F}$ and every soft open neighborhoods $\mathbb{F}_{a \circ b}$ of $a \circ b$, there exist an soft open neighborhood $\mathbb{F}_{a}$ of $a$ and an soft open neighborhood $\mathbb{F}_{b}$ of $b$, such that $\mathbb{F}_{a} \widehat{\widehat{F}} \vec{b} \widehat{\widehat{\subseteq}} \mathbb{F}_{a \circ b}$.

Proof. $[\Rightarrow$ ] The first assume that $(\mathbb{F}, \Theta)$ is an SSTSP. Then $f:(a, b) \longmapsto a \circ b$ from $(\mathbb{F} \widehat{\times} \mathbb{F}, \Theta \widehat{\times} \Theta)$ to $\left(\mathbb{F}, \Theta_{\mathbb{F}}\right)$, is soft continuous. Suppose that $a, b \widehat{\in} \mathbb{F}$, and $\mathbb{F}_{a \circ b}$ of an arbitrary soft open neighborhood of $f(a, b)=a \circ b$. Then by soft-continuity in Definition 17 , for every $(a, b) \in \mathbb{F} \widehat{\times} \mathbb{F}$ and every soft open neighborhoods $\mathbb{F}_{f(a, b)}$ of $f(a, b)$, there is an soft open neighborhood $\mathbb{F}_{(a, b)}$ of $(a, b)$ such that $a \circ b \widehat{\in} f\left(\mathbb{F}_{(a, b)}\right) \widehat{\subseteq} \mathbb{F}_{f(a, b)}$.

Now $\mathbb{F}_{(a, b)}$ is a soft open set in $\Theta \widehat{\times} \Theta$, which means there exist $\left\{\mathbb{F}_{a_{i}}, \mathbb{F}_{b_{i}} \in \Theta, i \in I\right\}$ such that $\mathbb{F}_{(a, b)}=\bigcup_{i \in I} \mathbb{F}_{a_{i}} \widehat{\times} \mathbb{F}_{b_{i}}$. That shows there exist $i \in I$ such that $a \widehat{\in} \mathbb{F}_{a_{i}}$ and $b \widehat{\in} \mathbb{F}_{b_{i}}$. So, $\mathbb{F}_{a_{i}} \widehat{\times} \mathbb{F}_{b_{i}} \in \Theta \widehat{\times} \Theta$ and $\mathbb{F}_{a_{i}} \widehat{\times} \mathbb{F}_{b_{i}} \widehat{\subseteq} \mathbb{F}_{(a, b)}$ and

$$
\mathbb{F}_{a_{i}} \widehat{\widehat{ }} \mathbb{F}_{b_{i}}=f\left(\mathbb{F}_{a_{i}} \widehat{\times} \mathbb{F}_{b_{i}}\right) \widehat{\subseteq} f\left(\mathbb{F}_{(a, b)}\right) \widehat{\subseteq} \mathbb{F}_{f(a, b)}
$$

$\left[\Leftarrow\right.$ ] For all $a, b \widehat{\in} \mathbb{F}$ and every soft open neighborhoods $\mathbb{F}_{a \circ b}$ of $a \circ b$, there exist an soft open neighborhood $\mathbb{F}_{a}$ of $a$ and an soft open neighborhood $\mathbb{F}_{b}$ of $b$, such that $\mathbb{F}_{a} \widehat{\circ} \mathbb{F}_{b} \widehat{\subseteq} \mathbb{F}_{a \circ b}$.

However, $\mathbb{F}_{a} \widehat{\circ} \mathbb{F}_{b}=f\left(\mathbb{F}_{a} \widehat{\times} \mathbb{F}_{b}\right)$, since $a \widehat{\in} \mathbb{F}_{a}$ and $b \widehat{\in} \mathbb{F}_{b}$ and they are soft open neighborhoods in $\Theta$, then $\mathbb{F}_{a} \widehat{\times} \mathbb{F}_{b}$ is an soft open neighborhood in $\Theta \widehat{\times} \Theta$ contains $(a, b)$. Therefore, by Definition of soft continuity 17, the mapping $f$ is soft continuous.
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#### Abstract

By using the $L_{p(\cdot)}$-boundedness of a maximal operator defined on homogeneous space, it has been shown that the $B$-maximal operator is bounded. In the present paper, we aim to bring a different approach to the boundedness of the $B$-maximal operator generated by generalized translation operator under a continuity assumption on $p(\cdot)$. It is noteworthy to mention that our assumption is weaker than uniform Hölder continuity.


## 1. Introduction

Nowadays, there is a big attention on the singular integral operator and maximal operators which are defined on variable Lebesgue spaces. The problem that such operators are bounded under which conditions is well-studied and it is the main topic of harmonic analysis. $L_{p(\cdot)}$-boundedness of the Hardy-Littlewood maximal operator and singular integral operators have been investigated in 1.5 .

This study is dealing with the boundedness of maximal operator generated by the Laplace-Bessel differential operator

$$
\Delta_{B}:=\sum_{i=1}^{k} B_{i}+\sum_{i=k+1}^{n} \frac{\partial^{2}}{\partial x_{i}^{2}}, \quad B_{i}=\frac{\partial^{2}}{\partial x_{i}^{2}}+\frac{\gamma_{i}}{x_{i}} \frac{\partial}{\partial x_{i}}, \quad 1 \leq k \leq n
$$

which has big importance in harmonic analysis. In 8, Guliyev has obtained the $L_{p, \gamma}$-boundedness of the $B$-maximal operator. Moreover, in 6,12 , it has been shown that the $B$-maximal operator is $L_{p(\cdot), \gamma}$ - bounded by using the $L_{p(\cdot)}$ - boundedness of a maximal operator whose domain is a homogeneous space.

[^5]In this study, we obtain that the $B$-maximal operator is bounded on the variable Lebesgue spaces. Here, there are some difficulties while studying the theory of variable Lebesgue spaces. One of them, the generalized translation operator is in general not continuous on the spaces $L_{p(\cdot), \gamma}$. Particularly, if $p(\cdot)$ is not constant, then the generalized translation operator $T^{y}$ is not continuous on the variable Lebesgue spaces. But, it is still possible to overcome these difficulties by taking some regularity conditions on this exponent function. In $\sqrt[7]{7}$, it has been obtained that the generalized translation operator on the spaces $L_{p(\cdot), \gamma}$ is bounded. The construction of the article is as follows: The first section is devoted to introduction. In the second section, we recall some basic concepts, notations and some known results which we need throughout the paper. In the third section, we present that the $B$-maximal operator on the spaces $L_{p(\cdot), \gamma}$ is bounded under suitable assumptions by a different approach.

## 2. Preliminaries

Now, we pause to collect some basic concepts, notations and known results which are beneficial for us.

Let $x=\left(x^{\prime}, x^{\prime \prime}\right), x^{\prime}=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$, and $x^{\prime \prime}=\left(x_{k+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-k}$. Denote $\mathbb{R}_{k,+}^{n}=\left\{x \in \mathbb{R}^{n}: x_{1}>0, \ldots, x_{k}>0,1 \leq k \leq n\right\}, \gamma=\left(\gamma_{1}, \ldots, \gamma_{k}\right)$, $\gamma_{1}>0, \ldots, \gamma_{k}>0,|\gamma|=\gamma_{1}+\ldots+\gamma_{k}$, and $S_{+}=\left\{x \in \mathbb{R}_{k,+}^{n}:|x|=1\right\}$. Denote by $B_{+}(x, r)$ the open ball of radius $r$ centered at $x$, namely,
$B_{+}(x, r)=\left\{y \in \mathbb{R}_{k,+}^{n}:|x-y|<r\right\}$. Let $B_{+}(0, r) \subset \mathbb{R}_{k,+}^{n}$ be a measurable set, then

$$
\left|B_{+}(0, r)\right|_{\gamma}=\int_{B_{+}(0, r)}\left(x^{\prime}\right)^{\gamma} d x=\omega(n, k, \gamma) r^{n+|\gamma|}
$$

where $\omega(n, k, \gamma)=\frac{\pi^{\frac{n-k}{2}}}{2^{k}} \prod_{i=1}^{k} \frac{\Gamma\left(\frac{\gamma_{i}+1}{2}\right)}{\left(\frac{\gamma_{i}}{2}\right)}$.
We will now introduce the spaces $L_{p(\cdot), \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$ and recall the basic properties of it. Let $\mathcal{P}\left(\mathbb{R}_{k,+}^{n}\right)$ be the set of all measurable functions $p(\cdot): \mathbb{R}_{k,+}^{n} \rightarrow[1, \infty]$. The elements of $\mathcal{P}\left(\mathbb{R}_{k,+}^{n}\right)$ are called variable exponent functions and also let

$$
p_{-}:=\underset{x \in \mathbb{R}_{k,+}^{n}}{\operatorname{ess} \inf } p(x), \quad p_{+}:=\underset{x \in \mathbb{R}_{k,+}^{n}}{\operatorname{ess} \sup } p(x)
$$

Given $p(\cdot)$, the conjugate exponent function is as follows:

$$
\frac{1}{p(x)}+\frac{1}{p^{\prime}(x)}=1, \quad x \in \mathbb{R}_{k,+}^{n}
$$

The analog of log-Hölder continuity for variable Lebesgue spaces related to the Laplace-Bessel differential operator is defined by the following.

Definition 1. Given a function $p(\cdot): \mathbb{R}_{k,+}^{n} \rightarrow[1, \infty), p(\cdot)$ is called log-Hölder continuous on $\mathbb{R}_{k,+}^{n}$, if there exist constants $C_{0}, C_{\infty}>0$ and $p_{\infty}$ such that for all $|x-y| \leq \frac{1}{2}$, and $x, y \in \mathbb{R}_{k,+}^{n}$,

$$
\begin{equation*}
|p(x)-p(y)| \leq \frac{C_{0}}{-\log |x-y|} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|p(x)-p_{\infty}\right| \leq \frac{C_{\infty}}{\log (e+|x|)} \tag{2}
\end{equation*}
$$

where $p_{\infty}=\lim _{x \rightarrow \infty} p(x)>1$. If (1) and (2) hold for $p(\cdot)$, then it is denoted by $p(\cdot) \in \mathcal{P}^{\log }\left(\mathbb{R}_{k,+}^{n}\right)$, and $\left.p(\cdot) \in \mathcal{P}_{\infty}^{\log }{\underset{\mathbb{R}}{k,+}}_{n}\right)$, respectively.
Lemma 1. [7] Let $p(\cdot): \mathbb{R}_{k,+}^{n} \rightarrow[1, \infty)$ be continuous. The followings are equivalent:
(i) $p(\cdot)$ is uniformly continuous with $|p(x)-p(y)| \leq \frac{C_{0}}{\ln |x-y|^{-1}}$ for all $0<$ $|x-y| \leq \frac{1}{2}$
(ii) $\left|B_{+}\right|_{\gamma}^{p_{-} p_{+}} \leq C_{1}$ holds for all open balls $B_{+}$.

The space $L_{p(\cdot), \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$ is known as the set of measurable functions $f$ such that for a variable exponent $p(\cdot): \mathbb{R}_{k,+}^{n} \rightarrow[1, \infty]$,

$$
\|f\|_{L_{p(\cdot), \gamma}\left(\mathbb{R}_{k,+}^{n}\right)}=\inf \left\{\lambda>0: \rho_{p(\cdot), \gamma}(f / \lambda) \leq 1\right\}<\infty
$$

where

$$
\rho_{p(\cdot), \gamma}:=\int_{\mathbb{R}_{k,+}^{n}}|f(x)|^{p(x)}\left(x^{\prime}\right)^{\gamma} d x
$$

Note that the variable Lebesgue space $L_{p(\cdot), \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$ is a Banach space for $1<p_{-} \leq$ $p(x) \leq p_{+}<\infty$.

The definition of the generalized translation operator is as follows:

$$
T^{y} f(x):=C_{\gamma, k} \int_{0}^{\pi} \ldots \int_{0}^{\pi} f\left[\left(x_{1}, y_{1}\right)_{\alpha_{1}}, \ldots,\left(x_{k}, y_{k}\right)_{\alpha_{k}}, x^{\prime \prime}-y^{\prime \prime}\right] d \gamma(\alpha)
$$

where $C_{\gamma, k}=\pi^{-\frac{k}{2}} \Gamma\left(\frac{\gamma_{i}+1}{2}\right)\left[\Gamma\left(\frac{\gamma_{i}}{2}\right)\right]^{-1},\left(x_{i}, y_{i}\right)_{\alpha_{i}}=\left(x_{i}^{2}-2 x_{i} y_{i} \cos \alpha_{i}+y_{i}^{2}\right)^{\frac{1}{2}}, 1 \leq i \leq k$, $1 \leq k \leq n$, and $d \gamma(\alpha)=\prod_{i=1}^{k} \sin ^{\gamma_{i}-1} \alpha_{i} d \alpha_{i} 13,14$. Notice that the generalized translation operator is related to the Laplace-Bessel differential operator.

The definition of the $B$-convolution operator is as follows:

$$
(f \otimes g)(x)=\int_{\mathbb{R}_{k,+}^{n}} f(y) T^{y} g(x)\left(y^{\prime}\right)^{\gamma} d y
$$
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Given a function $f \in L_{1, \gamma}^{\text {loc }}\left(\mathbb{R}_{k,+}^{n}\right)$, then the maximal operator associated with the Laplace-Bessel differential operator ( $B$-maximal operator) (see [8) is as follows:

$$
M_{\gamma} f(x)=\sup _{r>0}\left|B_{+}(0, r)\right|_{\gamma}^{-1} \int_{B_{+}(0, r)} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y
$$

Let $B_{+} \in \mathbb{R}_{k,+}^{n}$ be an arbitrary ball and $f \in L_{1, \gamma}^{\text {loc }}\left(\mathbb{R}_{k,+}^{n}\right)$, then define

$$
M_{\gamma, B_{+}} f:=\left|B_{+}(0, r)\right|_{\gamma}^{-1} \int_{B_{+}} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y
$$

By taking supremum over all balls centered at $x$, one can easily observe that

$$
M_{\gamma} f:=\sup _{B_{+}(x)} M_{\gamma, B_{+}(x)} f
$$

As mentioned earlier, the variable Lebesgue spaces $L_{p(\cdot), \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$ have some undesired properties about the generalized translation operator. In order to overcome this problem, it is necessary to give some smoothness conditions on $p(\cdot)$. The following theorem states the necessary condition for the boundedness of generalized translation operator.
Theorem 1. 7 Let $p(\cdot) \in \mathcal{P}^{\log }\left(\mathbb{R}_{k,+}^{n}\right)$ with $1<p_{-} \leq p_{+}<\infty$. Then for all $f \in L_{p(\cdot), \gamma}\left(\mathbb{R}_{k,+}^{n}\right) \cap \mathcal{S}_{+}^{\prime}\left(\mathbb{R}_{k,+}^{n}\right)$ with $\operatorname{supp} F_{B} f \subset\left\{\xi \in \mathbb{R}_{k,+}^{n}:|\xi| \leq 2^{v+1}\right\}, v \in \mathbb{N}_{0}$,

$$
\left\|T^{y} f(x)\right\|_{p(\cdot), \gamma} \leq c \exp \left(\left(2+2^{v n}|y|\right) c_{\log }(p)\right)\|f\|_{p(\cdot), \gamma},
$$

holds, where $c>0$ is independent of $v$.

## 3. Main Results

This section is devoted to our main results. First of all we obtain some lemmas which we need to prove that the $B$-maximal operator is bounded on variable Lebesgue spaces.

Lemma 2. Let $p(\cdot) \in \mathbb{R}_{k,+}^{n}$ be as in Lemma 1. Then there exists a positive constant $C(p, \gamma)>0$ such that

$$
\left(M_{\gamma} f(x)\right)^{\frac{p(x)}{p_{-}}} \leq C(p, \gamma)\left(M_{\gamma}\left(|f|^{\frac{p(\cdot)}{p_{-}}}\right)(x)+1\right), \quad \text { for all } \quad x \in \mathbb{R}_{k,+}^{n}
$$

holds for all $\|f\|_{p(\cdot), \gamma} \leq 1$.
Proof. Define $q(\cdot):=\frac{p(\cdot)}{p_{-}}$, then $q(\cdot)$ is also as in Lemma 1. Let $\|f\|_{p(\cdot), \gamma} \leq 1$, then $\rho_{p(\cdot), \gamma}(f) \leq 1$. By Theorem 1 , for $r \geq \frac{1}{2}$, we get
$\left(M_{\gamma} f\right)^{q(x)}=\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)}$

$$
\begin{aligned}
& \leq\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}}\left(\frac{1}{p(y)} T^{y}|f(x)|^{p(y)}\left(y^{\prime}\right)^{\gamma}+\frac{1}{p^{\prime}(y)}\left(y^{\prime}\right)^{\gamma}\right) d y\right)^{q(x)} \\
& \leq\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}} \frac{1}{p(y)} T^{y}|f(x)|^{p(y)}\left(y^{\prime}\right)^{\gamma} d y+\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}} \frac{1}{p^{\prime}(y)}\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}} T^{y}|f(x)|^{p(y)}\left(y^{\prime}\right)^{\gamma} d y+\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}}\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}}|f(x)|^{p(y)}\left(y^{\prime}\right)^{\gamma} d y+\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}}\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}}\left(|f(x)|^{p(y)}+1\right)\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(\left|B_{+}\right|_{\gamma}^{-1} \rho_{p(\cdot), \gamma}(f)+1\right)^{q(x)} \\
& \leq\left(\left|B_{+}\left(0, \frac{1}{2}\right)\right|_{\gamma}^{-1}+1\right)^{q_{+}} .
\end{aligned}
$$

If $0<r<\frac{1}{2}$, then $\left|B_{+}\right|_{\gamma} \leq(2 r)^{n+|\gamma|}<1$, and

$$
\begin{aligned}
\left(M_{\gamma} f\right)^{q(x)}= & \left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
\leq & {\left[\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}} T^{y}|f(x)|^{q_{-}}\left(y^{\prime}\right)^{\gamma} d y\right)^{\frac{1}{q_{-}}}\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}}\left(y^{\prime}\right)^{\gamma} d y\right)^{\frac{1}{q_{-}^{\prime}}}\right]^{q(x)} } \\
\leq & \left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}} T^{y}|f(x)|^{q_{-}}\left(y^{\prime}\right)^{\gamma} d y\right)^{\frac{q(x)}{q_{-}}} \\
\leq & \left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}} T^{y}|f(x)|^{q(y)}\left(y^{\prime}\right)^{\gamma} d y\right)^{\frac{q(x)}{q_{-}}} \\
& \leq\left(\left|B_{+}\right|_{\gamma}^{-1} \int_{B_{+}}\left(T^{y}|f(x)|^{q(y)}+1\right)\left(y^{\prime}\right)^{\gamma} d y\right)^{\frac{q(x)}{q_{-}}} \\
& \leq\left|B_{+}\right|_{\gamma}^{-\frac{q(x)}{q_{-}}} 3^{q_{+}}\left(\frac{1}{3} \int_{B_{+}}\left(T^{y}|f(x)|^{q(y)}+1\right)\left(y^{\prime}\right)^{\gamma} d y\right)^{\frac{q(x)}{q_{-}}}
\end{aligned}
$$

Since,

$$
\begin{aligned}
\frac{1}{3} \int_{B_{+}}\left(T^{y}|f(x)|^{q(y)}+1\right)\left(y^{\prime}\right)^{\gamma} d y & \leq \frac{1}{3} \int_{B_{+}}\left(T^{y}|f(x)|^{p(y)}+2\right)\left(y^{\prime}\right)^{\gamma} d y \\
& \leq \frac{1}{3} \int_{B_{+}} T^{y}|f(x)|^{p(y)}\left(y^{\prime}\right)^{\gamma} d y+\frac{2}{3}\left|B_{+}\right|_{\gamma}<1
\end{aligned}
$$

and from Lemma 1. we obtain

$$
\begin{aligned}
\left(M_{\gamma} f\right)^{q(x)} & \leq\left|B_{+}\right|_{\gamma}^{-\frac{q(x)}{q_{-}}} 3^{q_{+}}\left(\frac{1}{3} \int_{B_{+}} T^{y}|f(x)|^{q(y)}\left(y^{\prime}\right)^{\gamma} d y+\frac{2}{3}\left|B_{+}\right|_{\gamma}\right) \\
& \leq\left|B_{+}\right|_{\gamma}^{-\frac{q(x)}{q_{-}}}\left|B_{+}\right| 3^{q_{+}-1}\left(\int_{B_{+}} T^{y}|f(x)|^{q(y)}\left(y^{\prime}\right)^{\gamma} d y+2\right) \\
& \leq\left|B_{+}\right|_{\gamma}^{\frac{q_{-}-q_{+}}{q_{-}}} 3^{q_{+}-1}\left(\oint_{B_{+}} T^{y}|f(x)|^{q(y)}\left(y^{\prime}\right)^{\gamma} d y+2\right) \\
& \leq C_{0} 3^{q_{+}-1}\left(M_{\gamma}\left(|f|^{q(y)}\right)+2\right) .
\end{aligned}
$$

If one takes supremum over all balls $B_{+}$, then the proof is completed.
Lemma 3. Let $p(\cdot) \in \mathbb{R}_{k,+}^{n}$ be as in Lemma 1 and be constant outside some ball $B_{+}(0, r)$. Then there exist a constant $C(p, \gamma)>0$, and $h \in L_{1, \infty, \gamma}\left(\mathbb{R}_{k,+}^{n}\right) \cap L_{\infty, \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$ such that

$$
\left(M_{\gamma} f(x)\right)^{\frac{p(x)}{p_{-}}} \leq C(p, \gamma) M_{\gamma}\left(|f|^{\frac{p(\cdot)}{p_{-}}}\right)(x)+h(x) \quad \text { for a.a. } x \in \mathbb{R}_{k,+}^{n}
$$

holds for all $\|f\|_{p(\cdot), \gamma} \leq 1$.
Proof. Define $q(\cdot):=\frac{p(\cdot)}{p_{-}}$, and $q_{\infty}:=\frac{p_{\infty}}{p_{-}}$, then $q(\cdot)$ satisfies the equivalent conditions of Lemma 1. Let $\|f\|_{p(\cdot), \gamma} \leq 1$, then $\rho_{p(\cdot), \gamma}(f) \leq 1$. Split $f=f_{0}+f_{1}$ such that $f_{0}:=\chi_{B_{+}} f$, and $f_{1}:=\chi_{\mathbb{R}_{k,+}^{n} \backslash B_{+}} f$. Thus, for all $x \in B_{+}(0,2 r)$,

$$
\begin{equation*}
\left(M_{\gamma} f(x)\right)^{q(x)} \leq C(q, \gamma)\left(M_{\gamma}\left(|f|^{q(\cdot)}\right)+1\right) \tag{3}
\end{equation*}
$$

Now let $x \in \mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)$. Then $|x|-r \geq \frac{1}{2}|x|$, and $\left|B_{+}(x,|x|-r)\right|_{\gamma} \geq C|x|^{n+|\gamma|}$. Since $\operatorname{supp} f_{0} \subset B_{+}(x, r)$, and from Theorem 1 we get

$$
\begin{aligned}
\left(M_{\gamma} f_{0}(x)\right)^{q(x)} & \leq\left(\sup _{|x|-r<r}\left|B_{+}(x, r)\right|_{\gamma}^{-1} \int_{B_{+}(x, r)} T^{y}\left|f_{0}(x)\right|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(\left|B_{+}(x,|x|-r)\right|_{\gamma}^{-1} \int_{B_{+}(x, r)} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)}
\end{aligned}
$$

$$
\begin{align*}
& \leq\left(C|x|^{-n-|\gamma|} \int_{B_{+}(x, r)} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(C|x|^{-n-|\gamma|} \int_{B_{+}(x, r)}|f(x)|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(C|x|^{-n-|\gamma|} \int_{B_{+}(x, r)}\left(|f(x)|^{p(y)}+1\right)\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(C|x|^{-n-|\gamma|} \rho_{p(\cdot), \gamma}(f)\right)^{q(x)} \\
& \leq C(q, \gamma)|x|^{-n-|\gamma|} . \tag{4}
\end{align*}
$$

Moreover, for $x \in \mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)$,

$$
\begin{align*}
\left(M_{\gamma} f_{1}(x)\right)^{q(x)} & =\left(\oint_{\mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)}\left|T^{y} f_{1}(x)\right|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq\left(\oint_{\mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)}\left|T^{y} f_{1}(x)\right|\left(y^{\prime}\right)^{\gamma} d y\right)^{q_{\infty}} \\
& \leq \oint_{\mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)} T^{y}\left|f_{1}(x)\right|^{q_{\infty}}\left(y^{\prime}\right)^{\gamma} d y \\
& \leq \oint_{\mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)} T^{y}\left|f_{1}(x)\right|^{q(x)}\left(y^{\prime}\right)^{\gamma} d y \\
& \leq M_{\gamma}\left(|f|^{q(x)}\right)(x) \tag{5}
\end{align*}
$$

By (3), (4) and (5), we obtain

$$
\begin{aligned}
\left(M_{\gamma} f(x)\right)^{q(x)} & \leq \chi_{B_{+}(0,2 r)}\left(M_{\gamma} f(x)\right)^{q(x)}+\chi_{\mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)}\left(M_{\gamma} f_{0}(x)+M_{\gamma} f_{1}(x)\right)^{q(x)} \\
& \leq \chi_{B_{+}(0,2 r)}\left(M_{\gamma} f(x)\right)^{q(x)}+C(q, \gamma) \chi_{\mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)}\left(\left(M_{\gamma} f_{0}(x)\right)^{q(x)}+\left(M_{\gamma} f_{1}(x)\right)^{q(x)}\right) \\
& \leq C(q, \gamma) M_{\gamma}\left(|f|^{q(\cdot)}\right)(x)+\chi_{B_{+}(0,2 r)} C(q, \gamma) \\
& +\left(\sup _{x \in \mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)} \oint_{\mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)}\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)} \\
& \leq C(q, \gamma) M_{\gamma}\left(|f|^{q(\cdot)}\right)(x)+\underbrace{\chi_{B_{+}(0,2 r)} C(q, \gamma)+\chi_{\mathbb{R}_{k,+}^{n} \backslash B_{+}(0,2 r)} C(q, \gamma)|x|^{-n-|\gamma|}}_{=: h},
\end{aligned}
$$

for all $x \in \mathbb{R}_{k,+}^{n}$. The fact that $h \in L_{1, \infty, \gamma}\left(\mathbb{R}_{k,+}^{n}\right) \cap L_{\infty, \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$ proves the lemma.

Now we can present our main theorem.

Theorem 2. Let $p(\cdot)$ be as in Lemma 3 with $p_{-}>1$. Then $M_{\gamma}$ is bounded on $L_{p(\cdot), \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$, i.e.

$$
\left\|M_{\gamma} f\right\|_{p(\cdot), \gamma} \leq C(p, \gamma)\|f\|_{p(\cdot), \gamma}
$$

Proof. Since $M_{\gamma}(\lambda f)=\|\lambda\| M_{\gamma} f$, we have $\left\|M_{\gamma} f\right\|_{p(\cdot), \gamma} \leq C$, for all $\|f\|_{p(\cdot), \gamma} \leq 1$. Since $p_{+}<\infty$, it is sufficient to illustrate $\rho_{p(\cdot), \gamma}\left(M_{\gamma} f\right) \leq C$ for all $\|f\|_{p(\cdot), \gamma} \leq$ 1. Let $f \in L_{p(\cdot), \gamma}$ with $\|f\|_{p(\cdot), \gamma} \leq 1$. Then $\rho_{p(\cdot), \gamma}\left(M_{\gamma} f\right) \leq 1$. Moreover, let $q(\cdot):=p(\cdot) / p_{-}$. By Lemma 3, there exists $h \in L_{1, \infty, \gamma}\left(\mathbb{R}_{k,+}^{n}\right) \cap L_{\infty, \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$ such that $\left(M_{\gamma} f\right)^{q(\cdot)} \leq C(p, \gamma) M_{\gamma}\left(|f|^{q(\cdot)}\right)+h$. Thus,

$$
\begin{aligned}
\rho_{p(\cdot), \gamma}\left(M_{\gamma} f\right) & =\int_{\mathbb{R}_{k,+}^{n}}\left|M_{\gamma} f\right|^{p(x)}\left(x^{\prime}\right)^{\gamma} d x \\
& =\int_{\mathbb{R}_{k,+}^{n}}\left(\sup _{B_{+}} \int_{B_{+}} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y\right)^{p(x)}\left(x^{\prime}\right)^{\gamma} d x \\
& =\int_{\mathbb{R}_{k,+}^{n}}\left(\sup _{B_{+}} \int_{B_{+}} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x) p_{-}}\left(x^{\prime}\right)^{\gamma} d x \\
& =\int_{\mathbb{R}_{k,+}^{n}}\left(\left(\sup _{B_{+}} \int_{B_{+}} T^{y}|f(x)|\left(y^{\prime}\right)^{\gamma} d y\right)^{q(x)}\right)^{p_{-}}\left(x^{\prime}\right)^{\gamma} d x \\
& =\int_{\mathbb{R}_{k,+}^{n}}\left(\left|M_{\gamma} f\right|^{q(x)}\right)^{p_{-}}\left(x^{\prime}\right)^{\gamma} d x \\
& =\left\|\left(M_{\gamma} f\right)^{q(x)}\right\|_{p_{-}, \gamma}^{p_{-}} \\
& \leq\left(C(p, \gamma)\left\|M_{\gamma}\left(|f|^{q(x)}\right)\right\|_{p_{-}, \gamma}+\|h\|_{p_{-}, \gamma}\right)^{p_{-}}
\end{aligned}
$$

holds and since $p_{-}>1$, one can see that the $B$-maximal operator $M_{\gamma} f$ is continuous on $L_{p_{-}, \gamma}\left(\mathbb{R}_{k,+}^{n}\right)$. Therefore, we obtain that

$$
\begin{aligned}
\rho_{p(\cdot), \gamma}\left(M_{\gamma} f\right) & \leq\left(C(p, \gamma)\left\|M_{\gamma}\left(|f|^{q(x)}\right)\right\|_{p_{-}, \gamma}+\|h\|_{p_{-}, \gamma}\right)^{p_{-}} \\
& =\left(C(p, \gamma) \rho_{p(\cdot), \gamma}(f)^{\frac{1}{p_{-}}}+\|h\|_{p_{-}, \gamma}\right)^{p_{-}} \leq C(p, \gamma)
\end{aligned}
$$

and this completes the proof.

## 4. Concluding Remarks

The Hardy-Littlewood maximal operators, singular integral operators, rough integral operator, its commutators and their boundedness on the various function spaces are crucial topics of Harmonic Analysis. In this study, we have shown that
the $B$-maximal operator on the variable Lebesgue spaces is bounded under suitable assumptions by a different approach. The boundedness of this operator plays a significant role in order to obtain the boundedness of the singular integral operator, fractional integral operator and its commutators. The fractional versions of these operators have recently become an active area of research (see $9,11,15,16$ ). As a future direction of this study, one might extend to the case that the Laplace-Bessel differential operators with coefficient such as $a(x)$ that could be continuous or Vanishing Mean Oscillation functions.
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Consider the function

$$
\Delta(\lambda): \operatorname{det}\left(\begin{array}{cc}
U(C) & V(C)  \tag{6}\\
U(S) & V(S)
\end{array}\right)
$$

It is obvious $\Delta(\lambda)$ is also entire.
Theorem 1. The zeros of the function $\Delta(\lambda)$ coincide with the eigenvalues of the problem (1)-(3).
Proof. Let $\lambda_{0}$ be an eigenvalue and $y\left(t, \lambda_{0}\right)=\delta_{1} C\left(t, \lambda_{0}\right)+\delta_{2} S\left(t, \lambda_{0}\right)$ is the corresponding eigenfunction, then $y\left(t, \lambda_{0}\right)$ satisfies (2) and (3). Therefore,

$$
\begin{aligned}
& \delta_{1} U\left(C\left(t, \lambda_{0}\right)\right)+\delta_{2} U\left(S\left(t, \lambda_{0}\right)\right)=0 \\
& \delta_{1} V\left(C\left(t, \lambda_{0}\right)\right)+\delta_{2} V\left(S\left(t, \lambda_{0}\right)\right)=0
\end{aligned}
$$

It is obvious that $y\left(t, \lambda_{0}\right) \neq 0$ iff the coefficients-determinant of the above system vanishes, i.e., $\Delta\left(\lambda_{0}\right)=0$.

Since $\Delta(\lambda)$ is an entire function, eigenvalues of the problem (1)-(3) are discrete.

## 3. Eigenvalues of (1)-(3) on a Finite Time Scale

Let $\mathbb{T}$ be a finite time scale such that there are $m$ (or $r$ ) many elements which are larger (or smaller) than $a$ in $\mathbb{T}$. Assume $m \geq 1, r \geq 0$ and $r+m \geq 2$. It is clear that the number of elements of $\mathbb{T}$ is $n=m+r+1$. We can write $\mathbb{T}$ as follows

$$
\mathbb{T}=\left\{\rho^{r}(a), \rho^{r-1}(a), \ldots, \rho^{2}(a), \rho(a), a, \sigma(a), \sigma^{2}(a), \ldots, \sigma^{m-1}(a), \sigma^{m}(a)\right\}
$$ where $\sigma^{j}=\sigma^{j-1} \circ \sigma, \rho^{j}=\rho^{j-1} \circ \rho$ for $j \geq 2, \rho^{r}(a)=\alpha$ and $\sigma^{m-1}(\alpha)=\beta$.

Lemma 2. i) If $r \geq 3$ and $m \geq 2$, the following equalities hold for all $\lambda$

$$
\begin{aligned}
& S(\alpha, \lambda)=(-1)^{r} \mu^{\rho}(a)\left[\mu^{\rho^{2}}(a) \mu^{\rho^{3}}(a) \ldots \mu^{\rho^{r}}(a)\right]^{2} \lambda^{r-1}+O\left(\lambda^{r-2}\right) \\
& S^{\sigma}(\alpha, \lambda)=(-1)^{r-1} \mu^{\rho}(a)\left[\mu^{\rho^{2}}(a) \mu^{\rho^{3}}(a) \ldots \mu^{\rho^{r-1}}(a)\right]^{2} \lambda^{r-2}+O\left(\lambda^{r-3}\right) \\
& S(\beta, \lambda)=S^{\sigma^{m-1}}(a, \lambda)=(-1)^{m}\left[\mu(a) \mu^{\sigma}(a) \ldots \mu^{\sigma^{m-3}}(a)\right]^{2} \lambda^{m-2} \mu^{\sigma^{m-2}}(a)+O\left(\lambda^{m-3}\right) \\
& S^{\sigma}(\beta, \lambda)=S^{\sigma^{m}}(a, \lambda)=(-1)^{m+1}\left[\mu(a) \mu^{\sigma}(a) \ldots \mu^{\sigma^{m-2}}(a)\right]^{2} \lambda^{m-1} \mu^{\sigma^{m-1}}(a)+O\left(\lambda^{m-2}\right) \\
& C(\alpha, \lambda)=(-1)^{r}\left[\mu^{\rho}(a) \mu^{\rho^{2}}(a) \ldots \mu^{\rho^{r}}(a)\right]^{2} \lambda^{r}+O\left(\lambda^{r-1}\right) \\
& C^{\sigma}(\alpha, \lambda)=(-1)^{r-1}\left[\mu^{\rho}(a) \mu^{\rho^{2}}(a) \ldots \mu^{\rho^{r-1}}(a)\right]^{2} \lambda^{r-1}+O\left(\lambda^{r-2}\right) \\
& C(\beta, \lambda)=C^{\sigma^{m-1}}(a, \lambda)=(-1)^{m} \mu(a)\left[\mu^{\sigma}(a) \mu^{\sigma^{2}}(a) \ldots \mu^{\sigma^{m-3}}(a)\right]^{2} \mu^{\sigma^{m-2}}(a) \lambda^{m-2}+O\left(\lambda^{m-3}\right) \\
& C^{\sigma}(\beta, \lambda)=C^{\sigma^{m}}(a, \lambda)=(-1)^{m+1} \mu(a)\left[\mu^{\sigma}(a) \mu^{\sigma^{2}}(a) \ldots \mu^{\sigma^{m-2}}(a)\right]^{2} \mu^{\sigma^{m-1}}(a) \lambda^{m-1}+O\left(\lambda^{m-2}\right),
\end{aligned}
$$

where $O\left(\lambda^{l}\right)$ denotes a polynomial whose degree is $l$.
ii) If $r \in\{0,1,2\}$ or $m \in\{0,1\}$, degrees of all above functions are vanish.

Proof. It is clear from $f^{\sigma}(t)=f(t)+\mu(t) f^{\Delta}(t)$ that $S^{\sigma}(a, \lambda)=\mu(a)$ and $C^{\sigma}(a, \lambda)=$ 1. On the other hand, since $S(t, \lambda)$ and $C(t, \lambda)$ satisfy (1) then the following equalities hold for each $t \in \mathbb{T}^{\kappa}$ and for all $\lambda$.

$$
\begin{align*}
S^{\sigma^{2}}(t, \lambda)= & \left(1+\frac{\mu(t)}{\mu^{\sigma}(t)}-\lambda \mu(t) \mu^{\sigma}(t)\right) S^{\sigma}(t, \lambda)  \tag{7}\\
& -\frac{\mu^{\sigma}(t)}{\mu(t)} S(t, \lambda) \\
C^{\sigma^{2}}(t, \lambda)= & \left(-\mu(t) \mu^{\sigma}(t) \lambda+1+\frac{\mu(t)}{\mu^{\sigma}(t)}\right) C^{\sigma}(t, \lambda)  \tag{8}\\
& -\frac{\mu^{\sigma}(t)}{\mu(t)} C(t, \lambda)+\mu(t) \mu^{\sigma}(t) q(t)
\end{align*}
$$

It can be calculated from (7) and (8) that

$$
\begin{align*}
S^{\sigma^{j}}(a, \lambda)= & (-1)^{j+1}\left(\mu(a) \mu^{\sigma}(a) \ldots \mu^{\sigma^{j-2}}(a)\right)^{2} \mu^{\sigma^{j-1}}(a) \lambda^{j-1}  \tag{9}\\
& +O\left(\lambda^{j-2}\right) \\
S^{\rho^{j}}(a, \lambda)= & (-1)^{j} \mu^{\rho}(a)\left(\mu^{\rho^{2}}(a) \mu^{\rho^{3}}(a) \ldots \mu^{\rho^{j}}(a)\right)^{2} \lambda^{j-1}  \tag{10}\\
& +O\left(\lambda^{j-2}\right) \\
C^{\sigma^{k}}(a, \lambda)= & (-1)^{k+1} \mu(a)\left(\mu^{\sigma}(a) \mu^{\sigma^{2}}(a) \ldots \mu^{\sigma^{k-2}}(a)\right)^{2} \mu^{\sigma^{k-1}}(a) \lambda^{k-1}  \tag{11}\\
& +O\left(\lambda^{k-2}\right) \\
C^{\rho^{k}}(a, \lambda)= & (-1)^{k}\left(\mu^{\rho}(a) \mu^{\rho^{2}}(a) \ldots \mu^{\rho^{k}}(a)\right)^{2} \lambda^{k}  \tag{12}\\
& +O\left(\lambda^{k-1}\right)
\end{align*}
$$

for $j=2,3, \ldots m$ and $k=2,3, \ldots, r$. Using (9)-(12) and taking into account $\alpha=$ $\rho^{r}(a)$ and $\beta=\sigma^{m-1}(\alpha)$ we have our desired relations.

Corollary 1. $\operatorname{deg} C(\alpha, \lambda) S^{\sigma}(\beta, \lambda)=\left\{\begin{array}{cc}r+m-1, & r>0 \text { and } m>1 \\ 1, & \text { the other cases }\end{array}\right.$.

Lemma 3. The following equlaties hold for all $\lambda \in \mathbb{C}$.

$$
\begin{aligned}
S^{\sigma}(\alpha, \lambda) C(\alpha, \lambda)-S(\alpha, \lambda) C^{\sigma}(\alpha, \lambda) & =A \lambda^{\delta}+O\left(\lambda^{\delta-1}\right) \\
S^{\sigma}(\beta, \lambda) C(\beta, \lambda)-S(\beta, \lambda) C^{\sigma}(\beta, \lambda) & =B \lambda^{\gamma}+O\left(\lambda^{\gamma-1}\right)
\end{aligned}
$$

where $A=(-1)^{r} \mu(\alpha) \mu^{\rho}(a)\left[\mu^{\rho^{2}}(a) \ldots \mu^{\rho^{r-1}}(a)\right]^{2} \mu^{\rho^{r}}(a) q(\alpha)$,
$B=(-1)^{m-1} \mu(\beta)\left[\mu(a) \mu^{\sigma}(a) \ldots \mu^{\sigma^{m-2}}(a)\right]^{2} q(\rho(\beta))$,
$\delta=\left\{\begin{array}{c}r-2, \quad r \geq 3 \\ 0, \quad r<3\end{array} \quad\right.$ and $\gamma=\left\{\begin{array}{c}m-2, \quad m \geq 3 \\ 0, \quad m<3 .\end{array}\right.$
Proof. Consider the function

$$
\begin{equation*}
\varphi(t, \lambda):=\frac{1}{\mu(t)}\left[S^{\sigma}(t, \lambda) C(t, \lambda)-S(t, \lambda) C^{\sigma}(t, \lambda)\right] \tag{13}
\end{equation*}
$$

It is clear that

$$
\varphi(t, \lambda):=\left[S^{\Delta}(t, \lambda) C(t, \lambda)-S(t, \lambda) C^{\Delta}(t, \lambda)\right]=W[C(t, \lambda), S(t, \lambda)]
$$

and it is the solution of initial value problem

$$
\begin{aligned}
\varphi^{\Delta}(t) & =-q(t) S^{\sigma}(t, \lambda) \\
\varphi(a) & =1
\end{aligned}
$$

Therefore, we can obtain the following relations

$$
\begin{align*}
\varphi^{\sigma}(t, \lambda) & =\varphi(t, \lambda)-\mu(t) q(t) S^{\sigma}(t, \lambda)  \tag{14}\\
\varphi^{\rho}(t, \lambda) & =\varphi(t, \lambda)+\mu^{\rho}(t) q(\rho(t)) S(t, \lambda) \tag{15}
\end{align*}
$$

By using (9), (10), (14) and (15), the proof is completed.

Corollary 2. i) $\operatorname{deg}\left(S^{\sigma}(\alpha, \lambda) C(\alpha, \lambda)-S(\alpha, \lambda) C^{\sigma}(\alpha, \lambda)\right)<\operatorname{deg} C(\alpha, \lambda) S^{\sigma}(\beta, \lambda)$,
ii) $\operatorname{deg}\left(S^{\sigma}(\beta, \lambda) C(\beta, \lambda)-S(\beta, \lambda) C^{\sigma}(\beta, \lambda)\right)<\operatorname{deg} C(\alpha, \lambda) S^{\sigma}(\beta, \lambda)$.

The next theorem gives the number of eigenvalues of the problem (1)-(3) on $\mathbb{T}$. Recall $n=m+r+1$ denotes the number of elements of $\mathbb{T}$ and put $A=\left(\begin{array}{cc}a_{11} \mu(\alpha)-a_{12} & b_{11} \mu(\alpha)-b_{12} \\ a_{22} & b_{22}\end{array}\right)$.

Theorem 2. If $\operatorname{det} A \neq 0$, the problem (1)-(3) has exactly $n-2$ many eigenvalues with multiplications, otherwise the eigenvalues-number of (1)-(3) is least than $n-2$.
$\qquad$
$\qquad$


where $\varepsilon$ is sufficiently small number. There exist some positive constants $C_{\varepsilon}$ such that, $\left|\lambda^{2} \frac{\sin 2 \sqrt{\lambda}(\beta-\delta)}{\sqrt{\lambda}}\right| \geq C_{\varepsilon}|\lambda|^{3 / 2} \exp 2|\tau|\left(\beta-\delta_{2}\right)$ for sufficiently large $\lambda \in \partial G_{n}$. Therefore, by applying Rouche's theorem to (21) on $G_{n}$, we can show that (20) holds for sufficiently large $n$.

Remark 2. Since $\mu(\alpha)=0$ in the considered time scale, the term $a_{22} b_{12}-a_{12} b_{22}$ is not another than $\operatorname{det} A$ in section 3.
5.

In this paper, we give some spectral properties of a boundary value problem generated by the Sturm-Liouville equation with a frozen argument and with nonseparated boundary conditions on time scales. We focus on two different time scales: a finite set and a union of two discrete closed intervals. On the finite set, we obtain a formulation for some solutions, characteristic function and the eigenvaluesnumber of the problem. On the other time scale, we give some properties and an asymptotic formula for eigenvalues.
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#### Abstract

Given a real bounded sequence $x=\left(x_{j}\right)$ and an infinite matrix $A=\left(a_{n j}\right)$ the Knopp core theorem is equivalent to study the inequality $\lim \sup A x \leq \lim \sup x$. Recently Fridy and Orhan [6] have considered some variants of this inequality by replacing $\lim \sup x$ with statistical limit superior st $-\lim \sup x$. In the present paper we examine similar type of inequalities by employing a power series method $P$, a non-matrix sequence-to-function transformation, in place of $A=\left(a_{n j}\right)$.


## 1. Introduction

In order to investigate the effect of matrix transformations upon the derived set of a sequence $x=\left(x_{j}\right)$, Knopp 10 introduced the idea of the core of $x$ and proved the well-known Core Theorem. This is equivalent to study the inequality $\lim \sup A x \leq \lim \sup x$ for the finite matrix and bounded sequences $x=\left(x_{j}\right)$ where $A x:={ }_{j=0}^{\infty} a_{n j} x_{j}(12,15)$. Based on the recently introduced concept of a statistical cluster point [6, a definition is given for the statistical core by Fridy and Orhan 7. They have also determined a class of regular matrices for which the inequality $\lim \sup A x \leq s t-\lim \sup x$ holds for real bounded sequences.

In the present paper, we consider similar type of inequalities by replacing the sequence to sequence transformation with a power series method which is a sequence to function transformation.

Recall that the core of the sequence $x=\left(x_{j}\right)$ is the closed convex hull of the set of limit points of the sequence $x=\left(x_{j}\right)$.

[^6]Let $\left(p_{j}\right)$ be a non-negative real sequence such that $p_{0}>0$ and the corresponding power series

$$
p(t):={ }_{j=0}^{\infty} p_{j} t^{j}
$$

has radius of convergence $R$ with $0<R \leq \infty$.
Let

$$
C_{P}:=f:\left.(-R, R) \rightarrow \mathbb{R}\right|_{0<t \rightarrow R^{-}} \frac{f(t)}{p(t)} \text { exists }
$$

and
$C_{P_{p}}:=x=\left(x_{j}\right): p_{x}(t):={ }_{j=0}^{\infty} p_{j} t^{j} x_{j}$ has radius of convergence $\geq R$ and $p_{x} \in C_{p}$
The functional $P-\lim : C_{P_{p}} \rightarrow \mathbb{R}$ defined by

$$
P-\lim x=\lim _{0<t \rightarrow R^{-}} \frac{1}{p(t)}_{j=0}^{\infty} p_{j} t^{j} x_{j}
$$

is called a power series method and the sequences $x=\left(x_{j}\right)$ is said to be $P$ convergent. The method $P$ is regular if and only if $\lim _{0<t \rightarrow R^{-}} \frac{p_{j} t^{j}}{p(t)}=0$ for every $j$ (see, e.g. $\sqrt{2}$ ). We note that the Abel method is a particular case of a power series method (17).

From now on we assume that $t \in(0, R)$ and $0<R \leq \infty$.
In the subsequent sections we give some inequalities by relating $\limsup _{t \rightarrow R^{-}} \frac{p_{x}(t)}{p(t)}$ to $\lim \sup x$ and $s t$-limsup $x$. These inequalities are motivated by those of Maddox 2, Orhan 15, and, Fridy and Orhan 7 .

## 2. An Inequaility Related to Limit Superior

Let $Q_{x}(t):=\frac{p_{x}(t)}{p(t)}$. In this section for real bounded sequences $x=\left(x_{j}\right)$, we consider the inequality

$$
\limsup _{t \rightarrow R^{-}} Q_{x}(t) \leq \limsup _{j} x_{j}
$$

which may be interpreted as saying that

$$
\mathcal{K}-\text { core }\left\{Q_{x}(t)\right\} \subseteq \mathcal{K}-\operatorname{core}\{x\}
$$

where $\mathcal{K}$-core $\{x\}$ denotes the usual Knopp core of x (see,e.g., 8, p.55]). Let $\ell^{\infty}$ denote the space of all real bounded sequences and let $L(x):=\lim \sup x_{n}$ and $l(x):=\liminf _{n} x_{n}$. Now we have the following

Theorem 1. For every $x=\left(x_{j}\right) \in \ell^{\infty}$ we have

$$
\begin{equation*}
\limsup _{t \rightarrow R^{-}} Q_{x}(t) \leq \limsup _{j} x_{j} \tag{1}
\end{equation*}
$$

if and only if $P$ is regular.
Proof. Necessity. Let $x \in c$. Then by (1), we immediately get

$$
-\lim \sup (-x) \leq-\limsup _{t \rightarrow R^{-}} Q_{(-x)}(t)
$$

Combining this with (1), one can have

$$
\lim \inf x \leq \lim \inf Q_{x}(t) \leq \lim \sup Q_{x}(t) \leq \lim \sup x
$$

Since $x \in c$,

$$
\lim x=\lim _{t \rightarrow R^{-}} Q_{x}(t)
$$

is obtained, i.e., $P$ is regular.
Conversely, assume that $P$ is regular. Let $x \in \ell^{\infty}$ and $\varepsilon>0$. Then choose an index $m$ so that $x_{j}<L(x)+\varepsilon$ whenever $j \geq m$. Hence we have

$$
\begin{aligned}
{ }_{j=0}^{\infty} p_{j} t^{j} x_{j} & =p_{j<m} p_{j} t^{j} x_{j}+{ }_{j \geq m} p_{j} t^{j} x_{j} \\
& \leq\|x\|_{j<m} p_{j} t^{j}+(L(x)+\varepsilon)_{j=0}^{\infty} p_{j} t^{j} .
\end{aligned}
$$

Multiplying both sides by $\frac{1}{p(t)}$ we get

$$
\frac{1}{p(t)}_{j=0}^{\infty} p_{j} t^{j} x_{j} \leq \frac{\|x\|}{p(t)}{ }_{j<m} p_{j} t^{j}+(L(x)+\varepsilon)
$$

Taking limit superior as $t \rightarrow R^{-}$and using the regularity of $P$ one can observe that

$$
\limsup _{t \rightarrow R^{-}} Q_{x}(t) \leq L(x)+\varepsilon
$$

Since $\varepsilon>0$ is arbitrary we conclude that (1) holds, which proves the theorem.

## 3. An Inequality Concerning Statistical Limit Superior

In this section, replacing limit superior by statistical limit superior of a real bounded sequence we prove an inequality.

Following the concepts of statistical convergence and statistical cluster points of a sequence $x=\left(x_{j}\right)$, Fridy and Orhan 7 have introduced the definition of statistical limit superior and inferior.

We first recall some terminology and notation. If $K \subseteq \mathbb{N}_{0}$ and $K_{n}:=\{k \leq n: k \in K\}$ then $\left|K_{n}\right|$ denotes the cardinality of $K_{n}$. If the limit $\delta(K):=\lim _{n} \frac{1}{n+1}\left|K_{n}\right|$ exists, then we say that $K$ has a natural (asymptotic) density. A sequence $x=$ $\left(x_{j}\right)$ is statistically convergent to $L$, denoted $s t-\lim x=L$, if for every $\varepsilon>0$, $\delta\left(\left\{j:\left|x_{j}-L\right| \geq \varepsilon\right\}\right)=0$, (see, e.g., 3, 5, 14, 16).

The number $\gamma$ is called a statistical cluster point of $x=\left(x_{j}\right)$ if for every $\varepsilon>0$ the set $\left\{j:\left|x_{j}-\gamma\right|<\varepsilon\right\}$ does not have density zero ( $|6|$ ).

Note that throughout the paper the statement $\delta(K) \neq 0$ means that either $\delta(K)>0$ or $K$ does not have natural density.

Following 7 we recall the following definitions and results. For a real number sequence $x=\left(x_{j}\right)$ let $B_{x}$ denote the set:

$$
B_{x}:=\left\{b \in \mathbb{R}: \delta\left\{j: x_{j}>b\right\} \neq 0\right\} ;
$$

similarly

$$
A_{x}:=\left\{a \in \mathbb{R}: \delta\left\{j: x_{j}<a\right\} \neq 0\right\} .
$$

Then the statistical limit superior of $x$ is given by

$$
s t-\limsup x:=\quad \begin{array}{cl}
\sup B_{x} & , \text { if } B_{x} \neq \varnothing \\
-\infty & \text {, if } B_{x}=\varnothing
\end{array}
$$

Also, the statistical limit inferior of $x$ is given by

$$
s t-\liminf x:=\begin{array}{cl}
\inf A_{x} & , \text { if } A_{x} \neq \varnothing \\
\infty & , \text { if } A_{x}=\varnothing
\end{array}
$$

If $\beta:=s t-\lim \sup x$ is finite, then for every $\varepsilon>0, \delta\left\{j: x_{j}>\beta-\varepsilon\right\} \neq 0$ and $\delta\left\{j: x_{j}>\beta+\varepsilon\right\}=0$. We also have that st $-\lim \sup x \leq \lim \sup x$.

Recall that, by $W_{q}(q>0)$, we denote the space of all $x=\left(x_{j}\right)$ such that for some $L$,

$$
\frac{1}{n+1}{ }_{j=0}^{n}\left|x_{j}-L\right|^{q} \rightarrow 0 \quad, \quad(n \rightarrow \infty)
$$

If $x \in W_{q}$ then we say that $x$ is strongly Cesàro convergent with index $q$. When $q=1$ this space is denoted by $W$ and it is called the space of strong Cesàro convergent sequences ( 13 ). It is well-known that strong Cesàro convergence and statistical convergence are equivalent on bounded sequences ( $[1,3,9)$.

In order to prove an inequality relating $Q_{x}(t)$ to $s t-\lim \sup x$ we need the following result which is an analog of Theorem 1 of Maddox 13 (see also 4,11).

Note that $P$-density of $E \subseteq \mathbb{N}$ is defined by

$$
\delta_{P}(E):=\lim _{t \rightarrow R^{-}} \frac{1}{p(t)} p_{j \in E} t^{j}
$$

whenever the limit exists (see, 18 ).

Theorem 2. The power series method $P$ transforms bounded strongly convergent sequences, leaving the strong limit invariant, into the space of convergent sequences if and only if $P$ is regular and for any subset $E \subseteq \mathbb{N}$ with $\delta(E)=0$ implies that

$$
\begin{equation*}
\delta_{P}(E)=0 \tag{2}
\end{equation*}
$$

Proof. Sufficiency. Let $x \in \ell^{\infty}$ and strongly convergent to $L$. In order to prove the sufficiency it is enough to show that

$$
\begin{equation*}
\lim _{t \rightarrow R^{-}} \frac{1}{p(t)}_{j=0}^{\infty} p_{j} t^{j}\left|x_{j}-L\right|=0 \tag{3}
\end{equation*}
$$

Let $\varepsilon>0$ and let $E_{\varepsilon}:=\left\{j \in \mathbb{N}:\left|x_{j}-L\right| \geq \varepsilon\right\}$.
Since $x=\left(x_{j}\right)$ bounded and strongly convergent to $L$, it is statistically convergent to $L$ (see 3, 9). Hence $\delta\left(E_{\varepsilon}\right)=0$. This implies, by the hypothesis that, $\delta_{P}\left(E_{\varepsilon}\right)=0$. From

$$
\begin{aligned}
\frac{1}{p(t)}_{j=0}^{\infty} p_{j} t^{j}\left|x_{j}-L\right| & =\frac{1}{p(t)} p_{j \in E_{\varepsilon}} p^{j}\left|x_{j}-L\right|+\frac{1}{p(t)} p_{j \in E_{\varepsilon}^{c}} p_{j}^{j}\left|x_{j}-L\right| \\
& \leq \sup _{j}\left|x_{j}-L\right| \frac{1}{p(t)} \underset{j \in E_{\varepsilon}}{ } p_{j} t^{j}+\varepsilon,
\end{aligned}
$$

we have

$$
\left.\begin{array}{rl}
\lim _{t \rightarrow R^{-}} \frac{1}{p(t)} & p_{j=0}^{\infty} p_{j} t^{j}\left|x_{j}-L\right|
\end{array}\right)\|x-L e\|_{\infty} \frac{1}{p(t)} p_{j \in E_{\varepsilon}} t^{j}+\varepsilon .
$$

because

$$
\left.\delta_{P}\left(E_{\varepsilon}\right)\right):=\lim _{t \rightarrow R^{-}} \frac{1}{p(t)} p_{j \in E_{\varepsilon}} p_{j} t^{j}=0
$$

We obtain that (3) is true.
Necessity. Note that any convergent sequence is statistically convergent to the same value. Since statistical convergence and strong Cesàro convergence are equivalent on the space of bounded sequences, we observe that P is regular. Assume now that there is a subset $E \subseteq \mathbb{N}$ with $\delta(E)=0$ such that (2) fails. This implies that $E$ is an infinite set.

So we may write $E=\left\{k_{j}: j \in \mathbb{N}\right\}=\left\{k_{1}, k_{2}, \ldots\right\}$. Since the continuous method is regular the corresponding matrix method is also regular. Hence by the Schur theorem there exists a bounded sequences $z=z_{k_{1}}, z_{k_{2}}, \ldots z_{k_{j}}, \ldots$ which is not summable by the regular matrix method. Now define a bounded sequence, $x=\left(x_{k}\right)$ as follows: $x_{k}=z_{k}$ if $k=k_{j}(j=0,1,2, \ldots)$ and $x_{k}=0$ otherwise. Since $\delta(E)=0$,
it follows from the fact that

$$
\begin{aligned}
\frac{1}{n+1}{ }_{k=0}^{n}\left|x_{k}-0\right| & =\frac{1}{n+1}_{k=0}^{n}\left|x_{k}\right| \\
& \leq \sup _{k}\left|x_{k}\right| \frac{1}{n+1}{ }_{k=0}^{n} \chi_{E}(k) \rightarrow 0, \quad(n \rightarrow \infty)
\end{aligned}
$$

i.e., the sequence $x=\left(x_{k}\right)$ is a bounded statistically convergent sequence which is not summable by the regular discrete method. So it is not summable by the continuous method either. This contradicts the hypothesis.

In the rest of the paper we use the following notation:

$$
\alpha(x):=s t-\liminf x \text { and } \beta(x):=s t-\lim \sup x
$$

Theorem 3. For every $x=\left(x_{k}\right) \in \ell^{\infty}$ we have

$$
\begin{equation*}
\limsup _{t \rightarrow R^{-}} Q_{x}(t) \leq s t-\lim \sup x \tag{4}
\end{equation*}
$$

if and only if $P$ is regular and that (2) holds.
Proof. Let $x \in \ell^{\infty}$. Suppose that (4) holds. Since $\beta(x) \leq \lim \sup x$ it follows from (4) and Theorem 1 that $P$ is regular. On the other hand (4) implies that

$$
\begin{equation*}
-\beta(-x) \leq \liminf _{t \rightarrow R^{-}} Q_{x}(t) \leq \limsup _{t \rightarrow R^{-}} Q_{x}(t) \leq \beta(x) \tag{5}
\end{equation*}
$$

If $x=\left(x_{k}\right)$ is a bounded statistically convergent sequence, (5) implies that

$$
P-\lim x=s t-\lim x
$$

Hence by Theorem 2, we observe that (2) holds.
Conversely, assume $P$ is regular and (2) holds. Let $x$ be bounded. Then $\beta(x)$ is finite. Given $\varepsilon>0$ let $E:=\left\{k \in \mathbb{N}: x_{j}>\beta(x)+\varepsilon\right\}$. Hence $\delta(E)=0$ and if $k \notin E$ then $x_{j} \leq \beta(x)+\varepsilon$.

For a fixed positive integer $m$ we write

$$
\begin{aligned}
Q_{x}(t) & =\frac{1}{p(t)} p_{j<m}^{j t^{j} x_{j}+\frac{1}{p(t)}} p_{j \geq m}^{j \geq m} p_{j} t^{j} x_{j} \\
& \leq\|x\| \frac{1}{p(t)} \underset{\substack{j<m}}{ } p_{j} t^{j}+\frac{1}{p(t)} \underset{\substack{j \geq m \\
j \notin E}}{ } p_{j} t^{j} x_{j}+\frac{1}{p(t)} \underset{\substack{j \geq m \\
j \in E}}{\infty} p_{j} t^{j} x_{j} \\
& \leq\|x\| \frac{1}{p(t)} \underset{j<m}{\infty} p_{j} t^{j}+(\beta(x)+\varepsilon)^{p(t)} p_{j=0}^{j}+\|x\| \frac{1}{p(t)} \underset{j \in E}{ } p_{j} t^{j}
\end{aligned}
$$

Taking the limit superior as $t \rightarrow R^{-}$and using the regularity of $P$ we get that

$$
\limsup _{t \rightarrow R^{-}} Q_{x}(t) \leq(\beta(x)+\varepsilon)+\|x\| \delta_{P}(E)
$$

Recall that $\delta_{P}(E)=0$ by (2). Since $\varepsilon$ is arbitrary we conclude that (4) holds. This proves the theorem.
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#### Abstract

In this work, we present some Hardy-type integral inequalities for $0<p<1$ via a second parameter $q>0$ with sharp constant. These inequalities are new generalizations to the inequalities given bellow.


## 1. Introduction

It is well-known that for $L^{p}$ spaces with $0<p<1$, the Hardy inequality is not satisfied for arbitrary non-negative functions, but is satisfied for non-negative monotone functions. Moreover the sharp constant was found in the Hardy typeinequality for non-negative monotone functions ( see 4 for more details). Namely the following statement was proved there.

Theorem 1. Let $0<p<1$ :

- If $-\frac{1}{p}<\alpha<1-\frac{1}{p}$, then for all functions $f$ non-negative and non-increasing on $(0,+\infty)$

$$
\begin{equation*}
\left\|x^{\alpha}(H f)(x)\right\|_{L^{p}(0,+\infty)} \leq\left(1-\frac{1}{p}-\alpha\right)^{-\frac{1}{p}}\left\|x^{\alpha} f(x)\right\|_{L^{p}(0,+\infty)} \tag{1}
\end{equation*}
$$

[^7]- If $\alpha<-\frac{1}{p}$, then for all functions $f$ non-negative and non-decreasing on ( $0,+\infty$ )

$$
\begin{equation*}
\left\|x^{\alpha}(H f)(x)\right\|_{L^{p}(0,+\infty)} \leq(p \beta(p,-\alpha p))^{\frac{1}{p}}\left\|x^{\alpha} f(x)\right\|_{L^{p}(0,+\infty)} \tag{2}
\end{equation*}
$$

- If $\alpha>1-\frac{1}{p}$, then for all functions $f$ non-negative and non-increasing on $(0,+\infty)$

$$
\begin{equation*}
\left\|x^{\alpha}(\widetilde{H} f)(x)\right\|_{L^{p}(0,+\infty)} \leq(p \beta(p, \alpha p+1-p))^{\frac{1}{p}}\left\|x^{\alpha} f(x)\right\|_{L^{p}(0,+\infty)} \tag{3}
\end{equation*}
$$

Here

$$
(H f)(x)=\frac{1}{x} \int_{0}^{x} f(t) d t, \quad(\tilde{H} f)(x)=\frac{1}{x} \int_{x}^{\infty} f(t) d t
$$

$\beta(u, v)=\int_{0}^{1} t^{u-1}(1-t)^{v-1} d t$ is the Euler-Beta function.
The constants in the inequalities (1), (2), (3) are sharp.
In 2012 W.T. Sulaiman 5 extended Hardy's integral inequality as follows.
Theorem 2. If $f \geq 0, g>0, x^{-1} g(x)$ is non-decreasing $p>1,0<a<1$ and $F(x)=\int_{0}^{x} f(t) d t$, then

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{F(x)}{g(x)}\right)^{p} d x \leq \frac{1}{a(p-1)(1-a)^{p-1}} \int_{0}^{\infty}\left(\frac{x f(x)}{g(x)}\right)^{p} d x \tag{4}
\end{equation*}
$$

in particular if $a=\frac{1}{p}, g(x)=x$, we obtain Hardy's inequality.
Moreover he proved the reverse inequality.
Theorem 3. If $f \geq 0, g>0, x^{-1} g(x)$ is non-increasing $0<p<1, a>0$ and $F(x)=\int_{0}^{x} f(t) d t$, then

$$
\begin{equation*}
\int_{0}^{\infty}\left(\frac{F(x)}{g(x)}\right)^{p} d x \geq \frac{1}{a(1-p)(1+a)^{p-1}} \int_{0}^{\infty}\left(\frac{x f(x)}{g(x)}\right)^{p} d x \tag{5}
\end{equation*}
$$

The following Lemmas were established in 4 .
Lemma 1. Let $0<p<1,-\infty<a<b \leq+\infty$ and $f$ a non- negative nonincreasing function on $(a, b)$, then

$$
\begin{equation*}
\left(\int_{a}^{b} f(x) d x\right)^{p} \leq p \int_{a}^{b} f^{p}(x)(x-a)^{p-1} d x \tag{6}
\end{equation*}
$$

Lemma 2. Let $0<p<1,-\infty \leq a<b<+\infty$ and $f$ a non- negative nondecreasing function on $(a, b)$, then

$$
\begin{equation*}
\left(\int_{a}^{b} f(x) d x\right)^{p} \leq p \int_{a}^{b} f^{p}(x)(b-x)^{p-1} d x \tag{7}
\end{equation*}
$$

The factor $p$ is the best possible in inequalities (6) and (7).
About the Hardy inequality, its history and some related results one can consult 1, 2, 3,6 and 7 .

The aim of this work is includes two objectives, first the power weight function $x^{\alpha}$ in Theorem 1 is replaced by $g(x)$, where $x^{-\alpha} g(x)$ is non-decreasing or non-increasing function and we give a new some Hardy-type integral inequalities with sharp constant. The second objective is to present some generalizations for the weighted Hardy operator with $0<p<1$. Moreover we introduce a second parameter $q>0$ for these generalizations.

## 2. Main Results

In this section, we present our results. We assume that $f$ and $g$ are nonnegative Lebesgue measurable functions on $(0,+\infty)$.

Theorem 4. Let $0<p<1, q>0, g>0$ and the function $x^{\alpha} g(x)$ is non-decreasing for $-\frac{1}{q}<\alpha<\frac{p-1}{q}$, then for all non-negative non-increasing function $f$ we have

$$
\begin{equation*}
\int_{0}^{\infty} \frac{(H f)^{p}(x)}{g^{q}(x)} d x \leq \frac{p}{p-\alpha q-1} \int_{0}^{\infty} \frac{f^{p}(x)}{g^{q}(x)} d x . \tag{8}
\end{equation*}
$$

The constant in (8) is sharp.
Proof.
Since $f$ is non-increasing, then by Lemma 1 we get

$$
\begin{aligned}
\int_{0}^{\infty} \frac{(H f)^{p}(x)}{g^{q}(x)} d x & =\int_{0}^{\infty} x^{-p} g^{-q}(x)\left(\int_{0}^{x} f(t) d t\right)^{p} d x \\
& \leq p \int_{0}^{\infty} x^{-p} g^{-q}(x)\left(\int_{0}^{x} f^{p}(t) t^{p-1} d t\right) d x \\
& =p \int_{0}^{\infty} t^{p-1} f^{p}(t)\left(\int_{t}^{+\infty} x^{-p} g^{-q}(x) d x\right) d t \\
& \leq p \int_{0}^{\infty} t^{p-1} f^{p}(t)\left(\frac{t^{-\alpha}}{g(t)}\right)^{q}\left(\int_{t}^{+\infty} x^{-p+\alpha q} d x\right) d t \\
& =\frac{p}{p-\alpha q-1} \int_{0}^{\infty} t^{p-1} f^{p}(t) \frac{t^{-\alpha q}}{g^{q}(t)} t^{-p+\alpha q+1} d t \\
& =\frac{p}{p-\alpha q-1} \int_{0}^{\infty} \frac{f^{p}(t)}{g^{q}(t)} d t
\end{aligned}
$$

To proof that $\frac{p}{p-\alpha q-1}$ is the best possible, we put $g(x)=x^{-\alpha}$ and

$$
f(x)= \begin{cases}1 & \text { if } x \in(0, \xi) \\ 0 & \text { if } x \in(\xi,+\infty)\end{cases}
$$

Let RHS and LHS respectively be the right hand side and the left hand side of the inequality (8), then

$$
\begin{aligned}
R H S & =\int_{0}^{\infty} x^{\alpha q-p}\left(\int_{0}^{x} f(t) d t\right)^{p} d x \\
& =\frac{\xi^{\alpha q+1}}{\alpha q+1}
\end{aligned}
$$

and

$$
\begin{aligned}
L H S & =\frac{p}{p-\alpha q-1} \int_{0}^{\xi} x^{\alpha q} d x \\
& =\frac{p}{p-\alpha q-1} \frac{\xi^{\alpha q+1}}{\alpha q+1}
\end{aligned}
$$

Using $q=p$ in the Theorem 4, we get the following Corollary.
Corollary 1. Let $0<p<1, g>0$ and the function $x^{\alpha} g(x)$ is non-decreasing for $-\frac{1}{p}<\alpha<\frac{p-1}{p}$, then for all non-negative non-increasing function $f$ we have

$$
\begin{equation*}
\left\|\frac{(H f)(x)}{g(x)}\right\|_{L^{p}(0,+\infty)} \leq\left(1-\alpha-\frac{1}{p}\right)^{-\frac{1}{p}}\left\|\frac{f(x)}{g(x)}\right\|_{L^{p}(0,+\infty)} \tag{9}
\end{equation*}
$$

The constant $\left(1-\alpha-\frac{1}{p}\right)^{-\frac{1}{p}}$ is sharp.
Remark 1. If we take $g(x)=x^{-\alpha}$ in the inequality (9), we obtain the inequality (1).

Theorem 5. Let $0<p<1, q>0, g>0$ and the function $x^{\alpha} g(x)$ is non-decreasing for $\alpha<-\frac{1}{q}$, then for all non-negative non-decreasing function $f$ we have

$$
\begin{equation*}
\int_{0}^{\infty} \frac{(H f)^{p}(x)}{g^{q}(x)} d x \leq p \beta(p,-\alpha q) \int_{0}^{\infty} \frac{f^{p}(x)}{g^{q}(x)} d x \tag{10}
\end{equation*}
$$

where $\beta$ is the Euler-Beta function. The constant in (10) is sharp.

Proof.
By using the Lemma 2, we get

$$
\begin{aligned}
\int_{0}^{\infty} \frac{(H f)^{p}(x)}{g^{q}(x)} d x & =\int_{0}^{\infty} x^{-p} g^{-q}(x)\left(\int_{0}^{x} f(t) d t\right)^{p} d x \\
& \leq p \int_{0}^{\infty} x^{-p} g^{-q}(x)\left(\int_{0}^{x} f^{p}(t)(x-t)^{p-1} d t\right) d x \\
& =p \int_{0}^{\infty} f^{p}(t)\left(\int_{t}^{+\infty} x^{-p} g^{-q}(x)(x-t)^{p-1} d x\right) d t \\
& \leq p \int_{0}^{\infty} f^{p}(t)\left(\frac{t^{-\alpha}}{g(t)}\right)^{q}\left(\int_{t}^{+\infty} x^{\alpha q-p}(x-t)^{p-1} d x\right) d t
\end{aligned}
$$

Using the change of variable $z=\frac{t}{x}$, then

$$
\begin{aligned}
\int_{t}^{+\infty} x^{\alpha q-p}(x-t)^{p-1} d x & =\int_{0}^{1}\left(\frac{t}{z}\right)^{\alpha q-p}\left(\frac{t}{z}-t\right)^{p-1} \frac{t}{z^{2}} d z \\
& =t^{\alpha q} \int_{0}^{1} z^{-\alpha q-1}(1-z)^{p-1} d z \\
& =t^{\alpha q} \beta(p,-\alpha q)
\end{aligned}
$$

therefore

$$
\int_{0}^{\infty} \frac{(H f)^{p}(x)}{g^{q}(x)} d x \quad \leq p \beta(p,-\alpha q) \int_{0}^{\infty}\left(\frac{f^{p}(t)}{g^{q}(t)}\right) d t
$$

To proof that $p \beta(p,-\alpha q)$ is the best possible, we put $g(x)=x^{-\alpha}$ and

$$
f(x)= \begin{cases}0 & \text { if } x \in(0, \xi) \\ 1 & \text { if } x \in(\xi,+\infty)\end{cases}
$$

Let RHS and LHS respectively be the right side and the left side of the inequality (10), then

$$
\begin{aligned}
R H S & =\int_{\xi}^{\infty} x^{\alpha q-p}\left(\int_{\xi}^{x} f(t) d t\right)^{p} d x \\
& =\int_{\xi}^{\infty} x^{\alpha q-p}(x-\xi)^{p} d x
\end{aligned}
$$

let $\mu=\frac{\xi}{x}$, then we get

$$
\begin{aligned}
R H S & =\xi^{\alpha q+1} \int_{0}^{1} \mu^{-\alpha q-2}(1-\mu)^{p} d \mu \\
& =\xi^{\alpha q+1} \beta(p+1,-\alpha q-1) \\
& =\frac{p}{|\alpha q+1|} \xi^{\alpha q+1} \beta(p,-\alpha q)
\end{aligned}
$$

On another side

$$
\begin{aligned}
L H S & =p \beta(p,-\alpha q) \int_{\xi}^{+\infty} x^{\alpha q} d x \\
& =p \beta(p,-\alpha q) \frac{1}{|\alpha q+1|} \xi^{\alpha q+1} .
\end{aligned}
$$

If we set $q=p$ in the Theorem 5 we get the following Corollary.

Corollary 2. Let $0<p<1, g>0$ and the function $x^{\alpha} g(x)$ is non-decreasing for $\alpha<-\frac{1}{q}$, then for all non-negative non-decreasing function $f$ we have

$$
\begin{equation*}
\left\|\frac{(H f)(x)}{g(x)}\right\|_{L^{p}(0,+\infty)} \leq(p \beta(p,-\alpha p))^{\frac{1}{p}}\left\|\frac{f(x)}{g(x)}\right\|_{L^{p}(0,+\infty)} . \tag{11}
\end{equation*}
$$

The constant $(p \beta(p,-\alpha p))^{\frac{1}{p}}$ is sharp.

Remark 2. If we take $g(x)=x^{-\alpha}$ in the inequality (11), we obtain the inequality (2).

Theorem 6. Let $0<p<1, q>0, g>0$ and the function $x^{\alpha} g(x)$ is non-increasing for $\alpha>\frac{p-1}{q}$, then for all non-negative non-increasing function $f$ we have

$$
\begin{equation*}
\int_{0}^{\infty} \frac{(\widetilde{H f})^{p}(x)}{g^{q}(x)} d x \leq p \beta(p, \alpha q+1-p) \int_{0}^{\infty} \frac{f^{p}(x)}{g^{q}(x)} d x \tag{12}
\end{equation*}
$$

the constant in (12) is sharp.

Proof.
By applying the Lemma 1 we obtain

$$
\begin{aligned}
\int_{0}^{\infty} \frac{(\widetilde{H f})^{p}(x)}{g^{q}(x)} d x & =\int_{0}^{\infty} x^{-p} g^{-q}(x)\left(\int_{x}^{\infty} f(t) d t\right)^{p} d x \\
& \leq p \int_{0}^{\infty} x^{-p} g^{-q}(x)\left(\int_{x}^{\infty} f^{p}(t)(t-x)^{p-1} d t\right) d x \\
& =p \int_{0}^{\infty} f^{p}(t)\left(\int_{0}^{t} x^{-p} g^{-q}(x)(t-x)^{p-1} d x\right) d t \\
& \leq p \int_{0}^{\infty} f^{p}(t)\left(\frac{t^{-\alpha}}{g(t)}\right)^{q}\left(\int_{0}^{t} x^{\alpha q-p}(t-x)^{p-1} d x\right) d t
\end{aligned}
$$

Using the change of variable $\nu=\frac{t-x}{t}$, then

$$
\begin{aligned}
\int_{0}^{t} x^{\alpha q-p}(t-x)^{p-1} d x & =\int_{0}^{1}[(1-\nu) t]^{\alpha q-p}(\nu t)^{p-1} t d \nu \\
& =t^{\alpha q} \int_{0}^{1} \nu^{p-1}(1-\nu)^{\alpha q-p} d \nu \\
& =t^{\alpha q} \beta(p, \alpha q-p+1)
\end{aligned}
$$

thus

$$
\int_{0}^{\infty} \frac{(\widetilde{H f})^{p}(x)}{g^{q}(x)} d x \quad \leq p \beta(p, \alpha q-p+1) \int_{0}^{\infty}\left(\frac{f^{p}(t)}{g^{q}(t)}\right) d t
$$

The proof that $p \beta(p, \alpha q-p+1)$ is sharp, is similar to that of Theorem 5 with the function $f$ defined as follows

$$
f(x)= \begin{cases}1 & \text { if } x \in(0, \xi) \\ 0 & \text { if } x \in(\xi,+\infty)\end{cases}
$$

If we put $q=p$ in the Theorem 6, we have the following Corollary.
Corollary 3. Let $0<p<1, g>0$ and the function $x^{\alpha} g(x)$ is non-increasing for $\alpha<-\frac{1}{q}$, then for all non-negative non-increasing function $f$ we have

$$
\begin{equation*}
\left\|\frac{(\widetilde{H f})(x)}{g(x)}\right\|_{L^{p}(0,+\infty)} \leq(p \beta(p, \alpha p+1-p))^{\frac{1}{p}}\left\|\frac{f(x)}{g(x)}\right\|_{L^{p}(0,+\infty)} \tag{13}
\end{equation*}
$$

The constant $(p \beta(p, \alpha p+1-p))^{\frac{1}{p}}$ is sharp.
Remark 3. If we take $g(x)=x^{-\alpha}$ in the inequality (13), we obtain the inequality (3).

In the second part of this work, we consider Theorems 2 and 3 for weighted Lebesgue space. Let $0<p<\infty$, the weighted Lebesgue space $L_{w}^{p}(0, \infty)$ is the space of all Lebesgue measurable functions $f$ such that

$$
\begin{equation*}
\|f\|_{L_{w}^{p}(0, \infty)}=\left(\int_{0}^{\infty}|f(t)|^{p} w(t) d t\right)^{\frac{1}{p}}<\infty \tag{14}
\end{equation*}
$$

where $w$ is the weight function (Lebesgue measurable and positive on $(0, \infty)$ ).
Theorem 7. Let $f \geq 0, g>0,0<p<1,0<\alpha<1$. If the function $\frac{w(x)}{g^{p}(x)}$ is non-increasing, then

$$
\begin{equation*}
\left\|\frac{(H f)(x)}{g(x)}\right\|_{L_{w}^{p}(0, \infty)} \leq C_{1}\left\|\frac{f(x)}{g(x)}\right\|_{L_{w}^{p}(0, \infty)} \tag{15}
\end{equation*}
$$

where the constant $C_{1}=\frac{1}{1-\alpha}$ is sharp.
Proof.
By using Holder's inequality, we have

$$
\begin{aligned}
\left\|\frac{(H f)(x)}{g(x)}\right\|_{L_{w}^{p}(0, \infty)}^{p} & =\int_{0}^{\infty} \frac{(H f)^{p}(x)}{g^{p}(x)} w(x) d x \\
& =\int_{0}^{\infty} \frac{g^{-p}(x)}{x^{p}}\left(\int_{0}^{x} f(t) t^{\alpha\left(1-\frac{1}{p}\right)} t^{\alpha\left(\frac{1}{p}-1\right)} d t\right)^{p} w(x) d x \\
& \leq \int_{0}^{\infty} \frac{g^{-p}(x)}{x^{p}} w(x)\left(\int_{0}^{x} t^{\alpha(p-1)} f^{p}(t) d t\right)\left(\int_{0}^{x} t^{-\alpha} d t\right)^{p} d x \\
& =\left(\frac{1}{1-\alpha}\right)^{p-1} \int_{0}^{\infty} \frac{x^{\alpha(p-1)-1}}{g^{p}(x)} w(x)\left(\int_{0}^{x} t^{\alpha(p-1)} f^{p}(t) d t\right) d x \\
& =\left(\frac{1}{1-\alpha}\right)^{p-1} \int_{0}^{\infty} t^{\alpha(p-1)} f^{p}(t)\left(\int_{t}^{\infty} \frac{x^{\alpha(p-1)-1}}{g^{p}(x)} w(x) d x\right) d t \\
& =\left(\frac{1}{1-\alpha}\right)^{p-1} \int_{0}^{\infty} \frac{f^{p}(t)}{g^{p}(t)} w(t) K(t) d t
\end{aligned}
$$

where

$$
K(t)=\left[\frac{t^{\alpha(p-1)} g^{p}(t)}{w(t)}\left(\int_{t}^{\infty} \frac{x^{\alpha(p-1)-1}}{g^{p}(x)} w(x) d x\right)\right]
$$

Now we proof that $K(t)$ is finite for all $t>0$. From the assumption $\frac{w(x)}{g^{p}(x)}$ is non-increasing, we deduce that

$$
\begin{aligned}
\int_{t}^{\infty} \frac{x^{\alpha(p-1)-1}}{g^{p}(x)} w(x) d x & \leq \frac{w(t)}{g^{p}(t)} \int_{t}^{\infty} x^{\alpha(p-1)-1} d x \\
& =\frac{w(t)}{g^{p}(t)} \frac{t^{\alpha(p-1)}}{\alpha(1-p)}
\end{aligned}
$$

hence

$$
\text { for all } t>0, K(t)<\infty
$$

Thus

$$
\begin{aligned}
\left\|\frac{(H f)(x)}{g(x)}\right\|_{L_{w}^{p}(0, \infty)}^{p} & \leq \frac{\sup _{t>0} K(t)}{(1-\alpha)^{p-1}}\left\|\frac{f(x)}{g(x)}\right\|_{L_{w}^{p}(0, \infty)} \\
& =C^{p}\left\|\frac{f(x)}{g(x)}\right\|_{L^{p}(0,+\infty)}^{p}
\end{aligned}
$$

To proof that $C_{1}=\left(\frac{1}{1-\alpha}\right)$ is the best possible, taking $f(x)=x^{-\alpha}$, this gives us $(H f)(x)=\frac{1}{1-\alpha} x^{-\alpha}$ and

$$
\begin{aligned}
\left\|\frac{(H f)(x)}{g(x)}\right\|_{L_{w}^{p}(0, \infty)}^{p} & =\frac{1}{(1-\alpha)^{p}} \int_{0}^{\infty}\left(\frac{1}{x^{\alpha} g(x)}\right)^{p} w(x) d x \\
\left\|\frac{f(x)}{g(x)}\right\|_{L_{w}^{p}(0, \infty)}^{p} & =\int_{0}^{\infty}\left(\frac{1}{x^{\alpha} g(x)}\right)^{p} w(x) d x
\end{aligned}
$$
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# COMBINATORIAL RESULTS OF COLLAPSE FOR ORDER-PRESERVING AND ORDER-DECREASING TRANSFORMATIONS 

Emrah KORKMAZ<br>Department of Mathematics, Çukurova University, Adana, TURKEY

$$
\begin{aligned}
& \text { AbSTRACT. The full transformation semigroup } \mathcal{T}_{n} \text { is defined to consist of } \\
& \text { all functions from } X_{n}=\{1, \ldots, n\} \text { to itself, under the operation of com- } \\
& \text { position. In } 9 \text {, for any } \alpha \text { in } \mathcal{T}_{n} \text {, Howie defined and denoted collapse by } \\
& c(\alpha)=\bigcup_{t \in i m(\alpha)}\left\{t \alpha^{-1}:\left|t \alpha^{-1}\right| \geq 2\right\} \text {. Let } \mathcal{O}_{n} \text { be the semigroup of all order- } \\
& \text { preserving transformations and } \mathcal{C}_{n} \text { be the semigroup of all order-preserving } \\
& \text { and decreasing transformations on } X_{n} \text { under its natural order, respectively. } \\
& \text { Let } E\left(\mathcal{O}_{n}\right) \text { be the set of all idempotent elements of } \mathcal{O}_{n}, E\left(\mathcal{C}_{n}\right) \text { and } N\left(\mathcal{C}_{n}\right) \\
& \text { be the sets of all idempotent and nilpotent elements of } \mathcal{C}_{n} \text {, respectively. Let } \\
& U \text { be one of }\left\{\mathcal{C}_{n}, N\left(\mathcal{C}_{n}\right), E\left(\mathcal{C}_{n}\right), \mathcal{O}_{n}, E\left(\mathcal{O}_{n}\right)\right\} \text {. For } \alpha \in U \text {, we consider the set } \\
& \text { im }(\alpha)=\left\{t \in \operatorname{im}(\alpha):\left|t \alpha^{-1}\right| \geq 2\right\} \text {. For positive integers } 2 \leq k \leq r \leq n \text {, we } \\
& \text { define }
\end{aligned} \begin{array}{r}
\qquad \begin{aligned}
\mathcal{U}(k) & =\left\{\alpha \in \mathcal{U}: t \in i m^{c}(\alpha) \text { and }\left|t \alpha^{-1}\right|=k\right\}, \\
\mathcal{U}(k, r) & =\left\{\alpha \in \mathcal{U}(k):\left|\bigcup_{t \in i m^{c}(\alpha)} t \alpha^{-1}\right|=r\right\} .
\end{aligned}
\end{array}
$$

The main objective of this paper is to determine $|\mathcal{U}(k, r)|$, and so $|\mathcal{U}(k)|$ for some values $r$ and $k$.

## 1. Introduction

For any non-empty finite set $X$, the set $\mathcal{T}_{X}$ of all transformations of $X$ (i.e., all maps $X$ to itself) is a semigroup under composition, and is called the full transformation semigroup on $X$. For any $n \in \mathbb{N}$, if $X=X_{n}=\{1, \ldots, n\}$, then $\mathcal{T}_{X}$ is denoted by $\mathcal{T}_{n}$. A transformation $\alpha \in \mathcal{T}_{n}$ is called order-preserving, if $x \leq y$ implies $x \alpha \leq y \alpha$ for all $x, y \in X_{n}$ and decreasing (increasing), if $x \alpha \leq x(x \alpha \geq x)$ for all $x \in X_{n}$. The subsemigroup of all order-preserving transformations in $\mathcal{T}_{n}$ is denoted by $\mathcal{O}_{n}$ and the order-decreasing transformations in $\mathcal{T}_{n}$ is denoted by $\mathcal{D}_{n}$.

[^8]The subsemigroup of all order-preserving and decreasing (increasing) transformations in $\mathcal{T}_{n}$ is denoted by $\mathcal{C}_{n}\left(\mathcal{C}_{n}^{+}\right)$i.e., $\mathcal{C}_{n}=\mathcal{O}_{n} \cap \mathcal{D}_{n}$. Umar proved that $\mathcal{D}_{n}$ and $\mathcal{D}_{n}^{+}$are isomorphic in 15, Corollary 2.7.]. Furthermore, Higgins proved that $\mathcal{C}_{n}$ and $\mathcal{C}_{n}^{+}$are isomorphic semigroups in 8, Remarks, p. 290]. For any transformation $\alpha$ in $\mathcal{T}_{n}$, the collapse, the fix, the image and the kernel are denoted and definded, respectively, by

$$
\begin{aligned}
c(\alpha) & =\bigcup_{t \in i m(\alpha)}\left\{t \alpha^{-1}:\left|t \alpha^{-1}\right| \geq 2\right\}, \quad(\alpha)=\left\{x \in X_{n}: x \alpha=x\right\} \\
i m(\alpha) & =\left\{x \alpha: x \in X_{n}\right\}, \text { and } \operatorname{ker}(\alpha)=\left\{(x, y): x \alpha=y \alpha \text { for all } x, y \in X_{n}\right\} .
\end{aligned}
$$

Given transformation $\alpha$ in $\mathcal{T}_{n}$ is called collapsible, if there exists $t \in \operatorname{im}(\alpha)$ such that $\left|t \alpha^{-1}\right| \geq 2$.

An element $e$ of a semigroup $S$ is called idempotent if $e^{2}=e$ and the set of all idempotents in $S$ is denoted by $E(S)$. An element $a$ of a finite semigroup $S$ with a zero, denoted by 0 , is called nilpotent if $a^{m}=0$ for some positive integer $m$, and furthermore, if $a^{m-1} \neq 0$, then $a$ is called an m-nilpotent element of $S$. Note that zero element is an 1-nilpotent element. The set of all nilpotent elements of $S$ is denoted by $N(S)$. It was proven a finite semigroup $S$ with zero is nilpotent when exactly the unique idempotent of $S$ is the zero element (see, [6, Proposition 8.1.2]). The reader is referred to 5 and 11 for additional details in semigroup theory.

Recall that Fibonacci sequence $\left\{f_{n}\right\}$ is defined by the recurrence relation $f_{n}=$ $f_{n-1}+f_{n-2}$ for $n \geq 3$, where $f_{1}=f_{2}=1$ (see 10). As proved in 13, Theorem 2.1], $\left|\mathcal{C}_{n}\right|=\left|\mathcal{C}_{n}^{+}\right|=C_{n}=\frac{1}{n+1}\binom{2 n}{n}$, the $n$-th Catalan number for $n \geq 1$ (see, (7). That is why $\mathcal{C}_{n}$ is also called the Catalan monoid. In 13, Proposition 2.3] and 8, Theorem 3.19], it has been shown that $\left|N\left(C_{n}\right)\right|=\left|N\left(C_{n}^{+}\right)\right|=C_{n-1}$ and $\left|E\left(\mathcal{C}_{n}\right)\right|=\left|E\left(\mathcal{C}_{n}^{+}\right)\right|=2^{n-1}$. Also, from 10, Theorem 2.1 and Theorem 2.3], we have that $\left|\mathcal{O}_{n}\right|=\binom{2 n-1}{n-1}$ and $\left|E\left(\mathcal{O}_{n}\right)\right|=f_{2 n}$.

As indicated in 5 if $\alpha \in \mathcal{C}_{n}$, we use

$$
\alpha=\left(\begin{array}{ccc}
A_{1} & \cdots & A_{r}  \tag{1}\\
a_{1} & \cdots & a_{r}
\end{array}\right)
$$

to notifty that $\operatorname{im}(\alpha)=\left\{a_{1}=1<a_{2}<\ldots<a_{r}\right\}$ and $a_{i} \alpha^{-1}=A_{i}$ for each $1 \leq i \leq r$. Furthermore, $A_{1}, A_{2}, \ldots, A_{r}$ which are pairwise disjoint subsets of $X_{n}$ are called blocks of $\alpha$. It is clear that such an $\alpha$ is an idempotent if and only if $a_{i} \in A_{i}$ for all $i$. As defined in 4 a set $K \subseteq X_{n}$ is called convex if $K$ is in the form $[i, i+t]=\{i, i+1, \ldots, i+t-1, i+t\}$. A partition $P=\left\{A_{1}, \ldots, A_{r}\right\}$ of $X_{n}$ for $1 \leq r \leq n$ is called an ordered partition, and written $P=\left(A_{1}<\cdots<A_{r}\right)$ if $x<y$ for all $x \in A_{i}$ and $y \in A_{i+1}(1 \leq i \leq r-1)$. For a given $\alpha \in \mathcal{C}_{n}$ let $\operatorname{im}(\alpha)=\left\{a_{1}=1<a_{2}<\ldots<a_{r}\right\}$ and $A_{i}=a_{i} \alpha^{-1}$ for every $1 \leq i \leq r$. Then, the set of kernel clasess of $\alpha, X_{n} / \operatorname{ker}(\alpha)=\left\{A_{1}, \ldots, A_{r}\right\}$, is an ordered convex partition of $X_{n}$. Since $N\left(\mathcal{C}_{n}\right)$ is a nilpotent subsemigroup of $\mathcal{C}_{n}$, if $\alpha \in N\left(\mathcal{C}_{n}\right)$, then $1 \alpha=2 \alpha=1$, and that $\left|1 \alpha^{-1}\right| \geq 2$.

Several authors studied certain problems concerning combinatorial aspects of semigroup theory during the years. The vast majority of papers have been written in this area such as $3,9,12,13,15,16$. The rank (minimal size of a generating set) and idempotent rank (minimal size of an idempotent generating set) of several transformations semigroups have been studied in 9,12 and 16 by using the combinatorial methods. A mapping $\alpha: \operatorname{dom}(\alpha) \subseteq X_{n} \rightarrow i m(\alpha) \subseteq X_{n}$ is called a partial transformation, and the set of all partial transformations is a semigroup under composition and denoted by $\mathcal{P}_{n}$. In the articles 1 and 14 the numbers $\left|\mathcal{T}_{n}(k, r)\right|$ and $\left|\mathcal{P}_{n}(k, r)\right|$ were calculated for $r=k=2,3$. Since then, $\mathcal{T}_{n}(k, r)$ were determined for $r=k$ for $2 \leq k \leq n$ in $[2$. In the present paper, we calculate $\left|\mathcal{C}_{n}(k, k)\right|,\left|\mathcal{C}_{n}(k, 2 k)\right|,\left|\mathcal{C}_{n}(2, n)\right|,\left|N\left(\mathcal{C}_{n}\right)(k, k)\right|,\left|N\left(\mathcal{C}_{n}\right)(k, 2 k)\right|,\left|N\left(\mathcal{C}_{n}\right)(2, n)\right|$, $\left|E\left(\mathcal{C}_{n}\right)(k, r)\right|,\left|\mathcal{O}_{n}(k, k)\right|$ and $\left|E\left(\mathcal{O}_{n}\right)(k, k)\right|$. These invariants could be interesting and useful in the study of structure of semigroups.

## 2. Collapsible elements in $\mathcal{C}_{n}$

Let $\mathcal{U}(k, r)=\mathcal{C}_{n}(k, r)$ for positive integers $2 \leq k \leq r \leq n$. Then, it is obvious that $\left|\mathcal{C}_{n}(k, r)\right|=0$ if $k$ does not divide $r$, and further $\left|\mathcal{C}_{n}(n, n)\right|=1$. Note that $1_{n}$ which denotes identity element of $\mathcal{C}_{n}$ and $\mathcal{O}_{n}$ is the only non-collapsible element of $\mathcal{C}_{n}$ and $\mathcal{O}_{n}$ then, the number of collapsible elements in $\mathcal{C}_{n}$ and $\mathcal{O}_{n}$ are $C_{n}-1$ and $\binom{2 n-1}{n-1}-1$, respectively. The proof of the next combinatorial result is easy and is omitted.

Lemma 1. For positive integers $k$ and $n$ where $1 \leq k \leq n$,

$$
\sum_{i=1}^{n-k+1}\binom{n-i}{n-k-i+1}=\binom{n}{k}
$$

Theorem 1. For positive integers $k$ and $n$ where $2 \leq k \leq n$,

$$
\left|\mathcal{C}_{n}(k, k)\right|=\binom{n}{k}
$$

Proof. For a given $\alpha \in \mathcal{C}_{n}(k, k)$ it is clear that there exists $i \in i m(\alpha)$ such that $\left|i \alpha^{-1}\right|=k$ and $\min \left(i \alpha^{-1}\right)=i$. So,

$$
\alpha=\left(\begin{array}{cccccccc}
\{1\} & \{2\} & \cdots & \{i-1\} & {[i, k+i-1]} & \{k+i\} & \cdots & \{n\} \\
1 & 2 & \cdots & i-1 & i & (k+i) \alpha & \cdots & n \alpha
\end{array}\right)
$$

where $1 \leq i \leq n-k+1$. As can be seen the above form, we choose elements of $i m(\alpha)$ from the set $[i+1, n]$ for the set $[k+i, n]$. There are $\binom{n-(i+1)+1}{n-(k+i)+1}=\binom{n-i}{n-k-i+1}$ ways to do that. This yields, there are $\binom{n-i}{n-k-i+1}$ elements in $\mathcal{C}_{n}(k, k)$ for a fixed $i$. Since $1 \leq i \leq n-k+1$, it follows directly from Lemma 1 that

$$
\left|\mathcal{C}_{n}(k, k)\right|=\sum_{i=1}^{n-k+1}\binom{n-i}{n-k-i+1}=\binom{n}{k}
$$

Our next result computes $\left|\mathcal{C}_{n}(k, 2 k)\right|$.
Proposition 1. For positive integers $k$ and $n$ where $2 \leq k \leq n$,

$$
\left|\mathcal{C}_{n}(k, 2 k)\right|=\sum_{i=1}^{n-2 k+1} \sum_{j=i+k}^{n-k+1} \sum_{l=j-k+1}^{j}\binom{l-i-1}{j-k-i}\binom{n-l}{n-k-j+1}
$$

Proof. Given $\alpha \in \mathcal{C}_{n}(k, 2 k)$, let $A_{i}=[i, k+i-1]$ and $A_{j}=[j, k+j-1]$ be any two blocks of $\alpha$ each of which contain $k$ elements. So,

$$
\alpha=\left(\begin{array}{cccccccccc}
\{1\} & \{2\} & \cdots & \{i-1\} & A_{i} & \{k+i\} & \cdots & A_{j} & \cdots & \{n\} \\
1 & 2 & \cdots & i-1 & i & (k+i) \alpha & \cdots & j \alpha & \cdots & n \alpha
\end{array}\right)
$$

where $1 \leq i \leq n-2 k+1$ and $i+k \leq j \leq n-k+1$. Let $j \alpha=l$ where $j-k+1 \leq l \leq j$. As can be seen above form, we choose elements of $\operatorname{im}(\alpha)$ from the set $[i+1, l-1]$ for the set $[k+i, j-1]$ and from the set $[l+1, n]$ for the set $[k+j, n]$. However, this can be done $\binom{l-i-1}{j-k-i}\binom{n-l}{n-k-j+1}$ ways. This yields, there are $\binom{l-i-1}{j-k-i}\binom{n-l}{n-k-j+1}$ elements in $\mathcal{C}_{n}(k, 2 k)$ for fixed $i, j$ and $l$. Since $1 \leq i \leq n-2 k+1, i+k \leq j \leq n-k+1$ and $j-k+1 \leq l \leq j$, it follows quickly that

$$
\left|\mathcal{C}_{n}(k, 2 k)\right|=\sum_{i=1}^{n-2 k+1} \sum_{j=i+k}^{n-k+1} \sum_{l=j-k+1}^{j}\binom{l-i-1}{j-k-i}\binom{n-l}{n-k-j+1}
$$

Theorem 2. For positive even integer $n \geq 2$,

$$
\left|\mathcal{C}_{n}(2, n)\right|=\frac{2}{(n+2)}\binom{n}{\frac{n}{2}}
$$

Proof. For any $\alpha \in \mathcal{C}_{n}(2, n)$, it is clear that $n$ must be even, and so $\left|\mathcal{C}_{n}(n, 2)\right|=0$ if 2 does not divide $n$. Then, the result will clearly follow if we establish a bijection between $\mathcal{C}_{n}(2, n)$ and $\mathcal{C}_{\frac{n}{2}}$. Define a map $\theta: \mathcal{C}_{n}(2, n) \rightarrow \mathcal{C}_{\frac{n}{2}}$ by $(\alpha) \theta=\alpha^{\prime}$ where

$$
\begin{cases}(2 i-1) \alpha=i \alpha^{\prime}+i-1, & i=1,2, \ldots, \frac{n}{2} \\ (2 i) \alpha=i \alpha^{\prime}+i-1, & i=1,2, \ldots, \frac{n}{2}\end{cases}
$$

that is,

$$
\begin{cases}j \alpha=\left(\frac{j+1}{2}\right) \alpha^{\prime}+\frac{j-1}{2}, & j=1,3, \ldots, n-1 ; \\ j \alpha=\frac{j}{2} \alpha^{\prime}+\frac{j-2}{2}, & j=2,4, \ldots, n .\end{cases}
$$

This yields, $\theta$ is a well-defined bijection. Since $\left|\mathcal{C}_{\frac{n}{2}}\right|=C_{\frac{n}{2}}$, the proof is completed.

Example 1. The function $\theta: \mathcal{C}_{6}(2,6) \rightarrow \mathcal{C}_{\frac{6}{2}}$ defined as in above is a bijection. Certainly,

$$
\begin{aligned}
\mathcal{C}_{6}(2,6)= & \left\{\left(\begin{array}{ccc}
\{1,2\} & \{3,4\} & \{5,6\} \\
1 & 2 & 3
\end{array}\right),\left(\begin{array}{ccc}
\{1,2\} & \{3,4\} & \{5,6\} \\
1 & 2 & 4
\end{array}\right),\right. \\
& \left(\begin{array}{ccc}
\{1,2\} & \{3,4\} & \{5,6\} \\
1 & 2 & 5
\end{array}\right),\left(\begin{array}{ccc}
\{1,2\} & \{3,4\} & \{5,6\} \\
1 & 3 & 4
\end{array}\right), \\
& \left.\left(\begin{array}{ccc}
\{1,2\} & \{3,4\} & \{5,6\} \\
1 & 3 & 5
\end{array}\right)\right\} \text { and } \\
\mathcal{C}_{3}= & \left\{\left(\begin{array}{lll}
1 & 2 & 3 \\
1 & 1 & 1
\end{array}\right),\left(\begin{array}{ccc}
1 & 2 & 3 \\
1 & 1 & 2
\end{array}\right),\left(\begin{array}{ccc}
1 & 2 & 3 \\
1 & 1 & 3
\end{array}\right)\right. \\
& \left.\left(\begin{array}{lll}
1 & 2 & 3 \\
1 & 2 & 2
\end{array}\right),\left(\begin{array}{ccc}
1 & 2 & 3 \\
1 & 2 & 3
\end{array}\right)\right\}
\end{aligned}
$$

as wanted.
Let $\mathcal{U}(k, r)=N\left(\mathcal{C}_{n}\right)(k, r)$ for positive integers $2 \leq k \leq r \leq n$. Clearly, $\left|N\left(\mathcal{C}_{n}\right)(k, r)\right|=0$ if $k$ does not divide $r$, and also $\left|N\left(\mathcal{C}_{n}\right)(n, n)\right|=1$ and $\mid N\left(\mathcal{C}_{n}(n-\right.$ $1, n-1) \mid=n-2$. Note that $\alpha \in N\left(\mathcal{C}_{n}\right), 1 \alpha=2 \alpha=1$ and $i \alpha \leq i-1$ for all $3 \leq i \leq n$, and so the number of collapsible emenets in $N\left(\mathcal{C}_{n}\right)$ is $\left|N\left(\mathcal{C}_{n}\right)\right|=C_{n-1}$.

Lemma 2. For positive integers $k$ and $n$ where $2 \leq k \leq n$,

$$
\left|N\left(\mathcal{C}_{n}\right)(k, k)\right|=\binom{n-2}{n-k}
$$

Proof. Given $\alpha \in N\left(\mathcal{C}_{n}\right)(k, k)$, since $1 \alpha=2 \alpha=1$ and $\left|1 \alpha^{-1}\right|=k$, we have

$$
\alpha=\left(\begin{array}{ccccc}
{[1, k]} & \{k+1\} & \{k+2\} & \cdots & \{n\} \\
1 & (k+1) \alpha & (k+2) \alpha & \cdots & n \alpha
\end{array}\right) .
$$

As can be seen above form, we choose elements of $\operatorname{im}(\alpha)$ from the set $[2, n]$ for the set $[k+1, n-1]$. However, there are

$$
\left|N\left(\mathcal{C}_{n}\right)(k, k)\right|=\binom{n-2}{n-k}
$$

ways to do that, as required.
Proposition 2. For positive integers $k$ and $n$ where $2 \leq k \leq n$,

$$
\left|N\left(\mathcal{C}_{n}\right)(k, 2 k)\right|=\sum_{j=k+1}^{n-k+1} \sum_{l=2}^{j}\binom{l-2}{j-k-1}\binom{n-l}{n-k-j+1} .
$$

Proof. Given $\alpha \in N\left(\mathcal{C}_{n}\right)(k, 2 k)$, let $A_{1}=[1, k]$ and $A_{j}=[j, k+j-1]$ be any two blocks of $\alpha$ which contain $k$ elements. This yields,

$$
\alpha=\left(\begin{array}{ccccc}
A_{1} & \{k+1\} & \cdots & A_{j} & \{n\} \\
1 & (k+1) \alpha & \cdots & j \alpha & n \alpha
\end{array}\right)
$$

where $k+1 \leq j \leq n-k+1$. Let $j \alpha=l$ where $2 \leq l \leq j$. As can be seen above form, we choose element of $i m(\alpha)$ from the set $[2, l-1]$ for the set $[k+1, j-1]$ and from the set $[l+1, n]$ for the set $[k+j, n]$. However, this can be done $\binom{l-2}{j-k-1}\binom{n-l}{n-k-j-1}$ ways. This yields, there are $\binom{l-2}{j-k-1}\binom{n-l}{n-k-j-1}$ elements in $N\left(\mathcal{C}_{n}\right)(k, 2 k)$ for fixed $j$ and $l$. Since $k+1 \leq j \leq n-k+1$ and $2 \leq l \leq j$, it follows quickly that

$$
\left|N\left(\mathcal{C}_{n}\right)(k, 2 k)\right|=\sum_{j=k+1}^{n-k+1} \sum_{l=2}^{j}\binom{l-2}{j-k-1}\binom{n-l}{n-k-j+1} .
$$

Theorem 3. For positive even integer $n \geq 2$,

$$
\left|N\left(\mathcal{C}_{n}\right)(2, n)\right|=\frac{2}{n}\binom{n-2}{\frac{n-2}{2}}
$$

Proof. Let $\alpha$ be any element of $N\left(\mathcal{C}_{n}\right)(n, 2)$. Then, it is clear that $n$ must be even, and so $\left|N\left(\mathcal{C}_{n}\right)(2, n)\right|=0$ if 2 does not divide $n$. If we construct a bijection between $N\left(\mathcal{C}_{\frac{n}{2}}\right)$ and $\left|N\left(\mathcal{C}_{n}\right)(2, n)\right|$, then this completes the proof. Define a map $\theta: N\left(\mathcal{C}_{n}\right)(2, n) \rightarrow N\left(\mathcal{C}_{\frac{n}{2}}\right)$ by $(\alpha) \theta=\alpha^{\prime}$ where

$$
\begin{cases}(2 i-1) \alpha=i \alpha^{\prime}+i-1, & i=1,2, \ldots, \frac{n}{2} \\ (2 i) \alpha=i \alpha^{\prime}+i-1, & i=1,2, \ldots, \frac{n}{2}\end{cases}
$$

that is,

$$
\begin{cases}j \alpha=\left(\frac{j+1}{2}\right) \alpha^{\prime}+\frac{j-1}{2}, & j=1,3, \ldots, n-1 \\ j \alpha=\frac{j}{2} \alpha^{\prime}+\frac{j-2}{2}, & j=2,4, \ldots, n\end{cases}
$$

Now it is easy to check that $\theta$ is a well-defined bijection. Since $\left|N\left(\mathcal{C}_{\frac{n}{2}}\right)\right|=C_{\frac{n}{2}-1}$, the proof is complete.
Example 2. The function $\theta: N\left(\mathcal{C}_{8}\right)(2,8) \rightarrow N\left(\mathcal{C}_{\frac{8}{2}}\right)$ defined as in above is a bijection. Indeed, $=N\left(\mathcal{C}_{8}\right)(2,8)=$

$$
\begin{aligned}
& \left\{\left(\begin{array}{cccc}
\{1,2\} & \{3,4\} & \{5,6\} & \{7,8\} \\
1 & 2 & 3 & 4
\end{array}\right),\left(\begin{array}{cccc}
\{1,2\} & \{3,4\} & \{5,6\} & \{7,8\} \\
1 & 2 & 3 & 5
\end{array}\right),\right. \\
& \left(\begin{array}{cccc}
\{1,2\} & \{3,4\} & \{5,6\} & \{7,8\} \\
1 & 2 & 3 & 6
\end{array}\right),\left(\begin{array}{cccc}
\{1,2\} & \{3,4\} & \{5,6\} & \{7,8\} \\
1 & 2 & 4 & 5
\end{array}\right), \\
& \left.\left(\begin{array}{cccc}
\{1,2\} & \{3,4\} & \{5,6\} & \{7,8\} \\
1 & 2 & 4 & 6
\end{array}\right)\right\} \text { and }
\end{aligned}
$$

$$
\begin{aligned}
N\left(\mathcal{C}_{4}\right)= & \left\{\left(\begin{array}{llll}
1 & 2 & 3 & 4 \\
1 & 1 & 1 & 1
\end{array}\right),\left(\begin{array}{llll}
1 & 2 & 3 & 4 \\
1 & 1 & 1 & 2
\end{array}\right),\left(\begin{array}{llll}
1 & 2 & 3 & 4 \\
1 & 1 & 1 & 3
\end{array}\right),\right. \\
& \left.\left(\begin{array}{llll}
1 & 2 & 3 & 4 \\
1 & 1 & 2 & 2
\end{array}\right),\left(\begin{array}{llll}
1 & 2 & 3 & 4 \\
1 & 1 & 2 & 3
\end{array}\right)\right\},
\end{aligned}
$$

as required.
Let $\mathcal{U}(k, r)=E\left(\mathcal{C}_{n}\right)(k, r)$ for positive integers $2 \leq k \leq r \leq n$. Clearly, $\left|E\left(\mathcal{C}_{n}\right)(k, r)\right|=0$ if $k$ does not divide $r$, and also $\left|E\left(\mathcal{C}_{n}\right)(n, n)\right|=1$. Note that the number of collapsible elements in $E\left(\mathcal{C}_{n}\right)$ is $2^{n-1}-1$.

Theorem 4. For positive integers $k, r$ and $n$ where $2 \leq k \leq r \leq n$ and $r=k t$,

$$
\left|E\left(\mathcal{C}_{n}\right)(k, r)\right|=\binom{n+t-r}{t}
$$

Proof. If $\alpha \in E\left(\mathcal{C}_{n}\right)(k, r)$ and $r=k t$, then $\alpha=\left(\begin{array}{cccc}A_{1} & A_{2} & \cdots & A_{n+t-r} \\ 1 & a_{2} & \cdots & a_{n+t-r}\end{array}\right)$, where $a_{i} \in A_{i}$ for all $1 \leq i \leq n+t-r$. Since $r=k t$, ordered partition of $\alpha$ contains $n+t-r$ blocks such that $t$ blocks contain $k$ elements and $n-k t$ blocks contain one element. Without loss of generality assume that each of the sets $A_{1}, A_{2}, \ldots, A_{t}$ contains $k$ elements and each of the sets $A_{t+1}, A_{t+2}, \ldots, A_{n+t-r}$ contains one element. Since $\alpha$ is an idempotent, it is clear that $\alpha$ is the only element in $E\left(\mathcal{C}_{n}\right)(k, r)$ with this ordered partition. Hence, all elements of $E\left(\mathcal{C}_{n}\right)(k, r)$ are entirely determined by choosing $t$ blocks which contain $k$ elements. Since we choose $t$ blocks $\binom{n+t-r}{t}$ ways, this completes the proof.

The next result is clear from the definition of $\mathcal{U}(k)$ and $\mathcal{U}(k, r)$ :

$$
|\mathcal{U}(k)|=\sum_{i=1}^{t}|\mathcal{U}(k, i k)|
$$

where $t=\frac{n}{k}$.
Example 3. We obtain $\left|E\left(\mathcal{C}_{6}\right)(2,4)\right|=\binom{6+2-4}{2}=6$ by Theorem 4 . Since $n=$ $6, r=4, k=2, t=2$, each element in $E\left(\mathcal{C}_{6}\right)(2,4)$ have $6+2-4$ blocks such that 2 blocks contain 2 elements and 2 blocks are singletons. Indeed, $E\left(\mathcal{C}_{6}\right)(2,4)=$

$$
\begin{aligned}
& \left\{\left(\begin{array}{cccc}
\{1,2\} & \{3,4\} & \{5\} & \{6\} \\
1 & 3 & 5 & 6
\end{array}\right),\left(\begin{array}{cccc}
\{1,2\} & \{3\} & \{4,5\} & \{6\} \\
1 & 3 & 4 & 6
\end{array}\right),\right. \\
& \left(\begin{array}{cccc}
\{1,2\} & \{3\} & \{4\} & \{5,6\} \\
1 & 3 & 4 & 5
\end{array}\right),\left(\begin{array}{ccc}
\{1\} & \{2,3\} & \{4,5\} \\
1 & 2 & 4
\end{array}\right) \\
& \left.\left(\begin{array}{cccc}
\{1\} & \{2,3\} & \{4\} & \{5,6\} \\
1 & 2 & 4 & 5
\end{array}\right),\left(\begin{array}{cccc}
\{1\} & \{2\} & \{3,4\} & \{5,6\} \\
1 & 2 & 3 & 5
\end{array}\right)\right\} .
\end{aligned}
$$

Furthermore, $\left|E\left(\mathcal{C}_{6}\right)(2)\right|=\sum_{i=1}^{3}\left|E\left(\mathcal{C}_{6}\right)(2, i 2)\right|=\left|E\left(\mathcal{C}_{6}\right)(2,2)\right|+\left|E\left(\mathcal{C}_{6}\right)(2,4)\right|+$ $\left|E\left(\mathcal{C}_{6}\right)(2,6)\right|=\binom{6+1-2}{1}+\binom{6+2-4}{2}+\binom{6+3-6}{3}=12$.

## 3. Collapsible elements in $\mathcal{O}_{n}$

Let $U(k, r)=\mathcal{O}_{n}(k, r)$ for positive integers $2 \leq k \leq r \leq n$. Then, it is clear that $\left|\left(\mathcal{O}_{n}\right)(r, k)\right|=0$ if $k$ does not divide $r$, and also $\left|\left(\mathcal{O}_{n}\right)(n, n)\right|=n$. By convention, we take $\binom{0}{0}=1$ in the following theorem.

Theorem 5. For positive integers $k$ and $n$ where $2 \leq k \leq n$,

$$
\left|\mathcal{O}_{n}(k, k)\right|=\sum_{i=1}^{n-k+1} \sum_{j=i}^{k+i-1}\binom{j-1}{i-1}\binom{n-j}{n-k-i+1}
$$

Proof. For any $\alpha \in \mathcal{O}_{n}(k, k)$, let

$$
\alpha=\left(\begin{array}{cccccccc}
\{1\} & \{2\} & \cdots & \{i-1\} & {[i, k+i-1]} & \{k+i\} & \cdots & \{n\} \\
1 \alpha & 2 \alpha & \cdots & (i-1) \alpha & i \alpha & (k+i) \alpha & \cdots & n \alpha
\end{array}\right),
$$

where $1 \leq i \leq n-k+1$. As can be seen above form, the set of all value of $i \alpha$ is the set $[i, k+i-1]$ and for all distinct $m, r \in X_{n} \backslash[i, k+i-1]$, it is clear that $m \alpha \neq r \alpha$. Let $i \alpha=j$ where $i \leq j \leq k+i-1$. Then, we choose elements of $i m(\alpha)$ for the left and right sides of $i \alpha=j$. For the left side, we choose elements from the set $[1, j-1]$ for the set $[1, i-1]$. There are $\binom{j-1}{i-1}$ ways to do that. For the right side, we choose the elements from the set $[j+1, n]$ for the set $[k+i, n]$. There are $\binom{n-j}{n-k-i+1}$ ways to do that. This yields, there are $\binom{j-1}{i-1}\binom{n-j}{n-k-i+1}$ elements in $\mathcal{O}_{n}(k, k)$ for fixed $i$ and $j$. Since $1 \leq i \leq n-k+1$ and $i \leq j \leq k+i-1$, it follows that

$$
\left|\mathcal{O}_{n}(k, k)\right|=\sum_{i=1}^{n-k+1} \sum_{j=i}^{k+i-1}\binom{j-1}{i-1}\binom{n-j}{n-k-i+1}
$$

Let $\mathcal{U}(k, r)=E\left(\mathcal{O}_{n}\right)(k, r)$ for positive integers $2 \leq k \leq r \leq n$. Clearly, $\left|E\left(\mathcal{O}_{n}\right)(k, r)\right|=0$ if $k$ does not divide $r$. Notice that the number of collapsible elements in $E\left(\mathcal{O}_{n}\right)$ is $f_{2 n}-1$.
Lemma 3. For positive integers $k$ and $n$ where $2 \leq k \leq n$,

$$
\left|E\left(\mathcal{O}_{n}\right)(k, k)\right|=k(n-k+1)
$$

Proof. For any $\alpha \in \mathcal{O}_{n}(k, k)$, let

$$
\alpha=\left(\begin{array}{cccccccc}
\{1\} & \{2\} & \cdots & \{i-1\} & {[i, k+i-1]} & \{k+i\} & \cdots & \{n\} \\
1 \alpha & 2 \alpha & \cdots & (i-1) \alpha & i \alpha & (k+i) \alpha & \cdots & n \alpha
\end{array}\right)
$$

where $1 \leq i \leq n-k+1$. As can be seen above form, the set of all value of $i \alpha$ is the set $[i, k+i-1]$. Moreover, since $\alpha$ is an idempotent, $m \alpha=m$ for all $m \in X_{n} \backslash[i, k+i-1]$. Let $i \alpha=j$ where $i \leq j \leq k+i-1$. Then, it is easy to see
that $\alpha$ is the only element in $E\left(\mathcal{O}_{n}\right)(k, k)$ for fixed $i$ and $j$. Since $i \leq j \leq k+i-1$, there are $k$ elements in $E\left(\mathcal{O}_{n}\right)(k, k)$ for fixed $i$. Since $1 \leq i \leq n-k+1$, it follows that

$$
\left|E\left(\mathcal{O}_{n}\right)(k, k)\right|=k(n-k+1)
$$
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# COEFFICIENTS OF RANDIĆ AND SOMBOR CHARACTERISTIC POLYNOMIALS OF SOME GRAPH TYPES 
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#### Abstract

Let $G$ be a graph. The energy of $G$ is defined as the summation of absolute values of the eigenvalues of the adjacency matrix of $G$. It is possible to study several types of graph energy originating from defining various adjacency matrices defined by correspondingly different types of graph invariants. The first step is computing the characteristic polynomial of the defined adjacency matrix of $G$ for obtaining the corresponding energy of $G$. In this paper, formulae for the coefficients of the characteristic polynomials of both the Randić and the Sombor adjacency matrices of path graph $P_{n}$, cycle graph $C_{n}$ are presented. Moreover, we obtain the five coefficients of the characteristic polynomials of both Randić and Sombor adjacency matrices of a special type of 3-regular graph $R_{n}$.


## 1. Introduction

Let $G=(V, E)$ be a simple graph with the number of $n$ vertices and $m$ edges. If two vertices $v_{i}$ and $v_{j}$ are connected with an edge $e$, then they are called adjacent vertices and they are expressed as $e=v_{i} v_{j}$ or $e=v_{j} v_{i}$. If a vertex $v$ is a terminal point of edge $e$, then they are called incident. Degree of a vertex $v_{i}$ is the number of edges that are incident to the vertex $v_{i}$ and it is denoted by $d\left(v_{i}\right)$. A graph does not contain any cycle is called acyclic. If there is a way between all vertices of a graph, then it is called connected. Connected acyclic graph is called tree. Path graph is a tree that is in the form of straight line with degrees of two vertices are one and degrees of other vertices are two and it is denoted by $P_{n}$. Cycle graph is a graph that contains only one cycle through all vertices and degrees of all vertices are two. It is denoted by $C_{n}$. If degrees of all vertices of $G$ are $k$, then it is called $k$-regular graph.
Let $A=\left[a_{i j}\right]_{n \times n}$ be a matrix. If $v_{i}$ and $v_{j}$ are adjacent vertices then $a_{i j}$ and $a_{j i}$ are

[^9]1 or else 0 , see 1. $A$ is called adjacency matrix of $G$. Analogous with linear algebra, $\operatorname{det}(\lambda \cdot I-A)$ is called the characteristic polynomial of $G$ and we denoted it by $P_{G}(\lambda)$. Roots of $P_{G}(\lambda)$ are called eigenvalues of $G$ and the energy of $G$ is defined as the summation of absolute values of the eigenvalues of $G$, see 6 . Furthermore, there are many topological invariants used in several researches. In 16 , Randić index is a molecular descriptor defined by Milan Randić and denoted by $\sum_{v_{i} v_{j} \in E} \frac{1}{\sqrt{d\left(v_{i}\right) d\left(v_{j}\right)}}$. In 9 , another important molecular descriptor recently introduced by Ivan Gutman with the name Sombor index is $\sum_{v_{i} v_{j} \in E} \sqrt{\left(d\left(v_{i}\right)\right)^{2}+\left(d\left(v_{j}\right)\right)^{2}}$. In addition to topological invariants, several adjacency matrix forms have been defined until today, for more details see 13. With the help of various adjacency matrices defined by correspondingly different types of graph invariants, it is possible to study different types of graph energy such as laplacian energy, distance energy, Randić energy and Sombor energy, see for details 15. Two of the well-known them are Randić and Sombor matrices that are related to the corresponding topological indices. Researchers have studied these notions from various aspects so far. Some studies on the subjects Randić and Sombor adjacency matrices and energies can be seen in $2,4,5,8,10,12,14,17$. The first step to obtaining the desired energy type of a graph $G$ is to calculate the characteristic polynomials of the corresponding adjacency matrices. In this paper, we obtain formulae for each coefficient of both Randić and Sombor characteristic polynomials of path graph $P_{n}$ and cycle graph $C_{n}$ by using a well-known equation. Also, we present formulae for some coefficients of Randic and Sombor characteristic polynomials of a special type of 3-regular graph.

## 2. Coefficients of Randić and Sombor Characteristic Polynomials of Path, Cycle and a Special Type of 3-Regular Graphs

Let $G=(V, E)$ be a simple graph with $n$ vertices and $m$ edges. The Randić matrix of $G$ was mentioned in the substantial book 3 and the Sombor matrix was defined in 10 . We denote the Randić and Sombor adjacency matrices of $G$ by $R(G)$ and $S(G)$, respectively. $R(G)=\left[r_{i j}\right]_{n \times n}$ and $S(G)=\left[s_{i j}\right]_{n \times n}$ are formed by using the adjacency of vertices as the following:

$$
\begin{gathered}
r_{i j}= \begin{cases}\frac{1}{\sqrt{d\left(v_{i}\right) d\left(v_{j}\right)}}, & \text { if the vertices } v_{i} \text { and } v_{j} \text { are adjacent } \\
0, & \text { otherwise. }\end{cases} \\
s_{i j}= \begin{cases}\sqrt{\left(d\left(v_{i}\right)\right)^{2}+\left(d\left(v_{j}\right)\right)^{2}}, & \text { if the vertices } v_{i} \text { and } v_{j} \text { are adjacent } \\
0, & \text { otherwise. }\end{cases}
\end{gathered}
$$

It is clear that $R(G)$ and $S(G)$ are symmetric matrices with dimension $n \times n$. Let us denote the ordinary characteristic polynomial of $G$ as follows:

$$
P_{G}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n} .
$$

Let us denote the number of components in an elementary subgraph $G^{\prime}$ which are single edges and cycles as $\rho_{0}\left(G^{\prime}\right)$ and $\rho_{1}\left(G^{\prime}\right)$, respectively.

In 18, the formula for the coefficients of the ordinary characteristic polynomial are given by

$$
\begin{equation*}
c_{k}=\sum(-1)^{\rho_{0}\left(G^{\prime}\right)+\rho_{1}\left(G^{\prime}\right)} 2^{\rho_{1}\left(G^{\prime}\right)} \tag{1}
\end{equation*}
$$

where the summation is taken over all elementary subgraphs $G^{\prime}$ with $k$ vertices for $1 \leq k \leq n$. At the present time, the formula is called Sachs theorem, for details and history of the theorem see [1,3,7.

Let $\psi_{i j}$ denote the nonzero value in the entry $i j$ of the adjacency matrix of a vertex-degree-based topological index of a regular graph $G$. As a natural result of the Sachs theorem, it is clear that the formula for each coefficient $c_{k}^{\prime}$ of the characteristic polynomial of the adjacency matrix of this vertex-degree-based topological index is obtained by

$$
c_{k}^{\prime}=\left(\psi_{i j}\right)^{k} \sum(-1)^{\rho_{0}\left(G^{\prime}\right)+\rho_{1}\left(G^{\prime}\right)} 2^{\rho_{1}\left(G^{\prime}\right)}
$$

where the summation is taken over all elementary subgraphs $G^{\prime}$ with $k$ vertices for $1 \leq k \leq n$.

In this paper, we aim to obtain all coefficients of the Randić and Sombor characteristic polynomials of path graph $P_{n}$ and regular graph $C_{n}$ by using the numbers of elementary subgraphs. Similarly, we also aim to obtain some coefficients of the same characteristic polynomials of a special type of 3 -regular graph we call $R_{n}$. We begin with the Randić characteristic polynomial of $P_{n}$. Let us note that the Randić characteristic polynomial of $P_{2}$ is equal to $\lambda^{2}-1$. Moreover, let us denote the set of non-negative integer numbers and the set of positive integer numbers by $\mathbb{Z}^{*}$ and $\mathbb{Z}^{+}$, respectively.

Theorem 1. Let $P_{n}=(V, E)$ be a path graph with $n$ vertices and $n-1$ edges. Let $P_{P_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c$ be the Randić characteristic polynomial of $P_{n}$, where $c_{k} \in \mathbb{R}, 1 \leq k \leq n-1$. The formulae for the coefficients $c_{k} s$ of the Randić characteristic polynomial of $P_{n}$, where $n \geq 3$, are as follows:

$$
\begin{aligned}
& c_{2}=(-1)^{\frac{k}{2}}\left(\frac{n-3}{4}+1\right), \\
& c_{k}=0, \text { where } k \in 2 \mathbb{Z}^{*}+1, \\
& c_{k}=(-1)^{\frac{k}{2}}\left[\begin{array}{c}
\binom{n-1)-\frac{k}{2}}{\frac{k}{2}-1} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-1\right)}+\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2} \cdot\left(\frac{1}{4}\right) \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-2\right)} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2} \\
\left.+\sum_{j=\frac{k}{2}-1}^{n-2-\frac{k}{2}}\binom{j}{\frac{k}{2}-1} \cdot\left(\frac{1}{2}\right)^{k}+\sum_{j=\frac{k}{2}-2}^{n-3-\frac{k}{2}}\binom{j}{\frac{k}{2}-2} \cdot\left(\frac{1}{4}\right) \cdot\left(\frac{1}{2}\right)^{k-2}\right], \text { where } k \geq 4, k \in 2 \mathbb{Z}^{+} .
\end{array} . . \begin{array}{l}
n \\
\end{array} .\right.
\end{aligned}
$$

Proof. First of all, it is clear that $c_{2}=(-1)^{\frac{k}{2}}\left(\frac{n-3}{4}+1\right)$ for all $n \geq 3$. By the Eqn. 1. we know that $c_{k}$ consists of the contributions of several elementary subgraphs of
$G$ with $k$ vertices. Also, since $P_{n}$ does not have any cycle we take into account only edges that do not have any common vertex. At this point, we will apply a method that involves an edge removing and continue calculation of remaining part. Let us consider a path graph $P_{n}$ with $n$ vertices whose vertices are labelled by $1,2, \cdots, n$. For calculation of $c_{k}$, if we remove the edge $v_{1} v_{2}$, then remaining part with $k-2$ vertices consists of number of

$$
\binom{\frac{k}{2}-2}{\frac{k}{2}-2}+\binom{\frac{k}{2}-1}{\frac{k}{2}-2}+\cdots+\binom{n-\frac{k}{2}-3}{\frac{k}{2}-2}+\binom{n-\frac{k}{2}-2}{\frac{k}{2}-2}=\binom{n-1-\frac{k}{2}}{\frac{k}{2}-1}
$$

combinations. Moreover, if we remove any edge $v_{i} v_{i+1}$ which is not terminal edges of $P_{n}$, then remaining part consists one of the numbers

$$
\binom{\frac{k}{2}-1}{\frac{k}{2}-1},\binom{\frac{k}{2}}{\frac{k}{2}-1}, \cdots,\binom{n-2-\frac{k}{2}}{\frac{k}{2}-1}
$$

Hence, contributions of elementary subgraphs that are in the form of $v_{1} v_{2}, \cdots, v_{i} v_{j}$ can be $\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2} \cdots\left(\frac{1}{2}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2}$ or $\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2} \cdots\left(\frac{1}{2}\right)^{2} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2}$. Hereby, the contribution of the type subgraphs that contribute to $c_{k}$ in the $\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2} \cdots\left(\frac{1}{2}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2}$ form is obtained as $\left[\binom{(n-1)-\frac{k}{2}}{\frac{k}{2}-1}-\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2}\right] \cdot\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-1\right)}$. Moreover, the contribution of the other type subgraphs that contribute to $c_{k}$ in the $\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2} \cdots\left(\frac{1}{2}\right)^{2}$. $\left(\frac{1}{\sqrt{2}}\right)^{2}$ form is obtained as $\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2} \cdot\left(\frac{1}{\sqrt{2}}\right)^{4} \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-2\right)}$. Thus, the first part of the formula is obtained as $\binom{(n-1)-\frac{k}{2}}{\frac{k}{2}-1} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-1\right)}+\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2} \cdot\left(\frac{1}{4}\right) \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-2\right)} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2}$ by arranging the contribution statements above.

Furthermore, contributions of elementary subgraphs that are in the form of $v_{a} v_{b}$, $\cdots, v_{i} v_{j}$ can be $\left(\frac{1}{2}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2} \cdots\left(\frac{1}{2}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2}$ or $\left(\frac{1}{2}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2} \cdots\left(\frac{1}{2}\right)^{2} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2}$, where $a \neq 1, b \neq$ 2 or $a \neq 2, b \neq 1$. Similar to the previous part of the proof, two contribution equations of $c_{k}$ are obtained as $\sum_{j=\frac{k}{2}-1}^{n-2-\frac{k}{2}}\binom{j}{\frac{k}{2}-1} \cdot\left(\frac{1}{2}\right)^{k}$ and $\sum_{j=\frac{k}{2}-2}^{n-3-\frac{k}{2}}\binom{j}{\frac{k}{2}-2} \cdot\left(\frac{1}{4}\right) \cdot\left(\frac{1}{2}\right)^{k-2}$, respectively. As a result, since there is no other elementary subgraph contribution type, the proof is completed by summing all the above subgraph contributions.

In the next corollary, we continue with the Sombor characteristic polynomial of $P_{n}$. Firstly, it is clear that the Sombor characteristic polynomial of $P_{2}$ is equal to $\lambda^{2}-2$.

Corollary 1. Let $P_{n}=(V, E)$ be a path graph with $n$ vertices and $n-1$ edges. Let $P_{P_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c$ be the Sombor characteristic polynomial of $P_{n}$, where $c_{k} \in \mathbb{Z}, 1 \leq k \leq n-1$. The formulae for the coefficients $c_{k} s$ of the Sombor characteristic polynomial of $P_{n}$, where $n \geq 3$, are as follows:

$$
\begin{aligned}
& c_{2}=(-1)^{\frac{k}{2}}(8(n-3)+10), \\
& c_{k}=0, \text { where } k \in 2 \mathbb{Z}^{*}+1, \\
& c_{k}=(-1)^{\frac{k}{2}}\left[\begin{array}{c}
(n-1)-\frac{k}{2} \\
\frac{k}{2}-1
\end{array}\right) \cdot(\sqrt{5})^{2} \cdot(\sqrt{8})^{2\left(\frac{k}{2}-1\right)}-3\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2} \cdot(\sqrt{5})^{2} \cdot(\sqrt{8})^{2\left(\frac{k}{2}-2\right)} \\
& \left.+\sum_{j=\frac{k}{2}-1}^{n-2-\frac{k}{2}}\binom{j}{\frac{k}{2}-1} \cdot(\sqrt{8})^{k}-3 \sum_{j=\frac{k}{2}-2}^{n-3-\frac{k}{2}}\binom{j}{\frac{k}{2}-2} \cdot(\sqrt{8})^{(k-2)}\right], \text { where } k \geq 4, k \in 2 \mathbb{Z}^{+} .
\end{aligned}
$$

Proof. Proof is the same with the proof of Thm. 1. Only difference originated from the difference between the Randić and Sombor adjacency matrices of $P_{n}$.
Theorem 2. Let $P_{n}=(V, E)$ be a path graph with $n$ vertices and $n-1$ edges. Let $P_{P_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n}$ be the Randić characteristic polynomial of $P_{n}$, where $c_{k} \in \mathbb{R}$. The formula for the coefficient $c_{n}$, where $n \geq 3$, of the Randić characteristic polynomial of $P_{n}$ is as follows:

$$
\begin{aligned}
& c_{k}=0, \text { where } k \in 2 \mathbb{Z}^{*}+1 \\
& c_{k}=(-1)^{\frac{k}{2}}\left[\binom{(n-1)-\frac{k}{2}}{\frac{k}{2}-1} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-1\right)}+\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2} \cdot\left(\frac{1}{4}\right) \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-2\right)} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2}\right], \text { otherwise. }
\end{aligned}
$$

Proof. First of all, it clear that $c_{k}=0$, where $k \in 2 \mathbb{Z}^{*}+1$. Similarly to Thm. 1. let us consider a path graph $P_{n}$ with $n$ vertices whose vertices are labelled by $1,2, \cdots, n$. We keep in view elementary subgraphs with $n$ vertices that consist of disjoint edges since $n=k$. At this point, we have only one choice and it is $v_{1} v_{2}, v_{3} v_{4}, \cdots, v_{n-1} v_{n}$. Thus, by the proof of Thm. [1 we know that the contribution of this subgraph to $c_{k}$ is equal to $\binom{(n-1)-\frac{k}{2}}{\frac{k}{2}-1} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-1\right)}+\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2}$. $\left(\frac{1}{4}\right) \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-2\right)} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2}$. Finally, by using Eqn. 1] we have the result as follow:

$$
c_{k}=(-1)^{\frac{k}{2}}\left[\binom{(n-1)-\frac{k}{2}}{\frac{k}{2}-1} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2} \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-1\right)}+\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2} \cdot\left(\frac{1}{4}\right) \cdot\left(\frac{1}{2}\right)^{2\left(\frac{k}{2}-2\right)} \cdot\left(\frac{1}{\sqrt{2}}\right)^{2}\right] .
$$

Corollary 2. Let $P_{n}=(V, E)$ be a path graph with $n$ vertices and $n-1$ edges. Let $P_{P_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n}$ be the Sombor characteristic polynomial of $P_{n}$, where $c_{k} \in \mathbb{Z}$. The formula for the coefficient $c_{n}$, where $n \geq 3$, of the Sombor characteristic polynomial of $P_{n}$ is as follows:

$$
\begin{aligned}
& c_{k}=0, \text { where } k \in 2 \mathbb{Z}^{*}+1, \\
& c_{k}=(-1)^{\frac{k}{2}}\left[\binom{(n-1)-\frac{k}{2}}{\frac{k}{2}-1} \cdot(\sqrt{5})^{2} \cdot(\sqrt{8})^{2\left(\frac{k}{2}-1\right)}-3\binom{(n-2)-\frac{k}{2}}{\frac{k}{2}-2} \cdot(\sqrt{5})^{2} \cdot(\sqrt{8})^{2\left(\frac{k}{2}-2\right)}\right], \text { otherwise. }
\end{aligned}
$$

Proof. Proof is the same with the proof of Thm. 2. Only difference originate from the definitions of Randić and Sombor adjacency matrices of $P_{n}$.

For the next theorem, we denote the number of elementary subgraphs with $k$ vertices by $N\left(c_{k}\right)$.

Theorem 3. Let $C_{n}=(V, E)$ be a cycle graph with $n \geq 3$ vertices and $n$ edges. Let $P_{C_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n}$ be the Sombor characteristic polynomials of $C_{n}$, where $c_{k} \in \mathbb{R}$ and $1 \leq k \leq n$. The formulae for the coefficients $c_{k}\left(k=2 t, t \in \mathbb{Z}^{+}\right)$of the Sombor characteristic polynomial of $C_{n}$ are as follows:

$$
\begin{aligned}
& c_{2}=-8 n \\
& c_{4}=(8)^{2}\left(\binom{n-2}{2}+\binom{n-3}{1}\right) \\
& c_{6}=-(8)^{3}\left(\binom{n-3}{3}+\binom{n-4}{2}\right) \\
& c_{8}=(8)^{4}\left(\binom{n-4}{4}+\binom{n-5}{3}\right) \\
& c_{10}=-(8)^{5}\left(\binom{n-5}{5}+\binom{n-6}{4}\right) \\
& \vdots \\
& c_{k}=(-1)^{\frac{k}{2}} \cdot(8)^{\frac{k}{2}}\left(\binom{n-\frac{k}{2}}{\frac{k}{2}}+\binom{n-\left(\frac{k}{2}+1\right)}{\frac{k}{2}-1}\right)
\end{aligned}
$$

in the case of $n=k$, then $c_{n}=c_{k}-2 \cdot 8^{\frac{n}{2}}$, where $c_{k}$ is as given above.
Proof. We know that $c_{k}$ consist of the contributions of different elementary subgraphs of $G$ with $k$ vertices by Eqn. 1. For the coefficients $c_{k}\left(k=2 t, t \in \mathbb{Z}^{+}\right)$of the Sombor characteristic polynomials of $C_{n}$, where $c_{k} \in \mathbb{R}$ and $1 \leq k \leq n-1$, we take into account only elementary subgraphs that consist of disjoint edges without any elementary subgraph that does not involve any cycle. Similarly to proof of Thm. 1. we apply edge removing method so that we get the number of elementary subgraphs for forming $c_{4}, c_{6}, c_{8}, c_{10}, \cdots, c_{k}$, where $c_{k} \in \mathbb{R}, 1 \leq k \leq n-1$, by using combinations as follows:

$$
\begin{aligned}
& N\left(c_{4}\right)=\sum_{i=1}^{n-3}\binom{i}{1}+\binom{n-3}{1} \\
& N\left(c_{6}\right)=\sum_{i=2}^{n-4}\binom{i}{2}+\binom{n-4}{2} \\
& N\left(c_{8}\right)=\sum_{i=3}^{n-5}\binom{i}{3}+\binom{n-5}{3}
\end{aligned}
$$

$$
\begin{gathered}
N\left(c_{10}\right)=\sum_{i=4}^{n-6}\binom{i}{4}+\binom{n-6}{4} \\
\vdots \\
N\left(c_{k}\right)=\sum_{i=\frac{k}{2}-1}^{n-\left(\frac{k}{2}+1\right)}\binom{i}{\frac{k}{2}-1}+\binom{n-\left(\frac{k}{2}-1\right)}{\frac{k}{2}-1}
\end{gathered}
$$

As a result, we get the desired result by using combination properties and Eqn. 1. In addition, if $n=k$, then there exists one possibility of elementary subgraph that consists of the cycle $C_{n}$ itself. Therefore, in this case result is obtained as $c_{n}=c_{k}-2 \cdot 8^{\frac{n}{2}}$, where $c_{k}$ is as given above.

In a cycle graph $C_{n}$, it is trivial that if $k$ is odd, then $c_{k}=0$ whenever $0 \leq k \leq$ $n-1$. In the next corollary, the last part of the previous theorem is presented with a more explicit statement.

Corollary 3. Let $C_{n}=(V, E)$ be a cycle graph with $n \geq 3$ vertices and $n$ edges. Let $P_{C_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n}$ be the Sombor characteristic polynomials of $C_{n}$, where $c_{k} \in \mathbb{R}$ and $1 \leq k \leq n$. The formula for the coefficient $c_{n}$ of the Sombor characteristic polynomial of $C_{n}$ is as follows:

$$
c_{n}= \begin{cases}-2^{\frac{3 n+2}{2}}, & n=2 t+1, \text { where } t \in \mathbb{Z}^{+} \\ -2^{\frac{3 n+4}{2}}, & n=2 t, \text { where } t \in\{3,5,7, \cdots\} \\ 0, & n=4 t, \text { where } t \in \mathbb{Z}^{+} .\end{cases}
$$

Proof. Let us consider a cycle graph $C_{n}$. There are three possible cases of elementary subgraph of $C_{n}$ with $n$ vertices. The first case is $n=2 t+1$, where $t \in \mathbb{Z}^{+}$. For this case, we have just an elementary subgraph that consists of $C_{n}$ itself and contribution of this subgraph is equal to $-2 \cdot(2 \sqrt{2})^{n}$ by using Eqn. 1.

Second case is $n=2 t$, where $t \in\{3,5,7, \cdots\}$. At this point, there are 2 types of elementary subgraphs with $n$ vertices. These elementary subgraphs can consist either just a cycle $C_{n}$ or $\frac{n}{2}$ disjoint edges. Therefore, contribution of these subgraphs is equal to $-2 \cdot 8^{\frac{n}{2}}-2 \cdot 8^{\frac{n}{2}}$ that is $-2^{\frac{3 n+4}{2}}$. Third case is $n=4 t$, where $t \in \mathbb{Z}^{+}$. Similarly to second case, there are two possible elementary subgraphs of $C_{n}$ with $n$ vertices. These consist of either just a cycle $C_{n}$ or $\frac{n}{2}$ disjoint edges. At this point, since $\frac{n}{2}$ is even number contribution of these subgraphs is equal to $2 \cdot 8^{\frac{n}{2}}-2 \cdot 8^{\frac{n}{2}}$ that is 0 by Eqn. 1 .

Corollary 4. Let $C_{n}=(V, E)$ be a cycle graph with $n \geq 3$ vertices and $n$ edges. Let $P_{C_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n}$ be the Randić characteristic
polynomials of $C_{n}$, where $c_{k} \in \mathbb{R}$ and $1 \leq k \leq n$. The formulae for the coefficients $c_{k}\left(k=2 t, t \in \mathbb{Z}^{+}\right)$of the Randic characteristic polynomial of $C_{n}$ are as follows:

$$
\begin{aligned}
c_{2} & =-\frac{n}{4} \\
c_{4} & =\left(\frac{1}{4}\right)^{2}\left(\binom{n-2}{2}+\binom{n-3}{1}\right) \\
c_{6} & =-\left(\frac{1}{4}\right)^{3}\left(\binom{n-3}{3}+\binom{n-4}{2}\right) \\
c_{8}= & \left(\frac{1}{4}\right)^{4}\left(\binom{n-4}{4}+\binom{n-5}{3}\right) \\
c_{10}= & -\left(\frac{1}{4}\right)^{5}\left(\binom{n-5}{5}+\binom{n-6}{4}\right) \\
& \vdots \\
c_{k} & =(-1)^{\frac{k}{2}} \cdot\left(\frac{1}{4}\right)^{\frac{k}{2}}\left(\binom{n-\frac{k}{2}}{\frac{k}{2}}+\binom{n-\left(\frac{k}{2}+1\right)}{\frac{k}{2}-1}\right)
\end{aligned}
$$

in the case of $n=k$, then $c_{n}=c_{k}-2 \cdot\left(\frac{1}{4}\right)^{\frac{n}{2}}$, where $c_{k}$ is as given above.
Proof. Proof can be followed by using Theorem 3 .
In the previous theorem, it is clear that if $k$ is odd, then $c_{k}=0$ as long as $0 \leq k \leq n-1$ for each cycle graph $C_{n}$. The case $n=k$ is presented in the next result.

Corollary 5. Let $C_{n}=(V, E)$ be a cycle graph with $n \geq 3$ vertices and $n$ edges. Let $P_{C_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n}$ be the Randić characteristic polynomials of $C_{n}$, where $c_{k} \in \mathbb{R}$ and $1 \leq k \leq n$. The formula for the coefficient $c_{n}$ of the Randic characteristic polynomial of $C_{n}$ is as follows:

$$
c_{n}= \begin{cases}-2^{1-n}, & n=2 t+1, \text { where } t \in \mathbb{Z}^{+} \\ -2^{2-n}, & n=2 t, \text { where } t \in\{3,5,7, \cdots\} \\ 0, & n=4 t, \text { where } t \in \mathbb{Z}^{+}\end{cases}
$$

Proof. Proof can be followed by using Corollary 3.
Let us define a special regular graph that consists of $n\left(n \geq 4, n=2 t, t \in \mathbb{Z}^{+}\right)$ vertices, $\frac{3 n}{2}$ edges and degrees of all vertices are 3 . Also vertices intersect each others in a point. We denote it by $R_{n}$. Let us demonstrate the structures of graphs $R_{6}$ and $R_{8}$ in Figure 1

Theorem 4. Let $R_{n}=(V, E)$ be a 3 -regular graph with $n$ vertices and $\frac{3 n}{2}$ edges as shown in Fig. 1. Let $P_{R_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n}$ be the Randić characteristic polynomial of $R_{n}$, where $c_{k} \in \mathbb{R}$. The formulae for some


Figure 1. Graphs $R_{6}$ and $R_{8}$
coefficients of the Randic characteristic polynomial of $R_{n}$ are as follows:

$$
\begin{aligned}
& c_{2}=-\frac{n}{6}, \\
& c_{3}=0, \text { if } n=4, \text { then } c_{3}=-8 \cdot\left(\frac{1}{3}\right)^{3}, \\
& c_{5}=0, \text { if } n=8, \text { then } c_{5}=-16 \cdot\left(\frac{1}{3}\right)^{5} . \\
& c_{4}= \begin{cases}-3 \cdot\left(\frac{1}{3}\right)^{4}, & n=4 \\
0, & n=6 \\
-\left(\frac{1}{3}\right)^{4} n+\left(\frac{1}{3}\right)^{4}\left(\sum_{j=1}^{n-3} j+(n-3)+n \frac{n-4}{2}+\binom{\frac{n}{2}}{2}\right), & \text { otherwise. } \\
0, & n=4 \\
0, & n=6 \\
-\left(\frac{1}{3}\right)^{6}\left(\sum_{j=2}^{n-4}\binom{j}{2}+\binom{n-4}{2}+\left(\frac{n}{2}\right)+n\left(\frac{n-4}{2}\right)+n\left(\frac{n}{2}-3\right)\left(\frac{n}{2}-4\right)+n\left(\frac{n}{2}-3\right)\right. \\
\left.+\frac{n}{2}\left(\frac{n}{2}-2\right)\right)+2 \cdot\left(\frac{1}{3}\right)^{6}\left(n\left(\frac{n-4}{2}-1\right)+\left(\frac{n}{2} \frac{n-4}{2}\right)\right)-2 \cdot\left(\frac{1}{3}\right)^{6}\left(n+\frac{n}{2}\right), & n=10 \\
-\left(\frac{1}{3}\right)^{6}\left(\sum_{j=2}^{n-4}\binom{j}{2}+\binom{n-4}{2}+\binom{\frac{n}{2}}{3}+n\left(\frac{n-4}{2}\right)+n\left(\frac{n}{2}-3\right)\left(\frac{n}{2}-4\right)+n\left(\frac{n}{2}-3\right)\right. \\
\left.+\frac{n}{2}\left(\frac{n}{2}-2\right)\right)+2 \cdot\left(\frac{1}{3}\right)^{6}\left(n\left(\frac{n-4}{2}-1\right)+\left(\frac{n}{2} \frac{n-4}{2}\right)\right)-\left(\frac{1}{3}\right)^{6} n, & \\
c_{6}= \begin{cases}0\end{cases} \\
\hline\end{cases}
\end{aligned}
$$

Proof. It is clear that $c_{1}$ of $P_{R_{n}}(\lambda)$ is 0 .
First of all, let us consider $c_{2}$. We know that the number of possible elementary subgraphs with 2 vertices is equal to the number of edges of $R_{n}$. Hence, since $R_{n}$ is 3 -regular, contribution of these elementary subgraphs to $c_{2}=-\left(\frac{1}{3}\right)^{2} \frac{3 n}{2}=-\frac{n}{6}$ by Eqn. 1 .

Secondly, it is clear that 3 -cycles just exist in $R_{n}$ when $n$ is equal to 4 . Thus, by Eqn. 1 if $n=4$, then $c_{3}=-\left(\frac{1}{3}\right)^{3} \cdot 2 \cdot 4$, otherwise $c_{3}=0$.

Thirdly, there exists 4 options for elementary subgraphs with 4 vertices. They can consist of 4 -cycles that are in the form of cross labeling such as (1436) in $R_{6}$ in Fig. 1 and the number of possible elementary subgraphs in this form is $\frac{n}{2}$. The
rest 3 options can be two disjoint edges that one belongs to $C_{n}$ and other one is a diagonal edge, two disjoint edges that belong to $C_{n}$ and lastly two disjoint edges that are diagonal edges, respectively. The number of possible elementary subgraphs in the form of second option is $n \frac{n-4}{2}$ because when we select an edge that belongs to $C_{n}$, we have $\left(\frac{n-4}{2}\right)$ possibility for an other diagonal edge. Since $R_{n}$ has $n$ vertices there are $n \frac{n-4}{2}$ elementary subgraphs in the second form. For the third option, the number of possible elementary subgraphs that are in the form of
$\left\{v_{1} v_{2}, v_{3} v_{4}\right\},\left\{v_{1} v_{2}, v_{4} v_{5}\right\}, \cdots,\left\{v_{1} v_{2}, v_{n-1} v_{n}\right\}$,
$\left\{v_{2} v_{3}, v_{4} v_{5}\right\},\left\{v_{2} v_{3}, v_{5} v_{6}\right\}, \cdots,\left\{v_{2} v_{3}, v_{n-1} v_{n}\right\},\left\{v_{2} v_{3}, v_{n} v_{1}\right\}$,
$\left\{v_{n-3} v_{n-2}, v_{n-1} v_{n}\right\},\left\{v_{n-3} v_{n-2}, v_{n} v_{1}\right\}$
is equal to $1+2+3+\cdots+(n-3)+(n-3)$. Also, it is clear that the number of possible elementary subgraphs of the last option is $\binom{\frac{n}{2}}{2}$. As a result, by using Eqn. 1 we get $c_{4}=-2 \cdot\left(\frac{1}{3}\right)^{4} \frac{n}{2}+\left(\frac{1}{3}\right)^{4}\left(\sum_{j=1}^{n-3} j+(n-3)+n \frac{n-4}{2}+\binom{\frac{n}{2}}{2}\right)$. However, additionally when $n$ is equal to 4 , for the first option we have one more possible elementary subgraph that is $C_{4}$ itself so we get the result as $-3 \cdot\left(\frac{1}{3}\right)^{4}$ by adding $-2 \cdot\left(\frac{1}{3}\right)^{4}$. Moreover, when $n$ is equal to 6 , for the first option, we have six more possible elementary subgraphs that are $C_{4}$ itself so we get result as 0 by adding $-12 \cdot\left(\frac{1}{3}\right)^{4}$.

Fourthly, there exists just one option for an elementary subgraph with 5 vertices that is a 5 -cycle $C_{5}$ itself and it can be possible only for $R_{n}$, where $n=8$. Therefore, $c_{5}$ is obtained as $-16 \cdot\left(\frac{1}{3}\right)^{5}$ by Eqn. 1 .

Lastly, let us consider possible elementary subgraphs with 6 vertices, where $n \neq 6,10$. One of the possible elementary subgraph types consisting of three edges that are in $C_{n}$ are in the form

```
{v, v}\mp@subsup{v}{2}{},\mp@subsup{v}{3}{}\mp@subsup{v}{4}{},\mp@subsup{v}{5}{}\mp@subsup{v}{6}{}},{\mp@subsup{v}{1}{}\mp@subsup{v}{2}{},\mp@subsup{v}{3}{}\mp@subsup{v}{4}{},\mp@subsup{v}{6}{}\mp@subsup{v}{7}{}},\cdots,{\mp@subsup{v}{1}{}\mp@subsup{v}{2}{},\mp@subsup{v}{n-3}{}\mp@subsup{v}{n-2}{},\mp@subsup{v}{n-1}{}\mp@subsup{v}{n}{}}
{v2}\mp@subsup{v}{3}{},\mp@subsup{v}{4}{}\mp@subsup{v}{5}{},\mp@subsup{v}{6}{}\mp@subsup{v}{7}{}},{\mp@subsup{v}{2}{}\mp@subsup{v}{3}{},\mp@subsup{v}{4}{}\mp@subsup{v}{5}{\prime},\mp@subsup{v}{7}{}\mp@subsup{v}{8}{}},\cdots,{\mp@subsup{v}{2}{}\mp@subsup{v}{3}{},\mp@subsup{v}{n-3}{}\mp@subsup{v}{n-2}{},\mp@subsup{v}{n}{}\mp@subsup{v}{1}{}},{\mp@subsup{v}{2}{}\mp@subsup{v}{3}{},\mp@subsup{v}{n-2}{}\mp@subsup{v}{n-1}{},\mp@subsup{v}{n}{}\mp@subsup{v}{1}{}}
\vdots
{\mp@subsup{v}{n-4}{*}\mp@subsup{v}{n-3}{},\mp@subsup{v}{n-2}{2}\mp@subsup{v}{n-1}{},\mp@subsup{v}{n}{}\mp@subsup{v}{1}{}}.
```

Possible number of these types is equal to $\sum_{j=2}^{n-4}\binom{j}{2}+\binom{n-4}{2}$. An another type can consist of three diagonal edges whose possible number is $\binom{\frac{n}{2}}{3}$. Another type can consist of one edge that is in $C_{n}$ and other two edges are diagonal edges. As explained before possible number of these elementary subgraphs is $n\left(\frac{n-4}{2}\right)$. For another type of elementary subgraphs that consist of two edges in $C_{n}$ and one in diagonal edges, we get the possible number $n\left(\frac{n}{2}-\right.$ $3)\left(\frac{n}{2}-4\right)+n\left(\frac{n}{2}-3\right)+\frac{n}{2}\left(\frac{n}{2}-2\right)$ by using processes as mentioned above. The number of possible elementary subgraphs that consist of cross labeling $C_{4}$ and an edge in $C_{n}$ is $n\left(\frac{n-4}{2}-1\right)$. Also, the number of possible elementary subgraphs that consist of cross labeling
$C_{4}$ and a diagonal edge is $\left(\frac{n}{2} \frac{n-4}{2}\right)$. Moreover, the number of possible elementary subgraphs that consist of $C_{6}$ is $\frac{n}{2}$. Consequently, we get the formula by using Eqn. 1 where $n \neq 6,10$. After all, additively when $n$ is equal to 6 , there is no possible elementary subgraph in the form of one edge that is in $C_{n}$ and other two edges are diagonal edges. Therefore, for the $n=6$ distinctively, we have $\sum_{j=2}^{2}\binom{j}{2}+\binom{2}{2}+\binom{\frac{6}{2}}{3}+6\left(\frac{6}{2}-3\right)\left(\frac{6}{2}-4\right)+6\left(\frac{6}{2}-3\right)+\frac{6}{2}\left(\frac{6}{2}-2\right)$ times possible elementary subgraphs that consist of disjoint edges of $R_{n}$ and we have $(6 \cdot 0+3 \cdot 1)$ times possible elementary subgraphs that consist of one cross labeling $C_{4}$ and edge in $R_{6}$. Also, we have 6 possible elementary subgraphs that consist of $C_{6}$ and we have 6 possible elementary subgraphs consisting of an edge and a $C_{4}$ that is not cross labeling. As a consequence, privately for $n=6$, we have the result $-6 \cdot\left(\frac{1}{3}\right)^{6}+6 \cdot\left(\frac{1}{3}\right)^{6}-12 \cdot\left(\frac{1}{3}\right)^{6}+12 \cdot\left(\frac{1}{3}\right)^{6}=$ 0 by using Eqn. 1 Finally, additively, if $n=10$, there are $n$ times more possible elementary subgraphs that consist of a $C_{6}$ so we have the formula by adding $-2 \cdot\left(\frac{1}{3}\right)^{6} n$ to the first formula. Thus, we complete the proof.

Corollary 6. Let $R_{n}=(V, E)$ be a 3 -regular graph with $n$ vertices and $\frac{3 n}{2}$ edges as shown in Fig. 1. Let $P_{R_{n}}(\lambda)=\lambda^{n}+c_{1} \lambda^{n-1}+c_{2} \lambda^{n-2}+\cdots+c_{n-1} \lambda+c_{n}$ be the Sombor characteristic polynomial of $R_{n}$, where $c_{k} \in \mathbb{R}$. The formulae for some coefficients of the Sombor characteristic polynomial of $R_{n}$ are as follows:

$$
\begin{aligned}
& c_{2}=-27 n \\
& c_{3}=0, \text { if } n=4, \text { then } c_{3}=-8 \cdot(\sqrt{18})^{3} \\
& c_{5}=0, \text { if } n=8, \text { then } c_{5}=-16 \cdot(\sqrt{18})^{5}
\end{aligned}
$$

Also, we get the equations as follows:

$$
c_{4}= \begin{cases}-3 \cdot(\sqrt{18})^{4}, & n=4 \\ 0, & n=6 \\ -(\sqrt{18})^{4} n+(\sqrt{18})^{4}\left(\sum_{j=1}^{n-3} j+(n-3)+n \frac{n-4}{2}+\binom{\frac{n}{2}}{2}\right), & \text { otherwise }\end{cases}
$$

$$
c_{6}= \begin{cases}0, & n=4 \\ 0, & n=6 \\ -(\sqrt{18})^{6}\left(\sum_{j=2}^{n-4}\binom{j}{2}+\binom{n-4}{2}+\binom{\frac{n}{2}}{3}+n\left(\frac{n-4}{2}\right)+n\left(\frac{n}{2}-3\right)\left(\frac{n}{2}-4\right)+n\left(\frac{n}{2}-3\right)\right. & \\ \left.+\frac{n}{2}\left(\frac{n}{2}-2\right)\right)+2 \cdot(\sqrt{18})^{6}\left(n\left(\frac{n-4}{2}-1\right)+\left(\frac{n}{2} \frac{n-4}{2}\right)\right)-2 \cdot(\sqrt{18})^{6}\left(n+\frac{n}{2}\right), & n=10 \\ -(\sqrt{18})^{6}\left(\sum_{j=2}^{n-4}\binom{j}{2}+\binom{n-4}{2}+\binom{\frac{n}{2}}{3}+n\left(\frac{n-4}{2}\right)+n\left(\frac{n}{2}-3\right)\left(\frac{n}{2}-4\right)+n\left(\frac{n}{2}-3\right)\right. & \\ \left.+\frac{n}{2}\left(\frac{n}{2}-2\right)\right)+2 \cdot(\sqrt{18})^{6}\left(n\left(\frac{n-4}{2}-1\right)+\left(\frac{n}{2} \frac{n-4}{2}\right)\right)-(\sqrt{18})^{6} n, & \text { otherwise }\end{cases}
$$

Proof. The proof can be completed by simply replacing $\frac{1}{3}$ with $\sqrt{18}$ in the proof of the previous theorem.

## 3. Conclusion

The Randić and the Sombor characteristic polynomials of $P_{n}$ and $C_{n}$ were obtained. Additionally, the formulae of five coefficients of the Randic and Sombor characteristic polynomials of $R_{n}$ were presented. The Randić and the Sombor energies of $P_{n}$ and $C_{n}$ can be studied by using these presented results. Furthermore, various characteristic polynomials of some similar adjacency matrices defined according to some vertex-degree-based topological invariants can be obtained by using the number of elementary subgraphs that we presented in the theorems and corollaries. Especially, this study can also be extended to the multiplicative Sombor index associated with the Sombor index.
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#### Abstract

In the present paper we give quantitative type theorems for the differences of different bivariate positive linear operators by using weighted modulus of continuity. Similar estimates are obtained via $K$-functional and for Chebyshev functionals. Moreover, an example involving Szász and SzászKantorovich operators is given.


## 1. Introduction

Studies in the theory of approximations have been going on for many years. During these times, the most well-known operator Bernstein operators, the bestknown theorem for convergence was the Korovkin Theorem. Then, Szasz, Baskakov, Kantorovich operators are defined and their convergence properties are examined. Many researchers have defined various modification forms of these operators and examined their convergence properties and their applications are given. In recent years, some studies have been carried out to obtain general information between the convergence speeds of the operators by taking the difference of any two operators.

In the recent past, there is a growing interest in studying the difference of linear positive operators in approximation theory (see |1, 2], [3 and 6])

In 2006, Gonska et al., using Taylor's expansion with Peano remainder, gave a Theorem showing that the difference of two operators A and B can be limited by the concave majorant $\tilde{\omega}$, where $\omega_{k}$ is the $k$-th order modulus of smoothness 11 .

In 2016, A. M. Acu and I. Raşa obtained some inequalities using Taylor's formula and obtained some estimations by applying these inequalities on the differences of Linear Positive operators 1 .

[^10]In 2019, A. Aral et al. obtained some estimates for the difference of two general linear positive operators on unbounded interval 5.

In 2021, A. M. Acu et al. gave some theorems for the difference of linear positive operators of two variables defined on a simplex 4.

In this study, we will give some theorems given by A. Aral et al. 5 for univariate operators for bivariate operators.

This paper deals with the difference of certain bivariate operators defined on unbounded intervals. The differences are estimated in terms of weighted moduli of smoothness for the operators constructed with the same fundamental functions and different functionals in front of them.

## 2. Auxiliary Results

If we can calculate that the difference between the $A$ and $B$ operators is very small, we can learn the properties of the other by looking at the properties of one.

It is well-known that classical modulus of continuity is a very useful tool in order to determine the rate of convergence of the corresponding sequence of linear positive operators defined bounded interval, in case of unbounded intervals, It would be more appropriate to use a defined modulus of continuity in weighted function spaces. This allows to enlarge the continuous function space to weighted function space in approximation problems. For this purpose, we consider the modulus of continuity defined in suitable polynomial weighted space, defined for univariate case in 10 by Gadjieva and Doğru and for bivariate case in 12 by İspir and Atakut.

Let $\mathcal{D}:=[0, \infty) \times[0, \infty)$ and $\rho(x, y):=1+x^{2}+y^{2},(x, y) \in \mathcal{D}$. Throughout the paper; $C(\mathcal{D})$ will denote the space of real-valued continuous functions on $\mathcal{D}$ and $C_{B}(\mathcal{D})$ will denote the space of all $f \in C(\mathcal{D})$ that are bounded on $\mathcal{D}$. Let $B_{\rho}(\mathcal{D})$ denote the space of functions $f$ satisfying the inequality

$$
|f(x, y)| \leq m_{f} \rho(x, y), \quad(x, y) \in \mathcal{D}
$$

where $m_{f}$ is a positive constant which depend on the function $f . B_{\rho}(\mathcal{D})$ is a linear normed space with the norm

$$
\begin{equation*}
\|f\|_{\rho}=\sup _{(x, y) \in \mathcal{D}} \frac{|f(x, y)|}{\rho(x, y)} \tag{1}
\end{equation*}
$$

Let $C_{\rho}(\mathcal{D})$ denote the subspace of all continuous functions belonging to $B_{\rho}(\mathcal{D})$. Also, let $C_{\rho}^{*}(\mathcal{D})$ denote the subspace of all functions $f \in C_{\rho}(\mathcal{D})$ for which there exists a constant $k_{f}$ such that

$$
\lim _{\sqrt{x^{2}+y^{2}} \rightarrow \infty} \frac{|f(x, y)|}{\rho(x, y)}=k_{f}<\infty .
$$

In the case of $k_{f}=0$, we will write $C_{\rho}^{0}(\mathcal{D})$.

We use the weighted modulus of continuity, considered in 10 and 12 , denoted by $\Omega_{\rho}(f, \cdot, \cdot)$ and given by

$$
\begin{equation*}
\Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right)=\sup _{(x, y) \in \mathcal{D},\left|h_{1}\right|<\delta_{1},\left|h_{2}\right|<\delta_{2}} \frac{f\left(x+h_{1}, y+h_{2}\right)-f(x, y)}{\left(1+x^{2}+y^{2}\right)\left(1+h_{1}^{2}+h_{2}^{2}\right)} ; f \in C_{\rho}(\mathcal{D}) \tag{2}
\end{equation*}
$$

The weighted modulus of continuity $\Omega_{\rho}$ satisfies the following properties for $f \in$ $C_{\rho}^{*}(\mathcal{D})$ :
$i: \Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right) \rightarrow 0$ as $\delta_{1} \rightarrow 0$ and $\delta_{2} \rightarrow 0$ for $\delta_{1}, \delta_{2}>0$.
$i i$ : For any positive real numbers $\lambda_{1}, \lambda_{2}, \delta_{1}$ and $\delta_{2}$ the following relation

$$
\begin{equation*}
\Omega_{\rho}\left(f, \lambda_{1} \delta_{1}, \lambda_{2} \delta_{2}\right) \leq 4\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right) \tag{3}
\end{equation*}
$$

holds.
In the sequel, we will use the notation that $e_{i, j}(x, y):=x^{i} y^{j}, i, j \in \mathbb{N},(x, y) \in \mathcal{D}$, 1 denotes the constant function

$$
\begin{equation*}
\mathbf{1}: \mathcal{D} \rightarrow \mathbb{R}, \mathbf{1}(x, y)=1,(x, y) \in \mathcal{D} \tag{4}
\end{equation*}
$$

and $\mathbb{D}$ denotes a linear subspace of $C(\mathcal{D})$, which contains $C_{\rho}(\mathcal{D})$. We also consider the positive linear functional $F: \mathbb{D} \rightarrow \mathbb{R}$ such that $F(\mathbf{1})=1$. Denoting

$$
\begin{equation*}
\theta_{1}^{F}:=F\left(e_{1,0}\right), \theta_{2}^{F}:=F\left(e_{0,1}\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{i, j}^{F}:=F\left(\left(e_{1,0}-\theta_{1}^{F} \mathbf{1}\right)^{i}\left(e_{0,1}-\theta_{2}^{F} \mathbf{1}\right)^{j}\right), \quad i, j \in \mathbb{N} \tag{6}
\end{equation*}
$$

then one has

$$
\begin{align*}
& \mu_{1,0}^{F}=0, \quad \mu_{2,0}^{F}=F\left(e_{1,0}\right)^{2}-\left(\theta_{1}^{F}\right)^{2} \geq 0  \tag{7}\\
& \mu_{0,1}^{F}=0, \quad \mu_{0,2}^{F}=F\left(e_{0,1}\right)^{2}-\left(\theta_{2}^{F}\right)^{2} \geq 0
\end{align*}
$$

Lemma 1. For $(x, y) \in \mathcal{D}, f \in C_{\rho}^{*}(\mathcal{D})$ and $0<\delta_{1}, \delta_{2} \leq 1$, we have

$$
|f(t, s)-f(x, y)| \leq 256 \rho(x, y)\left(1+\frac{(t-x)^{4}}{\delta_{1}^{4}}\right)\left(1+\frac{(s-y)^{4}}{\delta_{2}^{4}}\right) \Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right)
$$

Proof. Using the inequality 5 with $\lambda_{1}=\frac{|t-x|}{\delta_{1}}$ ve $\lambda_{2}=\frac{|s-y|}{\delta_{2}}$, from (2) and (3), we have

$$
\begin{gathered}
|f(t, s)-f(x, y)| \leq 4 \rho(x, y) \Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right)\left(1+\frac{|t-x|}{\delta_{1}}\right)\left(1+\frac{|s-y|}{\delta_{2}}\right) \\
\times\left(1+(t-x)^{2}\right)\left(1+(s-y)^{2}\right) \\
\leq\left\{\begin{array}{cc}
16 \rho(x, y)\left(1+\delta_{1}^{2}\right)\left(1+\delta_{2}^{2}\right) \Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right) ; & |t-x| \leq \delta_{1},|s-y| \leq \delta_{2} \\
16 \rho(x, y)\left(1+\delta_{1}^{2}\right)\left(1+\delta_{2}^{2}\right) \Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right) \frac{\left(t-x 4^{4}\right.}{\delta_{1}^{4}} \frac{(s-y)^{4}}{\delta_{2}^{4}} ; & |t-x|>\delta_{1},|s-y|>\delta_{2}
\end{array} .\right.
\end{gathered}
$$

Therefore

$$
|f(t, s)-f(x, y)| \leq 16 \rho(x, y)\left(1+\delta_{1}^{2}\right)\left(1+\delta_{2}^{2}\right)\left(1+\frac{(t-x)^{4}}{\delta_{1}^{4}}\right)\left(1+\frac{(t-y)^{4}}{\delta_{2}^{4}}\right) \Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right)
$$

Choosing $0<\delta_{1} \leq 1,0<\delta_{2} \leq 1$ for $f \in C_{\rho}^{*}(\mathcal{D}),(x, y) \in \mathcal{D}$, we get

$$
|f(t, s)-f(x, y)| \leq 256 \rho(x, y)\left(1+\frac{(t-x)^{4}}{\delta_{1}^{4}}\right)\left(1+\frac{(s-y)^{4}}{\delta_{2}^{4}}\right) \Omega_{\rho}\left(f, \delta_{1}, \delta_{2}\right)
$$

Now, we present the following estimate for the difference $\left|F(f)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\right|$.
Lemma 2. Let $f$ and all of its partial derivatives of order $\leq 2$ belong to the space $C_{\rho}(\mathcal{D})$ and $0<\delta_{1} \leq 1,0<\delta_{2} \leq 1$. Then we have

$$
\left|F(f)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\right| \leq M_{f} \rho\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\left[\mu_{2,0}^{F}+\mu_{0,2}^{F}\right]
$$

where

$$
M_{f}:=\max \left\{\left\|f_{x x}\right\|_{\rho},\left\|f_{x y}\right\|_{\rho},\left\|f_{y y}\right\|_{\rho}\right\}
$$

Proof. For $f \in C_{\rho}(\mathcal{D}),(t, s) \in \mathcal{D}$, using the Taylor formula we have

$$
\begin{aligned}
& f(t, s)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right) \\
= & f_{x}\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\left(t-\theta_{1}^{F}\right)+f_{y}\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\left(s-\theta_{2}^{F}\right)+\frac{1}{2}\left\{f_{x x}\left(c_{1}, c_{2}\right)\left(t-\theta_{1}^{F}\right)^{2}\right. \\
& \left.+2 f_{x y}\left(c_{1}, c_{2}\right)\left(t-\theta_{1}^{F}\right)\left(s-\theta_{2}^{F}\right)+f_{y y}\left(c_{1}, c_{2}\right)\left(s-\theta_{2}^{F}\right)^{2}\right\}
\end{aligned}
$$

where $\left(c_{1}, c_{2}\right)$ is a point on the line connecting $\left(\theta_{1}^{F}, \theta_{2}^{F}\right)$ and $(t, s)$. Taking into account of the fact that $F(\mathbf{1})=1$ and (5), one has

$$
\begin{align*}
& F(f)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1}) \\
= & f_{x}\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\left(F\left(e_{1,0}\right)-\theta_{1}^{F} F(\mathbf{1})\right)-f_{y}\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\left(F\left(e_{0,1}\right)-\theta_{2}^{F} F(\mathbf{1})\right) \\
& +\frac{1}{2}\left\{f_{x x}\left(c_{1}, c_{2}\right) \mu_{2,0}^{F}+2 f_{x y}\left(c_{1}, c_{2}\right) \mu_{1,1}^{F}+f_{y y}\left(c_{1}, c_{2}\right) \mu_{0,2}^{F}\right\} . \tag{8}
\end{align*}
$$

Using the facts

$$
\begin{aligned}
& \left|f_{x x}\left(c_{1}, c_{2}\right)\right| \leq M_{f}\left(1+\left(\theta_{1}^{F}\right)^{2}+\left(\theta_{2}^{F}\right)^{2}\right) \\
& \left|f_{x y}\left(c_{1}, c_{2}\right)\right| \leq M_{f}\left(1+\left(\theta_{1}^{F}\right)^{2}+\left(\theta_{2}^{F}\right)^{2}\right)
\end{aligned}
$$

and

$$
\left|f_{y y}\left(c_{1}, c_{2}\right)\right| \leq M_{f}\left(1+\left(\theta_{1}^{F}\right)^{2}+\left(\theta_{2}^{F}\right)^{2}\right)
$$

and since

$$
2 \mu_{1,1}^{F} \leq \mu_{2,0}^{F}+\mu_{0,2}^{F}
$$

from (8) we get

$$
\begin{aligned}
\left|F(f)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\right| & \leq \frac{1}{2} M_{f}\left(1+\left(\theta_{1}^{F}\right)^{2}+\left(\theta_{2}^{F}\right)^{2}\right)\left\{\mu_{2,0}^{F}+2 \mu_{1,1}^{F}+\mu_{0,2}^{F}\right\} \\
& \leq M_{f}\left(1+\left(\theta_{1}^{F}\right)^{2}+\left(\theta_{2}^{F}\right)^{2}\right)\left[\mu_{2,0}^{F}+\mu_{0,2}^{F}\right]
\end{aligned}
$$

## 3. Difference of Bivariate Positive Linear Operators

In this section, we will give estimates for the difference of bivariate positive linear operators, on unbounded set $\mathcal{D}$, in terms of weighted modulus of continuity. Let $\mathbb{K}$ be a set of non-negative integers and consider a family of functions $p_{k, l}: \mathcal{D} \rightarrow \mathcal{D}$, $k, l \in \mathbb{K}$. We consider discrete operators given by

$$
U(f ; x, y)=\sum_{k, l \in \mathbb{K}} F_{k, l}(f) p_{k, l}(x, y), V(f ; x, y)=\sum_{k, l \in \mathbb{K}} G_{k, l}(f) p_{k, l}(x, y)
$$

where $\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)=1, F_{k, l}, G_{k, l}: \mathbb{D} \rightarrow \mathbb{R}$ are positive linear functionals such that $F_{k, l}(\mathbf{1})=1, G_{k, l}(\mathbf{1})=1 . U$ and $V$ are positive linear operators such that $U, V: \mathbb{D} \rightarrow B_{\rho}(\mathcal{D})$.

Theorem 1. Let $f \in C_{\rho}^{*}(\mathcal{D})$ with all of its partial derivatives of order $\leq 2$ belong to the space $C_{\rho}(\mathcal{D})$. Then we have
$|(U-V)(f ; x, y)| \leq \delta_{1}+\delta_{2}+2^{8} \Omega_{\rho}\left(f, \delta_{3}, \delta_{4}\right)\left(1+\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\right)$,
where

$$
\begin{aligned}
\delta_{1} & :=M_{f} \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left[\mu_{2,0}^{F_{k, l}}+\mu_{0,2}^{F_{k, l}}\right] \\
\delta_{2} & :=M_{f} \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\left[\mu_{2,0}^{G_{k, l}}+\mu_{0,2}^{G_{k, l}}\right] \\
\delta_{3}^{4} & =\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4}
\end{aligned}
$$

and

$$
\delta_{4}^{4}=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4}
$$

Proof. We can write

$$
\begin{aligned}
|(U-V)(f ; x, y)|= & \mid \sum_{k, l \in \mathbb{K}}\left\{F_{k, l}(f)-G_{k, l}(f)-f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)+f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\right. \\
& \left.-f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)+f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\right\} p_{k, l}(x, y) \mid \\
\leq & \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{\left|F_{k, l}(f)-f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\right|\right. \\
& +\left|G_{k, l}(f)-f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\right| \\
& \left.+\left|f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)-f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\right|\right\} .
\end{aligned}
$$

Using Lemma 2, (5), (6) and (7), we get

$$
\left|F(f)-f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\right| \leq M_{f} \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left\{\mu_{2,0}^{F_{k, l}}+2 \mu_{1,1}^{F_{k, l}}+\mu_{0,2}^{F_{k, l}}\right\}
$$

and

$$
\begin{aligned}
& \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left|F_{k, l}(f)-f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\right| \\
\leq & M_{f} \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left[\mu_{2,0}^{F_{k, l}}+\mu_{0,2}^{F_{k, l}}\right] .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left|G_{k, l}(f)-f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\right| \\
\leq & M_{f} \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\left[\mu_{2,0}^{G_{k, l}}+\mu_{0,2}^{G_{k, l}}\right] .
\end{aligned}
$$

Using Lemma 1. we get

$$
\begin{aligned}
& \left|f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)-f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\right| \\
\leq & 2^{8} \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right) \Omega_{\rho}\left(f, \delta_{3}, \delta_{4}\right) \\
& \times\left(1+\frac{\left.\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4}\right)\left(1+\frac{\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4}}{\delta_{4}^{4}}\right)}{\leq} \quad 2^{8} \Omega_{\rho}\left(f, \delta_{3}, \delta_{4}\right)\left\{\rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)+\rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right) \frac{\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4}}{\delta_{3}^{4}}\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right) \frac{\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4}}{\delta_{4}^{4}} \\
& \left.+\rho\left(\theta_{1}^{F_{k, l},}, \theta_{2}^{F_{k, l}}\right) \frac{\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4}}{\delta_{3}^{4}} \frac{\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4}}{\delta_{4}^{4}}\right\}
\end{aligned}
$$

and we can write

$$
\begin{aligned}
& \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left|f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)-f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\right| \\
\leq & 2^{8} \Omega_{\rho}\left(f, \delta_{3}, \delta_{4}\right)\left\{\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\right. \\
& +\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right) \frac{\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4}}{\delta_{3}^{4}} \\
& +\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right) \frac{\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4}}{\delta_{4}^{4}} \\
+\quad & \left.\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right) \frac{\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4}}{\delta_{3}^{4}} \frac{\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4}}{\delta_{4}^{4}}\right\} \\
= & 2^{8} \Omega_{\rho}\left(f, \delta_{3}, \delta_{4}\right)\left\{A_{0,0}+A_{1,0}+A_{0,1}+A_{1,1}\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
A_{i, j} & =q_{k, l}(x, y)\left[\frac{\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4}}{\delta_{3}^{4}}\right]^{i}\left[\frac{\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4}}{\delta_{4}^{4}}\right]^{j} ; 0 \leq i, j \leq 1 \\
q_{k, l}(x, y) & =\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right) .
\end{aligned}
$$

Choosing

$$
\delta_{3}^{4}=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4}
$$

and

$$
\delta_{4}^{4}=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4},
$$

we reach to the desired result.

## 4. Estimate via $K$-functional

In this section, we give an estimate for the difference of bivariate positive linear operators; in terms of $K$-functional. For this aim, we firstly recall the definition of $K$-functional. Let $C_{B}^{2}(\mathcal{D})=\left\{f \in C_{B}(\mathcal{D}) ; f^{(p, q)} \in C_{B}(\mathcal{D}), 1 \leq p, q \leq 2\right\}$ where $f^{(p, q)}$ is $(p, q)$ th-order partial derivative with respect to $x, y$ of $f$, equipped with the norm

$$
\|f\|_{C_{B}^{2}(\mathcal{D})}=\|f\|_{C_{B}(\mathcal{D})}+\sum_{i=1}^{2}\left\|\frac{\partial^{i} f}{\partial x^{i}}\right\|_{C_{B}(\mathcal{D})}+\sum_{i=1}^{2}\left\|\frac{\partial^{i} f}{\partial y^{i}}\right\|_{C_{B}(\mathcal{D})}
$$

The Peetre $K$-functional of the function $f \in C_{B}(\mathcal{D})$ is given by

$$
K(f ; \delta)=\inf _{g \in C_{B}^{2}(\mathcal{D})}\left\{\|f-g\|_{C_{B}(\mathcal{D})}+\delta\|g\|_{C_{B}^{2}(\mathcal{D})}, \delta>0\right\}
$$

It is known that there is a connection between the second order modulus of smoothness and Peetre's $K$-functional for all $\delta>0$ as follows (see 9, p.192] or [7):

$$
K(f ; \delta) \leq C_{0}\left\{\omega_{2}(f ; \sqrt{\delta})+\min (1, \delta)\|f\|_{C_{B}(\mathcal{D})}\right\}
$$

Here, the constant $C_{0}$ is independent of $\delta$ and $f$, and 2 nd order modulus of smoothness of $f$ is a function $\omega_{2}: C_{B}(\mathcal{D}) \times(0, \infty) \rightarrow[0, \infty)$ given by

$$
\omega_{2}(f, \delta)=\sup _{0<\|h\| \leq \delta} \sup _{x \in \mathcal{D}} \Delta_{h}^{2} f(x), \quad \delta>0
$$

where $\|$.$\| is the Euclidean norm in \mathbb{R}^{2}$ and $\Delta_{h}^{2} f$ is the 2nd order difference on $\mathcal{D}$ given by

$$
\Delta_{h}^{2} f(x)=\sum_{k=0}^{2}(-1)^{2-k}\binom{2}{k} f(x+k h), x \in \mathcal{D}, h \in \mathcal{D}
$$

Now, assume that $C_{B}^{2}(\mathcal{D}) \subset \mathbb{D}$, where, as it is mentioned in page $3, \mathbb{D}$ is the linear subspace of $C(\mathcal{D})$ containing $C_{\rho}(\mathcal{D})$.
Lemma 3. Let $f \in \mathbb{D} \cap C_{B}(\mathcal{D})$. Then

$$
\left|F(f)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\right| \leq 2 K\left(f ; \frac{1}{4}\left[\mu_{2,0}^{F}+\mu_{0,2}^{F}\right]\right)
$$

Proof. Let $g(x, y) \in C_{B}^{2}(\mathcal{D})$ and $(t, s) \in \mathcal{D}$. Using Taylor's expansion 8, we have

$$
\begin{aligned}
g(t, s)-g(x, y)= & \frac{\partial g(x, y)}{\partial x}(t-x)+\frac{\partial g(x, y)}{\partial y}(s-y) \\
& +\int_{x}^{t}(t-u) \frac{\partial^{2} g(u, y)}{\partial u^{2}} d u+\int_{y}^{s}(s-v) \frac{\partial^{2} g(x, v)}{\partial v^{2}} d v
\end{aligned}
$$

Application of the functional $F$ on both sides of the last formula gives

$$
\left|F(g)-g\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})\right|
$$

$$
\begin{aligned}
\leq & \left|g_{x}\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\left(F\left(e_{1,0}\right)-\theta_{1}^{F} F(\mathbf{1})\right)\right|+\left|g_{y}\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\left(F\left(e_{0,1}\right)-\theta_{2}^{F} F(\mathbf{1})\right)\right| \\
& F\left(\left|\int_{x}^{t}(t-u) \frac{\partial^{2} g(u, y)}{\partial u^{2}}\right| d u ; x, y\right)+F\left(\left|\int_{y}^{s}(s-v) \frac{\partial^{2} g(x, v)}{\partial v^{2}} d v\right| ; x, y\right) \\
\leq & \frac{1}{2}\left\{\left\|g_{x x}\right\|_{C_{B}(\mathcal{D})}\left(F\left(e_{1,0}\right)-\theta_{1}^{F} F(\mathbf{1})\right)^{2}+\left\|g_{y y}\right\|_{C_{B}(\mathcal{D})}\left(F\left(e_{0,1}\right)-\theta_{2}^{F} F(\mathbf{1})\right)^{2}\right\} .
\end{aligned}
$$

Taking into account of $F(\mathbf{1})=1,(4),(5)$ and (6), we get

$$
\left|F(g)-g\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\right| \leq \frac{1}{2}\left\{\left\|g_{x x}\right\|_{C_{B}(\mathcal{D})} \mu_{2,0}^{F}+\left\|g_{y y}\right\|_{C_{B}(\mathcal{D})} \mu_{0,2}^{F}\right\}
$$

Now, let $f \in \mathbb{D} \cap C_{B}(\mathcal{D})$ and $(t, s) \in \mathcal{D}$, then we have

$$
\begin{aligned}
& \left|F(f ; x, y)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})\right| \\
= & \left|F(f-g+g ; x, y)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})+g\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})-g\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})\right| \\
= & \mid F(f-g ; x, y)+F(g ; x, y)-g\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1}) \\
- & f\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})+g\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1}) \mid \\
\leq & |F(f-g ; x, y)|+\left|F(g ; x, y)-g\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})\right| \\
+ & \left|f\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})-g\left(\theta_{1}^{F}, \theta_{2}^{F}\right) F(\mathbf{1})\right| \\
\leq & 2\|f-g\|_{C_{B}(\mathcal{D})}+\frac{1}{2}\left\{\left\|g_{x x}\right\|_{C_{B}(\mathcal{D})} \mu_{2,0}^{F}+\left\|g_{y y}\right\|_{C_{B}(\mathcal{D})} \mu_{0,2}^{F}\right\} \\
\leq & 2\|f-g\|_{C_{B}(\mathcal{D})}+\frac{1}{2}\|g\|_{C_{B}^{2}(\mathcal{D})}\left[\mu_{2,0}^{F}+\mu_{0,2}^{F}\right] .
\end{aligned}
$$

Therefore, taking the infimum on the right hand side over all $g \in C_{B}^{2}(D)$

$$
\begin{aligned}
\left|F(f ; x, y)-f\left(\theta_{1}^{F}, \theta_{2}^{F}\right)\right| & \leq \inf _{g \in C_{B}^{2}(D)}\left\{2\|f-g\|_{C_{B}(\mathcal{D})}+\frac{1}{2}\|g\|_{C_{B}^{2}(\mathcal{D})}\left[\mu_{2,0}^{F}+\mu_{0,2}^{F}\right]\right\} \\
& =2 K\left(f ; \frac{1}{4}\left[\mu_{2,0}^{F}+\mu_{0,2}^{F}\right]\right)
\end{aligned}
$$

Now, the following theorem can be given.
Theorem 2. Let $f \in \mathbb{D} \cap C_{B}(\mathcal{D})$ with all of its first order partial derivatives belong to $C_{B}(\mathcal{D})$. Then

$$
|(U-V)(f ; x, y)| \leq 4 K\left(f, \frac{1}{8} \eta(x, y)\right)+M_{f}^{\prime} \mu(x, y)
$$

where $M_{f}^{\prime}:=\max \left\{\left\|f_{x}\right\|_{C_{B}(\mathcal{D})},\left\|f_{x}\right\|_{C_{B}(\mathcal{D})}\right\}$,

$$
\eta(x, y):=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left(\lambda_{F_{k, l}}+\lambda_{G_{k, l}}\right)
$$

with $\lambda_{F_{k, l}}:=\mu_{2,0}^{F_{k, l}}+\mu_{0,2}^{F_{k, l}}, \lambda_{G_{k, l}}:=\mu_{2,0}^{G_{k, l}}+\mu_{0,2}^{G_{k, l}}$ and

$$
\mu(x, y)=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{\left|\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right|+\left|\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right|\right\}
$$

Proof. By the hypothesis, $f$ is differentiable on the line connecting the points $\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)$ and $\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)$. From the mean value theorem for function of two variables (see, e.g., (7) , there is a point $\left(c_{1}, c_{2}\right)$ on this line such that
$f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)-f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)=f_{x}\left(c_{1}, c_{2}\right)\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)+f_{y}\left(c_{1}, c_{2}\right)\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)$
holds. For $f \in \mathbb{D} \cap C_{B}(\mathcal{D})$, using Lemma 3, and the above formula, we have

$$
\begin{aligned}
& |(U-V)(f ; x, y)| \\
\leq & \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left|F_{k, l}(f)-G_{k, l}(f)\right| \\
\leq & \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{\left|F_{k, l}(f)-f\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\right|+\left|G_{k, l}(f)-f\left(\theta_{1}^{G_{k, l}}, \theta_{2}^{G_{k, l}}\right)\right|\right. \\
& \left.\left|f_{x}\left(c_{1}, c_{2}\right)\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)+f_{y}\left(c_{1}, c_{2}\right)\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)\right|\right\} \\
\leq & 2 \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{K\left(f ; \frac{1}{4}\left[\mu_{2,0}^{F_{k, l}}+\mu_{0,2}^{F_{k, l}}\right]\right)+K\left(f ; \frac{1}{4}\left[\mu_{2,0}^{G_{k, l}}+\mu_{0,2}^{G_{k, l}}\right]\right)\right\} \\
& +\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{\left\|f_{x}\right\|_{C_{B}(\mathcal{D})}\left|\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right|+\left\|f_{y}\right\|_{C_{B}(\mathcal{D})}\left|\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right|\right\} \\
= & 2 \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{K\left(f ; \frac{1}{4} \lambda_{F_{k, l}}\right)+K\left(f ; \frac{1}{4} \lambda_{G_{k, l}}\right)\right\} \\
& +K_{f} \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{\left|\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right|+\left|\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right|\right\},
\end{aligned}
$$

where we denote
$\lambda_{F_{k, l}}:=\mu_{2,0}^{F_{k, l}}+\mu_{0,2}^{F_{k, l}}, \lambda_{G_{k, l}}:=\mu_{2,0}^{G_{k, l}}+\mu_{0,2}^{G_{k, l}}$ and $M_{f}^{\prime}:=\max \left\{\left\|f_{x}\right\|_{C_{B}(\mathcal{D})},\left\|f_{x}\right\|_{C_{B}(\mathcal{D})}\right\}$
From the definition of $K$-functional, for a fixed $g \in C_{B}^{2}(\mathcal{D})$, we can write

$$
|(U-V)(f ; x, y)| \leq 4\|f-g\|_{C(\mathcal{D})} \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)
$$

$$
\begin{aligned}
& +\frac{1}{2}\|g\|_{C^{2}(\mathcal{D})} \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left(\lambda_{F_{k, l}}+\lambda_{G_{k, l}}\right) \\
& +M_{f}^{\prime} \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{\left|\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right|+\left|\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right|\right\} \\
= & 4 K\left(f, \frac{1}{8} \eta(x, y)\right)+M_{f}^{\prime} \mu(x, y)
\end{aligned}
$$

where

$$
\eta(x, y):=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left(\lambda_{F_{k, l}}+\lambda_{G_{k, l}}\right)
$$

and

$$
\mu(x, y)=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left\{\left|\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right|+\left|\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right|\right\}
$$

Note that using (9), from the above theorem we obtain

$$
|(U-V)(f ; x, y)| \leq C_{0}\left\{\omega_{2}\left(f ; \sqrt{\frac{1}{8} \eta(x, y)}\right)+\min (1, \lambda)\|f\|_{C_{B}(\mathcal{D})}\right\}+M_{f}^{\prime} \mu(x, y)
$$

## 5. Difference for Chebishev Functionals

For $f, g \in C_{\rho}$, we take the bivariate positive linear operators $U$ and $V$ defined at the beginning of this section. Assuming that $f, g, f g \in C_{\rho}(\mathcal{D})$, we consider the Chebishev functional of $U$ given by $T^{U}(f, g):=U(f g)-U(f) U(g)$ (similarly for $V$ ) (see 5 and references therein). In this part, we give an upper estimate related to the difference $\left|T^{U}(f, g)-T^{V}(f, g)\right|$.
Theorem 3. Let the functions $f, g$ and $f g$ belong to $C_{\rho}^{*}(\mathcal{D})$ and all of their partial derivatives of order $\leq 2$ belong to $C_{\rho}(\mathcal{D})$. If

$$
\begin{gathered}
\theta_{1}^{F_{k, l}}=\theta_{1}^{G_{k, l}}=\theta_{1}, \theta_{2}^{F_{k, l}}=\theta_{2}^{G_{k, l}}=\theta_{2} \\
U\left(1+\left(e_{1,0}\right)^{2}+\left(e_{0,1}\right)^{2} ; x, y\right) \leq M \rho(x, y)
\end{gathered}
$$

and

$$
V\left(1+\left(e_{1,0}\right)^{2}+\left(e_{0,1}\right)^{2} ; x, y\right) \leq M \rho(x, y)
$$

then we have

$$
\begin{aligned}
& \left|T^{U}(f, g ; x, y)-T^{V}(f, g ; x, y)\right| \\
\leq & \left(\delta_{1}+\delta_{2}\right)\left[1+M \rho(x, y)\left(\|f\|_{\rho}+\|g\|_{\rho}\right)\right]+2^{8}\left[1+q_{k, l}(x, y)\right] \\
& \times\left\{\Omega_{\rho}\left(f g, \delta_{3}, \delta_{4}\right)+M \rho(x, y)\left(\|f\|_{\rho} \Omega_{\rho}\left(g, \delta_{3}, \delta_{4}\right)+\|g\|_{\rho} \Omega_{\rho}\left(f, \delta_{3}, \delta_{4}\right)\right)\right\}
\end{aligned}
$$

where $\delta_{1}$ and $\delta_{2}$ are the same as in Theorem 1 and

$$
q_{k, l}(x, y)=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right) .
$$

Proof. From the definition of Chebyshev functionals, we can write

$$
\begin{aligned}
& T^{U}(f, g ; x, y)-T^{V}(f, g ; x, y) \\
= & U(f g ; x, y)-U(f ; x, y) U(g ; x, y)-V(f g ; x, y)+V(f ; x, y) V(g ; x, y) \\
= & U(f g ; x, y)-U(f ; x, y) U(g ; x, y)-U(f ; x, y) V(g ; x, y)+U(f ; x, y) V(g ; x, y) \\
& -V(f g ; x, y)+V(f ; x, y) V(g ; x, y) \\
= & U(f g ; x, y)-V(f g ; x, y)-U(f ; x, y)[U(g ; x, y)-V(g ; x, y)] \\
& -V(g ; x, y)[U(f ; x, y)-V(f ; x, y)] .
\end{aligned}
$$

By taking absolute value of both sides we obtain

$$
\begin{aligned}
& \left|T^{U}(f, g ; x, y)-T^{V}(f, g ; x, y)\right| \\
\leq & |U(f g ; x, y)-V(f g ; x, y)|+|U(f ; x, y)||U(g ; x, y)-V(g ; x, y)| \\
& +|V(g ; x, y)||U(f ; x, y)-V(f ; x, y)| .
\end{aligned}
$$

From Theorem we have

$$
\begin{aligned}
& |U(f g ; x, y)-V(f g ; x, y)| \\
\leq & \sum_{k, l \in \mathbb{K}} p_{k, l}(x, y)\left|F_{k, l}(f g ; x, y)-G_{k, l}(f g ; x, y)\right| \\
\leq & \delta_{1}+\delta_{2}+2^{8} \Omega_{\rho}\left(f g, \delta_{3}, \delta_{4}\right)\left(1+q_{k, l}(x, y)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& |U(f ; x, y)||U(g ; x, y)-V(g ; x, y)| \\
\leq & M \rho(x, y)\|f\|_{\rho}\left[\delta_{1}+\delta_{2}+2^{8} \Omega_{\rho}\left(g, \delta_{3}, \delta_{4}\right)\left(1+q_{k, l}(x, y)\right)\right] \\
& |V(g ; x, y)|[U(f ; x, y)-V(f ; x, y)] \\
\leq & M \rho(x, y)\|g\|_{\rho}\left[\delta_{1}+\delta_{2}+2^{8} \Omega_{\rho}\left(f, \delta_{3}, \delta_{4}\right)\left(1+q_{k, l}(x, y)\right)\right] .
\end{aligned}
$$

If necessary arrangements are made, the proof is completed.

## 6. Application

If we take the well-known bivariate Szász operator as the operator $U$ and the bivariate Szász-Kantorovich as the operator $V$ given, respectively, by

$$
U_{n, m}(f ; x, y)=\sum_{k, l=0}^{\infty} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!} f\left(\frac{k}{n}, \frac{l}{m}\right)
$$

and

$$
V_{n, m}(f ; x, y)=\sum_{k, l=0}^{\infty} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!} n m \int_{\frac{k}{n}}^{\frac{k+1}{n}} \int_{\frac{l}{m}}^{\frac{l+1}{m}} f(t, s) d s d t
$$

Theorem 4. Let $f \in C_{\rho}^{*}(\mathcal{D})$ with all of its partial derivatives of order $\leq 2$ belong to the space $C_{\rho}(\mathcal{D})$. Then we have

$$
|(U-V)(f ; x, y)| \leq \delta_{2}+2^{8} \Omega_{\rho}\left(f, \delta_{3}, \delta_{4}\right) \psi(x, y)
$$

where

$$
\begin{gathered}
\delta_{2}(x, y)=\left\{1+\frac{\left(1+8 n x+4 n x^{2}\right)}{4 n^{2}}+\frac{\left(1+8 m y+4 m y^{2}\right)}{4 m^{2}}\right\}\left\{\frac{1}{3 n^{2}}+\frac{1}{3 m^{2}}\right\}, \\
\delta_{3}^{4}(x, y)=\frac{1}{16 n^{2}}+\frac{n x+4 n x^{2}}{16 n^{4}}+\frac{m y+4 m y^{2}}{16 n^{2} m^{2}} \\
\delta_{4}^{4}(x, y)=\frac{1}{16 m^{2}}+\frac{n x+4 n x^{2}}{16 n^{2} m^{2}}+\frac{m y+4 m y^{2}}{16 m^{4}}
\end{gathered}
$$

and

$$
\psi(x, y)=2+x^{2}+y^{2}+\frac{x}{n}+\frac{y}{m}
$$

Proof. We use Theorem. By making simple calculations for the operators $U$ and $V$ given above, we have

$$
\begin{gathered}
F_{k, l}(f)=f\left(\frac{k}{n}, \frac{l}{m}\right), \\
\theta_{1}^{F}=F_{k, l}\left(e_{1,0}\right)=\frac{k}{n}, \quad \theta_{2}^{F}=\frac{l}{m}, \\
G_{k, l}(f)=n m \int_{\frac{k}{n}}^{\frac{k+1}{n}} \int_{\frac{l}{m}}^{\frac{l+1}{m}} f(t, s) d s d t \\
\theta_{1}^{G}=G_{k, l}\left(e_{1,0}\right)=\frac{1}{2 n}(2 k+1), \quad \theta_{2}^{F}=\frac{1}{2 m}(2 l+1), \\
\mu_{2,0}^{F}=F_{k, l}\left(\left(e_{1,0}-\frac{k}{n}\right)^{2}\right)=0, \quad \mu_{0,2}^{F}=F_{k, l}\left(\left(e_{0,1}-\frac{l}{m}\right)^{2}\right)=0, \\
\mu_{2,0}^{G}=G_{k, l}\left(\left(e_{1,0}-\frac{k}{n}\right)^{2}\right)=\frac{1}{3 n^{2}}, \mu_{0,2}^{G}=G_{k, l}\left(\left(e_{0,1}-\frac{l}{m}\right)^{2}\right)=\frac{1}{3 m^{2}} .
\end{gathered}
$$

Therefore, we get

$$
\begin{aligned}
\delta_{1}(x, y) & =0, \\
\delta_{2}(x, y) & =\sum_{k, l}^{\infty} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!}\left\{\left(1+\frac{(2 k+1)^{2}}{4 n^{2}}+\frac{(2 l+1)^{2}}{4 m^{2}}\right)\left\{\frac{1}{3 n^{2}}+\frac{1}{4 m n}+\frac{1}{3 m^{2}}\right\}\right\} \\
& =\left\{1+\frac{\left(1+8 n x+4 n x^{2}\right)}{4 n^{2}}+\frac{\left(1+8 m y+4 m y^{2}\right)}{4 m^{2}}\right\}\left\{\frac{1}{3 n^{2}}+\frac{1}{4 m n}+\frac{1}{3 m^{2}}\right\}
\end{aligned}
$$

$$
\begin{aligned}
\delta_{3}^{4} & =\sum_{k, l \in \mathbb{K}} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!} \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left(\theta_{1}^{F_{k, l}}-\theta_{1}^{G_{k, l}}\right)^{4} \\
& =\sum_{k, l \in \mathbb{K}} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!} \rho\left(\frac{k}{n}, \frac{l}{m}\right)\left(\frac{k}{n}-\frac{1}{2 n}(2 k+1)\right)^{4} \\
& =\sum_{k, l \in \mathbb{K}} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!}\left(1+\frac{k^{2}}{n^{2}}+\frac{l^{2}}{m^{2}}\right)\left(\frac{1}{2 n}\right)^{4} \\
& =\frac{1}{16 n^{2}}+\frac{n x+4 n x^{2}}{16 n^{4}}+\frac{m y+4 m y^{2}}{16 n^{2} m^{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \delta_{4}^{4}=\sum_{k, l \in \mathbb{K}} p_{k, l}(x, y) \rho\left(\theta_{1}^{F_{k, l}}, \theta_{2}^{F_{k, l}}\right)\left(\theta_{2}^{F_{k, l}}-\theta_{2}^{G_{k, l}}\right)^{4} \\
&= \sum_{k, l \in \mathbb{K}} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!}\left(1+\frac{k^{2}}{n^{2}}+\frac{l^{2}}{m^{2}}\right)\left(\frac{1}{2 m}\right)^{4} \\
&= \frac{1}{16 m^{2}}+\frac{n x+4 n x^{2}}{16 n^{2} m^{2}}+\frac{m y+4 m y^{2}}{16 m^{4}} . \\
& \begin{aligned}
\psi(x, y) & =1+\sum_{k, l \in \mathbb{K}} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!} \rho\left(\frac{k}{n}, \frac{l}{m}\right) \\
& =1+\sum_{k, l \in \mathbb{K}} e^{-n x-m y} \frac{(n x)^{k}}{k!} \frac{(m y)^{l}}{l!}\left(1+\frac{k^{2}}{n^{2}}+\frac{l^{2}}{m^{2}}\right) \\
& =2+x^{2}+y^{2}+\frac{x}{n}+\frac{y}{m} .
\end{aligned}
\end{aligned}
$$

This completes the proof.
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#### Abstract

Fractional calculus and applications have application areas in many different fields such as physics, chemistry, and engineering as well as mathematics. The application of arithmetic carried out in classical analysis in fractional analysis is very important in terms of obtaining more realistic results in the solution of many problems. In this study, we prove an identity involving generalized fractional integrals by using differentiable functions. By utilizing this identity, we obtain several Simpson's type inequalities for the functions whose derivatives in absolute value are convex. Finally, we present some new results as the special cases of our main results.


## 1. Introduction

Simpson's rules are well-known ways for the numerical integration and numerical estimation of definite integrals. This method is known as developed by Thomas Simpson's (1710-1761). However, Johannes Kepler used the same approximation about 100 years ago, so that this method is also known as Kepler's rule. Simpson's rule includes the three-point Newton-Cotes quadrature rule, so estimation based on three steps quadratic kernel is sometimes called as Newton type results.
(1) Simpson's quadrature formula (Simpson's $1 / 3$ rule)

$$
\int_{\kappa_{1}}^{\kappa_{2}} \vartheta(\chi) \mathrm{d} \chi \approx \frac{\kappa_{2}-\kappa_{1}}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right] .
$$

[^11](2) Simpson's second formula or Newton-Cotes quadrature formula (Simpson's $3 / 8$ rule).
$$
\int_{\kappa_{1}}^{\kappa_{2}} \vartheta(\chi) \mathrm{d} \chi \approx \frac{\kappa_{2}-\kappa_{1}}{8}\left[\vartheta\left(\kappa_{1}\right)+3 \vartheta\left(\frac{2 \kappa_{1}+\kappa_{2}}{3}\right)+3 \vartheta\left(\frac{\kappa_{1}+2 \kappa_{2}}{3}\right)+\vartheta\left(\kappa_{2}\right)\right] .
$$

There are a large number of estimations related to these quadrature rules in the literature, one of them is the following estimation known as Simpson's inequality:

Theorem 1. Suppose that $\vartheta:\left[\kappa_{1}, \kappa_{2}\right] \rightarrow \mathbb{R}$ is a four times continuously differentiable mapping on $\left(\kappa_{1}, \kappa_{2}\right)$ and $\left\|\vartheta^{(4)}\right\|_{\infty}=\sup _{\chi \in\left(\kappa_{1}, \kappa_{2}\right)}\left|\vartheta^{(4)}(\chi)\right|<\infty$. Then, one has the inequality

$$
\begin{aligned}
& \left|\frac{1}{3}\left[\frac{\vartheta\left(\kappa_{1}\right)+\vartheta\left(\kappa_{2}\right)}{2}+2 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right]-\frac{1}{\kappa_{2}-\kappa_{1}} \int_{\kappa_{1}}^{\kappa_{2}} \vartheta(\chi) d \chi\right| \\
& \leq \frac{1}{2880}\left\|\vartheta^{(4)}\right\|_{\infty}\left(\kappa_{2}-\kappa_{1}\right)^{4} .
\end{aligned}
$$

In recent years, many authors have focused on Simpson's type inequalities for various classes of functions. Specifically, some mathematicians have worked on Simpson's and Newton's type results for convex mappings, because convexity theory is an effective and powerful method for solving a large number of problems which arise within different branches of pure and applied mathematics. For example, Dragomir et al. 16 presented new Simpson's type results and their applications to quadrature formulas in numerical integration. What is more, some inequalities of Simpson's type for $s$-convex functions are deduced by Alomari et al. in 6. Afterwards, Sarikaya et al. observed the variants of Simpson's type inequalities based on convexity in 42 . In 34 and 35 , the authors provided some Newton's type inequalities for harmonic convex and $p$-harmonic convex functions. Additionally, new Newton's type inequalities for functions whose local fractional derivatives are generalized convex are given by Iftikhar et al. in 25 . For more recent developments, one can consult $2,5,7,11,15,17,18,23,36,47$.

## 2. Generalized Fractional Integrals

Fractional calculus and applications have application areas in many different fields such as physics, chemistry and engineering as well as mathematics. The application of arithmetic carried out in classical analysis in fractional analysis is very important in terms of obtaining more realistic results in the solution of many problems. Many real dynamical systems are better characterized by using noninteger order dynamic models based on fractional computation. While integer orders are a model that is not suitable for nature in classical analysis, fractional computation in which arbitrary orders are examined enables us to obtain more realistic approaches. This subject has been studied by many scientists in terms
of its widespread use $20,21,27,30,31,37,40,44$. One of the most important applications of the fractional Integrals is the Hermite-Hadamard integral inequality (see, 1, 22, 26, 38, 39, 41).

In this section, we summarize the generalized fractional integrals defined by Sarikaya and Ertuğral in 41.

Let's define a function $\varphi:[0, \infty) \rightarrow[0, \infty)$ satisfying the following conditions:

$$
\int_{0}^{1} \frac{\varphi(\tau)}{\tau} d \tau<\infty
$$

We define the following left-sided and right-sided generalized fractional integral operators, respectively, as follows:

$$
\begin{align*}
& \kappa_{1}+I_{\varphi} \vartheta(\chi)=\int_{\kappa_{1}}^{\chi} \frac{\varphi(\chi-\tau)}{\chi-\tau} \vartheta(\tau) d \tau, \quad \chi>\kappa_{1},  \tag{1}\\
& \kappa_{2}-I_{\varphi} \vartheta(\chi)=\int_{\chi}^{\kappa_{2}} \frac{\varphi(\tau-\chi)}{\tau-\chi} \vartheta(\tau) d \tau, \quad \chi<\kappa_{2} \tag{2}
\end{align*}
$$

The most important feature of generalized fractional integrals is that they generalize some types of fractional integrals such as Riemann-Liouville fractional integral, $k$-Riemann-Liouville fractional integral, Katugampola fractional integrals, conformable fractional integral, Hadamard fractional integrals, etc. These important special cases of the integral operators (1) and (2) are mentioned below.
i) If we take $\varphi(\tau)=\tau$, the operator (1) and (2) reduce to the Riemann integral as follows:

$$
\begin{aligned}
& I_{\kappa_{1}+} \vartheta(\chi)=\int_{\kappa_{1}}^{\chi} \vartheta(\tau) d \tau, \quad \chi>\kappa_{1}, \\
& I_{\kappa_{2}-} \vartheta(\chi)=\int_{\chi}^{\kappa_{2}} \vartheta(\tau) d \tau, \quad \chi<\kappa_{2} .
\end{aligned}
$$

ii) Let us consider $\varphi(\tau)=\frac{\tau^{\alpha}}{\Gamma(\alpha)}, \alpha>0$. Then, the operator 11 and 2) reduce to the Riemann-Liouville fractional integral as follows:

$$
\begin{aligned}
& J_{\kappa_{1}+}^{\alpha} \vartheta(\chi)=\frac{1}{\Gamma(\alpha)} \int_{\kappa_{1}}^{\chi}(\chi-\tau)^{\alpha-1} \vartheta(\tau) d \tau, \quad \chi>\kappa_{1}, \\
& J_{\kappa_{2}-}^{\alpha} \vartheta(\chi)=\frac{1}{\Gamma(\alpha)} \int_{\chi}^{\kappa_{2}}(\tau-\chi)^{\alpha-1} \vartheta(\tau) d \tau, \quad \chi<\kappa_{2} .
\end{aligned}
$$

iii) For $\varphi(\tau)=\frac{1}{k \Gamma_{k}(\alpha)} \tau^{\frac{\alpha}{k}}, \alpha, k>0$, the operator 1 and reduce to the $k$-Riemann-Liouville fractional integral as follows:

$$
J_{\kappa_{1}+, k}^{\alpha} \vartheta(\chi)=\frac{1}{k \Gamma_{k}(\alpha)} \int_{\kappa_{1}}^{\chi}(\chi-\tau)^{\frac{\alpha}{k}-1} \vartheta(\tau) d \tau, \quad \chi>\kappa_{1},
$$

$$
J_{\kappa_{2}-, k}^{\alpha} \vartheta(\chi)=\frac{1}{k \Gamma_{k}(\alpha)} \int_{\chi}^{\kappa_{2}}(\tau-\chi)^{\frac{\alpha}{k}-1} \vartheta(\tau) d \tau, \quad \chi<\kappa_{2} .
$$

Here,

$$
\Gamma_{k}(\alpha)=\int_{0}^{\infty} \tau^{\alpha-1} e^{-\frac{\tau^{k}}{k}} d \tau, \quad \mathcal{R}(\alpha)>0
$$

and

$$
\Gamma_{k}(\alpha)=k^{\frac{\alpha}{k}-1} \Gamma\left(\frac{\alpha}{k}\right), \quad \mathcal{R}(\alpha)>0 ; k>0
$$

are given by Mubeen and Habibullah in 33 .
In the literature, there are several papers on inequalities for generalized fractional integrals. For more information and unexplained subjects, we refer the reader to $\mid 8,10,19,24,28,29,32,46,48$ and the references therein.
3. Simpson's Type Inequalities for Generalized Fractional Integrals

Throughout this study for brevity, we define

$$
\eta_{1}(\chi, \tau)=\int_{0}^{\tau} \frac{\varphi\left(\left(\kappa_{2}-\chi\right) u\right)}{u} d u, \quad \nu_{1}(\chi, \tau)=\int_{0}^{\tau} \frac{\varphi\left(\left(\chi-\kappa_{1}\right) u\right)}{u} d u
$$

Particularly, if we choose $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$, then we have

$$
\eta_{1}\left(\frac{\kappa_{1}+\kappa_{2}}{2}, \tau\right)=\nu_{1}\left(\frac{\kappa_{1}+\kappa_{2}}{2}, \tau\right)=\Upsilon_{1}(\tau)=\int_{0}^{\tau} \frac{\varphi\left(\left(\frac{\kappa_{2}-\kappa_{1}}{2}\right) u\right)}{u} d u
$$

Lemma 1. Let $\vartheta:\left[\kappa_{1}, \kappa_{2}\right] \rightarrow \mathbb{R}$ be an absolutely continuous mapping $\left(\kappa_{1}, \kappa_{2}\right)$ such that $\vartheta^{\prime} \in L_{1}\left(\left[\kappa_{1}, \kappa_{2}\right]\right)$. Then, the following equality holds:

$$
\begin{aligned}
& \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right] \\
= & \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)} \int_{0}^{1}\left(\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right) \vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{2}\right) d \tau \\
& -\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)} \int_{0}^{1}\left(\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right) \vartheta^{\prime}\left((1-\tau) \kappa_{1}+\tau \chi\right) d \tau .
\end{aligned}
$$

Proof. By using integration by parts, we have

$$
\begin{align*}
H_{1}= & \int_{0}^{1}\left(\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right) \vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{2}\right) d \tau  \tag{3}\\
& =\frac{1}{\kappa_{2}-\chi} \eta_{1}(\chi, 1)\left[2 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]
\end{align*}
$$

$$
\begin{aligned}
& +\frac{3}{\chi-\kappa_{2}} \int_{0}^{1} \vartheta\left(\tau \chi+(1-\tau) \kappa_{2}\right) \frac{\varphi\left(\left(\kappa_{2}-\chi\right) \tau\right)}{\tau} d \tau \\
= & \frac{1}{\kappa_{2}-\chi} \eta_{1}(\chi, 1)\left[2 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{3}{\kappa_{2}-\chi} \int_{\chi}^{\kappa_{2}} \frac{\vartheta(u) \varphi\left(\kappa_{2}-u\right)}{\kappa_{2}-u} d u \\
= & \frac{\eta_{1}(\chi, 1)}{\kappa_{2}-\chi}\left[2 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{3}{\kappa_{2}-\chi} \chi+I_{\varphi} \vartheta\left(\kappa_{2}\right) .
\end{aligned}
$$

Similarly, we obtain

$$
\begin{align*}
H_{2} & =\int_{0}^{1}\left(\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right) \vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{1}\right) d \tau  \tag{4}\\
& =\frac{\nu_{1}(\chi, 1)}{\chi-\kappa_{1}}\left[-2 \vartheta(\chi)-\vartheta\left(\kappa_{1}\right)\right]+\frac{3}{\chi-\kappa_{1}}{ }_{\chi-} I_{\varphi} \vartheta\left(\kappa_{1}\right) .
\end{align*}
$$

From (3) and (4), we get

$$
\begin{aligned}
& \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)} H_{1}-\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)} H_{2} \\
& =\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]
\end{aligned}
$$

This ends the proof of Lemma 1
Corollary 1. Under assumptions of Lemma 1 with $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$, we obtain the equality

$$
\begin{aligned}
& \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right] \\
& \quad-\frac{1}{2 \Upsilon_{1}(1)}\left[\frac{\kappa_{1}+\kappa_{2}}{2}+I_{\varphi} \vartheta\left(\kappa_{2}\right)+\frac{\kappa_{1}+\kappa_{2}}{2}-I_{\varphi} \vartheta\left(\kappa_{1}\right)\right] \\
& =\frac{\kappa_{2}-\kappa_{1}}{12 \eta_{1}(\chi, 1)} \int_{0}^{1}\left(\Upsilon_{1}(1)-3 \Upsilon_{1}(\tau)\right) \\
& \quad \times\left[\vartheta^{\prime}\left(\frac{\tau}{2} \kappa_{1}+\frac{2-\tau}{2} \kappa_{2}\right)-\vartheta^{\prime}\left(\frac{2-\tau}{2} \kappa_{1}+\frac{\tau}{2} \kappa_{2}\right)\right] d \tau
\end{aligned}
$$

Corollary 2. In Lemma 1, if we choose $\varphi(\tau)=\tau$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$, then we obtain the equality

$$
\begin{aligned}
& \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{1}{\kappa_{2}-\chi} \int_{\chi}^{\kappa_{2}} \vartheta(\tau) d \tau+\frac{1}{\chi-\kappa_{1}} \int_{\kappa_{1}}^{\chi} \vartheta(\tau) d \tau\right] \\
& =\frac{\kappa_{2}-\chi}{6} \int_{0}^{1}(1-3 \tau) \vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{2}\right) d \tau \\
& \quad-\frac{\chi-\kappa_{1}}{6} \int_{0}^{1}(1-3 \tau) \vartheta^{\prime}\left((1-\tau) \kappa_{1}+\tau \chi\right) d \tau
\end{aligned}
$$

Corollary 3. In Lemma 1, let us consider $\varphi(\tau)=\frac{\tau^{\alpha}}{\Gamma(\alpha)}, \alpha>0$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$. Then, we get the equality

$$
\begin{aligned}
& \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{\Gamma(\alpha+1)}{2}\left[\frac{J_{\chi+}^{\alpha} \vartheta\left(\kappa_{2}\right)}{\left(\kappa_{2}-\chi\right)^{\alpha}}+\frac{J_{\chi-}^{\alpha} \vartheta\left(\kappa_{1}\right)}{\left(\chi-\kappa_{1}\right)^{\alpha}}\right] \\
& =\frac{\kappa_{2}-\chi}{6} \int_{0}^{1}\left(1-3 \tau^{\alpha}\right) \vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{2}\right) d \tau \\
& \quad-\frac{\chi-\kappa_{1}}{6} \int_{0}^{1}\left(1-3 \tau^{\alpha}\right) \vartheta^{\prime}\left((1-\tau) \kappa_{1}+\tau \chi\right) d \tau
\end{aligned}
$$

Corollary 4. In Lemma 1, if we assign $\varphi(\tau)=\frac{\tau^{\frac{\alpha}{k}}}{k \Gamma_{k}(\alpha)}, k, \alpha>0$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$, then we have the equality

$$
\begin{aligned}
& \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{\Gamma_{k}(\alpha+k)}{2}\left[\frac{J_{\chi+, k}^{\alpha} \vartheta\left(\kappa_{2}\right)}{\left(\kappa_{2}-\chi\right)^{\frac{\alpha}{k}}}+\frac{J_{\chi-, k}^{\alpha} \vartheta\left(\kappa_{1}\right)}{\left(\chi-\kappa_{1}\right)^{\frac{\alpha}{k}}}\right] \\
& =\frac{\kappa_{2}-\chi}{6} \int_{0}^{1}\left(1-3 \tau^{\frac{\alpha}{k}}\right) \vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{2}\right) d \tau \\
& \quad-\frac{\chi-\kappa_{1}}{6} \int_{0}^{1}\left(1-3 \tau^{\frac{\alpha}{k}}\right) \vartheta^{\prime}\left((1-\tau) \kappa_{1}+\tau \chi\right) d \tau .
\end{aligned}
$$

Remark 1. If we set $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$ in Corollaries 2, 3 and 4, then we obtain the following identities

$$
\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{\kappa_{2}-\kappa_{1}} \int_{\kappa_{1}}^{\kappa_{2}} \vartheta(\tau) d \tau
$$

$$
\begin{aligned}
& =\frac{\kappa_{2}-\kappa_{1}}{12}\left[\int_{0}^{1}(1-3 \tau) \vartheta^{\prime}\left(\frac{\tau}{2} \kappa_{1}+\frac{2-\tau}{2} \kappa_{2}\right) d \tau\right. \\
& \left.-\int_{0}^{1}(1-3 \tau) \vartheta^{\prime}\left(\frac{2-\tau}{2} \kappa_{1}+\frac{\tau}{2} \kappa_{2}\right) d \tau\right] \\
& \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right] \\
& \quad-\frac{2^{\alpha-1} \Gamma(\alpha+1)}{\left(\kappa_{2}-\kappa_{1}\right)^{\alpha}}\left[J_{\frac{\kappa_{1}+\kappa_{2}}{2}+}^{\alpha} \vartheta\left(\kappa_{2}\right)+J_{\frac{\kappa_{1}+\kappa_{2}}{2}-}^{\alpha} \vartheta\left(\kappa_{1}\right)\right] \\
& = \\
& \frac{\kappa_{2}-\kappa_{1}}{12}\left[\int_{0}^{1}\left(1-3 \tau^{\alpha}\right) \vartheta^{\prime}\left(\frac{\tau}{2} \kappa_{1}+\frac{2-\tau}{2} \kappa_{2}\right) d \tau\right. \\
& \left.\quad-\int_{0}^{1}\left(1-3 \tau^{\alpha}\right) \vartheta^{\prime}\left(\frac{2-\tau}{2} \kappa_{1}+\frac{\tau}{2} \kappa_{2}\right) d \tau\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{6} & {\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right] } \\
& -\frac{2^{\frac{\alpha}{k}-1} \Gamma_{k}(\alpha+k)}{\left(\kappa_{2}-\kappa_{1}\right)^{\frac{\alpha}{k}}}\left[J_{\frac{\kappa_{1}+\kappa_{2}}{2}+, k}^{\alpha} \vartheta\left(\kappa_{2}\right)+J_{\frac{\kappa_{1}+\kappa_{2}-, k}{\alpha}}^{\alpha} \vartheta\left(\kappa_{1}\right)\right] \\
= & \frac{\kappa_{2}-\kappa_{1}}{12}\left[\int_{0}^{1}\left(1-3 \tau^{\frac{\alpha}{k}}\right) \vartheta^{\prime}\left(\frac{\tau}{2} \kappa_{1}+\frac{2-\tau}{2} \kappa_{2}\right) d \tau\right. \\
& \left.-\int_{0}^{1}\left(1-3 \tau^{\frac{\alpha}{k}}\right) \vartheta^{\prime}\left(\frac{2-\tau}{2} \kappa_{1}+\frac{\tau}{2} \kappa_{2}\right) d \tau\right]
\end{aligned}
$$

respectively.
Theorem 2. Assume that the assumptions of Lemma 1 hold. Assume also that the mapping $\left|\vartheta^{\prime}\right|$ is convex on $\left[\kappa_{1}, \kappa_{2}\right]$. Then, we have the following inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left[\Xi_{1}\left|\vartheta^{\prime}(\chi)\right|+\Xi_{2}\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|\right]+\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left[\Xi_{3}\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|+\Xi_{4}\left|\vartheta^{\prime}(\chi)\right|\right]
\end{aligned}
$$

where

$$
\left\{\begin{array}{l}
\Xi_{1}=\int_{0}^{1} \tau\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right| d \tau  \tag{5}\\
\Xi_{2}=\int_{0}^{1}(1-\tau)\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right| d \tau \\
\Xi_{3}=\int_{0}^{1}(1-\tau)\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right| d \tau \\
\Xi_{4}=\int_{0}^{1} \tau\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right| d \tau
\end{array}\right.
$$

Proof. By taking modulus in Lemma 1. we obtain

$$
\begin{align*}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]\right|  \tag{6}\\
& \leq \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)} \int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|\left|\vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{2}\right)\right| d \tau \\
& \quad+\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)} \int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|\left|\vartheta^{\prime}\left((1-\tau) \kappa_{1}+\tau \chi\right)\right| d \tau
\end{align*}
$$

With the help of the convexity of $\left|\vartheta^{\prime}\right|$, we get

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)} \int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|\left[\tau\left|\vartheta^{\prime}(\chi)\right|+(1-\tau)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|\right] d \tau \\
& \quad+\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)} \int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|\left[(1-\tau)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|+\tau\left|\vartheta^{\prime}(\chi)\right|\right] d \tau \\
& =\frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left[\Xi_{1}\left|\vartheta^{\prime}(\chi)\right|+\Xi_{2}\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|\right]+\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left[\Xi_{3}\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|+\Xi_{4}\left|\vartheta^{\prime}(\chi)\right|\right]
\end{aligned}
$$

This completes the proof of Theorem 2
Corollary 5. Under assumptions of Theorem 2 with $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$, we have the following inequalities

$$
\begin{aligned}
& \left\lvert\, \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]\right. \\
& \left.\quad-\frac{1}{2 \Upsilon_{1}(1)}\left[\frac{\kappa_{1}+\kappa_{2}}{2}+I_{\varphi} \vartheta\left(\kappa_{2}\right)+\frac{\kappa_{1}+\kappa_{2}}{2}-I_{\varphi} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\,
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{\kappa_{2}-\kappa_{1}}{12 \Upsilon_{1}(1)}\left[2 \Xi_{5}\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|+\Xi_{6}\left[\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|\right]\right] \\
& \leq \frac{\kappa_{2}-\kappa_{1}}{12 \Upsilon_{1}(1)}\left(\Xi_{5}+\Xi_{6}\right)\left[\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|\right]
\end{aligned}
$$

Here,

$$
\begin{equation*}
\Xi_{5}=\int_{0}^{1} \tau\left|\Upsilon_{1}(1)-3 \Upsilon_{1}(\tau)\right| d \tau \text { and } \Xi_{6}=\int_{0}^{1}(1-\tau)\left|\Upsilon_{1}(1)-3 \Upsilon_{1}(\tau)\right| d \tau \tag{7}
\end{equation*}
$$

Corollary 6. In Theorem 2, let us note that $\varphi(\tau)=\tau$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$. Then, we obtain the inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{1}{\kappa_{2}-\chi} \int_{\chi}^{\kappa_{2}} \vartheta(\tau) d \tau+\frac{1}{\chi-\kappa_{1}} \int_{\kappa_{1}}^{\chi} \vartheta(\tau) d \tau\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6}\left[\frac{29}{54}\left|\vartheta^{\prime}(\chi)\right|+\frac{8}{27}\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|\right]+\frac{\chi-\kappa_{1}}{6}\left[\frac{8}{27}\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|+\frac{29}{54}\left|\vartheta^{\prime}(\chi)\right|\right] .
\end{aligned}
$$

Corollary 7. In Theorem 2, if we select $\varphi(\tau)=\frac{\tau^{\alpha}}{\Gamma(\alpha)}, \alpha>0$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$, then we get the inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{\Gamma(\alpha+1)}{2}\left[\frac{J_{\chi+}^{\alpha} \vartheta\left(\kappa_{2}\right)}{\left(\kappa_{2}-\chi\right)^{\alpha}}+\frac{J_{\chi-}^{\alpha} \vartheta\left(\kappa_{1}\right)}{\left(\chi-\kappa_{1}\right)^{\alpha}}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6}\left[\Theta_{1}(\alpha)\left|\vartheta^{\prime}(\chi)\right|+\Theta_{2}(\alpha)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|\right] \\
& \quad+\frac{\chi-\kappa_{1}}{6}\left[\Theta_{2}(\alpha)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|+\Theta_{1}(\alpha)\left|\vartheta^{\prime}(\chi)\right|\right]
\end{aligned}
$$

where

$$
\begin{align*}
& \Theta_{1}(\alpha)=\frac{\alpha}{\alpha+2}\left(\frac{1}{3}\right)^{\frac{2}{\alpha}}+\frac{4-\alpha}{2(\alpha+2)}  \tag{8}\\
& \Theta_{2}(\alpha)=\frac{2 \alpha}{\alpha+1}\left(\frac{1}{3}\right)^{\frac{1}{\alpha}}-\frac{\alpha}{\alpha+2}\left(\frac{1}{3}\right)^{\frac{2}{\alpha}}+\frac{4-3 \alpha-\alpha^{2}}{2(\alpha+1)(\alpha+2)}
\end{align*}
$$

Corollary 8. In Theorem 2, consider $\varphi(\tau)=\frac{\tau^{\frac{\alpha}{k}}}{k \Gamma_{k}(\alpha)}, k, \alpha>0$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$, then we have the following inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{\Gamma_{k}(\alpha+k)}{2}\left[\frac{J_{\chi+, k}^{\alpha} \vartheta\left(\kappa_{2}\right)}{\left(\kappa_{2}-\chi\right)^{\frac{\alpha}{k}}}+\frac{J_{\chi-, k}^{\alpha} \vartheta\left(\kappa_{1}\right)}{\left(\chi-\kappa_{1}\right)^{\frac{\alpha}{k}}}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6}\left[\Psi_{1}(\alpha, k)\left|\vartheta^{\prime}(\chi)\right|+\Psi_{2}(\alpha, k)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|\right] \\
& \quad+\frac{\chi-\kappa_{1}}{6}\left[\Psi_{2}(\alpha, k)(\alpha)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|+\Psi_{1}(\alpha, k)\left|\vartheta^{\prime}(\chi)\right|\right] .
\end{aligned}
$$

Here,

$$
\begin{align*}
& \Psi_{1}(\alpha, k)=\frac{\alpha}{\alpha+2 k}\left(\frac{1}{3}\right)^{\frac{2 k}{\alpha}}+\frac{4 k-\alpha}{2(\alpha+2 k)}  \tag{9}\\
& \Psi_{2}(\alpha, k)=\frac{2 \alpha}{\alpha+k}\left(\frac{1}{3}\right)^{\frac{k}{\alpha}}-\frac{\alpha}{\alpha+2 k}\left(\frac{1}{3}\right)^{\frac{2 k}{\alpha}}+\frac{4 k^{2}-3 \alpha k-\alpha^{2}}{2(\alpha+k)(\alpha+2 k)} .
\end{align*}
$$

Remark 2. If we set $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$ in Corollary 6, then Corollary 6 reduces to 43 , Corollary 1].
Remark 3. Assume $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$ in Corollary 7. Then, we obtain the following inequality

$$
\begin{aligned}
& \left\lvert\, \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]\right. \\
& \left.\quad-\frac{2^{\alpha-1} \Gamma(\alpha+1)}{\left(\kappa_{2}-\kappa_{1}\right)^{\alpha}}\left[J_{\frac{\kappa_{1}+\kappa_{2}}{2}+}^{\alpha} \vartheta\left(\kappa_{2}\right)+J_{\frac{\kappa_{1}+\kappa_{2}}{2}-}^{\alpha} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\, \\
& \leq \frac{\kappa_{2}-\kappa_{1}}{12}\left[\Theta_{2}(\alpha)\left(\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|\right)+2 \Theta_{1}(\alpha)\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|\right]
\end{aligned}
$$

which is given by Har and Wang in [23].
Remark 4. Assume $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$ in Corollary 8. Then, we obtain the following inequality

$$
\begin{aligned}
& \left\lvert\, \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]\right. \\
& \left.\quad-\frac{2^{\frac{\alpha}{k}-1} \Gamma_{k}(\alpha+k)}{\left(\kappa_{2}-\kappa_{1}\right)^{\frac{\alpha}{k}}}\left[J_{\frac{\kappa_{1}+\kappa_{2}}{2}+, k}^{\alpha} \vartheta\left(\kappa_{2}\right)+J_{\frac{\kappa_{1}+\kappa_{2}}{2}-, k}^{\alpha} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\, \\
& \leq \frac{\kappa_{2}-\kappa_{1}}{12}\left[\Psi_{2}(\alpha, k)\left(\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|\right)+2 \Psi_{1}(\alpha, k)\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|\right] .
\end{aligned}
$$

Theorem 3. Suppose that the assumptions of Lemma 1 hold. Suppose also that the mapping $\left|\vartheta^{\prime}\right|^{q}, q>1$, is convex on $\left[\kappa_{1}, \kappa_{2}\right]$. Then, we have the following inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|^{p} d \tau\right)^{\frac{1}{p}}\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}} \\
& \quad+\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|^{p} d \tau\right)^{\frac{1}{p}}\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}
\end{aligned}
$$

where $\frac{1}{p}+\frac{1}{q}=1$.

Proof. By applying Hölder inequality (6), we get

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|^{p} d \tau\right)^{\frac{1}{p}}\left(\int_{0}^{1}\left|\vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{2}\right)\right|^{q} d \tau\right)^{\frac{1}{q}} \\
& \quad+\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|^{p} d \tau\right)^{\frac{1}{p}}\left(\int_{0}^{1}\left|\vartheta^{\prime}\left((1-\tau) \kappa_{1}+\tau \chi\right)\right|^{q} d \tau\right)^{\frac{1}{q}} .
\end{aligned}
$$

By using convexity of $\left|\vartheta^{\prime}\right|^{q}$, we obtain

$$
\begin{aligned}
\left\lvert\, \frac{1}{6}\right. & { \left.\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right] \right\rvert\, } \\
\leq & \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|^{p} d \tau\right)^{\frac{1}{p}} \\
& \times\left(\int_{0}^{1}\left(\tau\left|\vartheta^{\prime}(\chi)\right|^{q}+(1-\tau)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right) d \tau\right)^{\frac{1}{q}} \\
& +\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|^{p} d \tau\right)^{\frac{1}{p}} \\
& \times\left(\int_{0}^{1}\left((1-\tau)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\tau\left|\vartheta^{\prime}(\chi)\right|^{q}\right) d \tau\right)^{\frac{1}{q}} \\
= & \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|^{p} d \tau\right)^{\frac{1}{p}}\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}} \\
& +\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|^{p} d \tau\right)^{\frac{1}{p}}\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}},
\end{aligned}
$$

which completes the proof of Theorem 3

Corollary 9. Under assumptions of Theorem 3 with $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$, we have the following inequalities

$$
\begin{aligned}
\left\lvert\, \frac{1}{6}\right. & {\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right] } \\
& \left.-\frac{1}{2 \Upsilon_{1}(1)}\left[\frac{\kappa_{1}+\kappa_{2}}{2}+I_{\varphi} \vartheta\left(\kappa_{2}\right)+\frac{\kappa_{1}+\kappa_{2}}{2}-I_{\varphi} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\, \\
\leq & \frac{\kappa_{2}-\kappa_{1}}{12 \Upsilon_{1}(1)}\left(\int_{0}^{1}\left|\Upsilon_{1}(1)-3 \Upsilon_{1}(\tau)\right|^{p} d \tau\right)^{\frac{1}{p}} \\
& \times\left[\left(\frac{\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}+\left(\frac{\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right] \\
\leq & \left.\frac{\kappa_{2}-\kappa_{1}}{12 \Upsilon_{1}(1)}\left(\int_{0}^{1}\left|\Upsilon_{1}(1)-3 \Upsilon_{1}(\tau)\right|^{p} d \tau\right)^{\frac{1}{p}}\right] \\
& \times\left[\left(\frac{\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+3\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{4}\right)^{\frac{1}{q}}+\left(\frac{3\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{4}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

Corollary 10. In Theorem 3. let us consider $\varphi(\tau)=\tau$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$. Then, we obtain the inequality

$$
\begin{aligned}
& \left.\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{1}{\kappa_{2}-\chi} \int_{\chi}^{\kappa_{2}} \vartheta(\tau) d \tau+\frac{1}{\chi-\kappa_{1}} \int_{\kappa_{1}}^{\chi} \vartheta(\tau) d \tau\right] \right\rvert\, \\
& \leq \frac{1}{6}\left(\frac{1+2^{p+1}}{3(p+1)}\right)^{\frac{1}{p}} \\
& \quad \times\left[\left(\kappa_{2}-\chi\right)\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}+\left(\chi-\kappa_{1}\right)\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right] .
\end{aligned}
$$

Corollary 11. In Theorem 3, if we take $\varphi(\tau)=\frac{\tau^{\alpha}}{\Gamma(\alpha)}, \alpha>0$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$, then we get the inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{\Gamma(\alpha+1)}{2}\left[\frac{J_{\chi+}^{\alpha} \vartheta\left(\kappa_{2}\right)}{\left(\kappa_{2}-\chi\right)^{\alpha}}+\frac{J_{\chi-}^{\alpha} \vartheta\left(\kappa_{1}\right)}{\left(\chi-\kappa_{1}\right)^{\alpha}}\right]\right| \\
& \leq \frac{1}{6}\left(\int_{0}^{1}\left|1-3 \tau^{\alpha}\right|^{p} d \tau\right)^{\frac{1}{p}}
\end{aligned}
$$

$$
\times\left[\left(\kappa_{2}-\chi\right)\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}+\left(\chi-\kappa_{1}\right)\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right]
$$

Corollary 12. In Theorem 3. let us note that $\varphi(\tau)=\frac{\tau^{\frac{\alpha}{k}}}{k \Gamma_{k}(\alpha)}, k, \alpha>0$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$. Then, we have the inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{\Gamma_{k}(\alpha+k)}{2}\left[\frac{J_{\chi+, k}^{\alpha} \vartheta\left(\kappa_{2}\right)}{\left(\kappa_{2}-\chi\right)^{\frac{\alpha}{k}}}+\frac{J_{\chi-, k}^{\alpha} \vartheta\left(\kappa_{1}\right)}{\left(\chi-\kappa_{1}\right)^{\frac{\alpha}{k}}}\right]\right| \\
& \leq \frac{1}{6}\left(\int_{0}^{1}\left|1-3 \tau^{\frac{\alpha}{k}}\right|^{p} d \tau\right)^{\frac{1}{p}} \\
& \quad \times\left[\left(\kappa_{2}-\chi\right)\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}+\left(\chi-\kappa_{1}\right)\left(\frac{\left|\vartheta^{\prime}(\chi)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right] .
\end{aligned}
$$

Remark 5. If we assign $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$ in Corollary 10, then Corollary 10 reduces to 43, Corollary 3].
Remark 6. Consider $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$ in Corollaries 11 and 12. Then, we obtain the following inequalities

$$
\begin{aligned}
& \left\lvert\, \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]\right. \\
& \left.\quad-\frac{2^{\alpha-1} \Gamma(\alpha+1)}{\left(\kappa_{2}-\kappa_{1}\right)^{\alpha}}\left[J_{\frac{\kappa_{1}+\kappa_{2}}{2}+}^{\alpha} \vartheta\left(\kappa_{2}\right)+J_{\frac{\kappa_{1}+\kappa_{2}}{2}-}^{\alpha} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\, \\
& \leq \\
& \quad \frac{\kappa_{2}-\kappa_{1}}{12}\left(\int_{0}^{1}\left|1-3 \tau^{\alpha}\right|^{p} d \tau\right)^{\frac{1}{p}}\left[\left(\frac{\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right. \\
& \left.\quad+\left(\frac{\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\lvert\, \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]\right. \\
& \left.\quad-\frac{2^{\frac{\alpha}{k}-1} \Gamma_{k}(\alpha+k)}{\left(\kappa_{2}-\kappa_{1}\right)^{\frac{\alpha}{k}}}\left[J_{\frac{\kappa_{1}+\kappa_{2}}{2}+, k}^{\alpha} \vartheta\left(\kappa_{2}\right)+J_{\frac{\kappa_{1}+\kappa_{2}}{2}-, k}^{\alpha} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\, \\
& \leq \frac{\kappa_{2}-\kappa_{1}}{12}\left(\int_{0}^{1}\left|1-3 \tau^{\frac{\alpha}{k}}\right|^{p} d \tau\right)^{\frac{1}{p}}\left[\left(\frac{\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right.
\end{aligned}
$$

$$
\left.+\left(\frac{\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right]
$$

respectively.
Theorem 4. Suppose that the assumptions of Lemma 1 hold. If the mapping $\left|\vartheta^{\prime}\right|^{q}$, $q \geq 1$, is convex on $\left[\kappa_{1}, \kappa_{2}\right]$, then we have the following inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right| d \tau\right)^{1-\frac{1}{q}}\left(\Xi_{1}\left|\vartheta^{\prime}(\chi)\right|^{q}+\Xi_{2}\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right)^{\frac{1}{q}} \\
& \quad+\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right| d \tau\right)^{1-\frac{1}{q}}\left(\Xi_{3}\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\Xi_{4}\left|\vartheta^{\prime}(\chi)\right|^{q}\right)^{\frac{1}{q}}
\end{aligned}
$$

where $\Xi_{i}, i=1,2,3,4$ are defined as in equality (5).
Proof. By applying power mean inequality (6), we get

$$
\begin{aligned}
&\left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right| d \tau\right)^{1-\frac{1}{q}} \\
& \times\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|\left|\vartheta^{\prime}\left(\tau \chi+(1-\tau) \kappa_{2}\right)\right|^{q} d \tau\right)^{\frac{1}{q}} \\
&+\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right| d \tau\right)^{1-\frac{1}{q}} \\
& \quad \times\left(\int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|\left|\vartheta^{\prime}\left((1-\tau) \kappa_{1}+\tau \chi\right)\right|^{q} d \tau\right)^{\frac{1}{q}}
\end{aligned}
$$

Since $\left|\vartheta^{\prime}\right|^{q}$ is convex, we obtain

$$
\left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{\chi+I_{\varphi} \vartheta\left(\kappa_{2}\right)}{\eta_{1}(\chi, 1)}+\frac{\chi-I_{\varphi} \vartheta\left(\kappa_{1}\right)}{\nu_{1}(\chi, 1)}\right]\right|
$$

$$
\begin{aligned}
\leq & \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right| d \tau\right)^{1-\frac{1}{q}} \\
& \times\left(\int _ { 0 } ^ { 1 } \left[\tau\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|\left|\vartheta^{\prime}(\chi)\right|^{q}\right.\right. \\
& \left.\left.+(1-\tau)\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right|\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right] d \tau\right)^{\frac{1}{q}} \\
& +\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left(\int_{0}^{1-\frac{1}{q}}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right| d \tau\right)^{1} \\
& \times\left(\int _ { 0 } ^ { 1 } \left[(1-\tau)\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}\right.\right. \\
& \left.\left.+\tau\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right|\left|\vartheta^{\prime}(\chi)\right|^{q} d \tau\right]\right)^{\frac{1}{q}} \\
= & \frac{\kappa_{2}-\chi}{6 \eta_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\eta_{1}(\chi, 1)-3 \eta_{1}(\chi, \tau)\right| d \tau\right)^{1-\frac{1}{q}}\left(\Xi_{1}\left|\vartheta^{\prime}(\chi)\right|^{q}+\Xi_{2}\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right)^{\frac{1}{q}} \\
& +\frac{\chi-\kappa_{1}}{6 \nu_{1}(\chi, 1)}\left(\int_{0}^{1}\left|\nu_{1}(\chi, 1)-3 \nu_{1}(\chi, \tau)\right| d \tau\right)^{1-\frac{1}{q}}\left(\Xi_{3}\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\Xi_{4}\left|\vartheta^{\prime}(\chi)\right|^{q}\right)^{\frac{1}{q}} .
\end{aligned}
$$

This completes the proof of Theorem 4
Corollary 13. Under assumptions of Theorem 4 with $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$, we have the following inequalities

$$
\begin{aligned}
& \left\lvert\, \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]\right. \\
& \left.\quad-\frac{1}{2 \Upsilon_{1}(1)}\left[\frac{\kappa_{1}+\kappa_{2}}{2}+I_{\varphi} \vartheta\left(\kappa_{2}\right)+\frac{\kappa_{1}+\kappa_{2}}{2}-I_{\varphi} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\, \\
& \leq \\
& \quad \frac{\kappa_{2}-\kappa_{1}}{12 \Upsilon_{1}(1)}\left(\int_{0}^{1}\left|\Upsilon_{1}(1)-3 \Upsilon_{1}(\tau)\right| d \tau\right)^{1-\frac{1}{q}} \\
& \quad \times\left[\left(\Xi_{5}\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\Xi_{6}\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.\quad+\left(\Xi_{6}\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\Xi_{5}\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{\kappa_{2}-\kappa_{1}}{12 \Upsilon_{1}(1)}\left(\int_{0}^{1}\left|\Upsilon_{1}(1)-3 \Upsilon_{1}(\tau)\right| d \tau\right)^{1-\frac{1}{q}} \\
& \times\left[\left(\frac{\Xi_{5}\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\left(\Xi_{5}+2 \Xi_{6}\right)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\frac{\left(\Xi_{5}+2 \Xi_{6}\right)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\Xi_{5}\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}}{2}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

Here, $\Xi_{5}$ and $\Xi_{6}$ are defined as in equality (7).
Corollary 14. In Theorem 4, if we choose $\varphi(\tau)=\tau$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$, then we obtain the inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{1}{2}\left[\frac{1}{\kappa_{2}-\chi} \int_{\chi}^{\kappa_{2}} \vartheta(\tau) d \tau+\frac{1}{\chi-\kappa_{1}} \int_{\kappa_{1}}^{\chi} \vartheta(\tau) d \tau\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6}\left(\frac{5}{6}\right)^{1-\frac{1}{q}}\left(\frac{29}{54}\left|\vartheta^{\prime}(\chi)\right|^{q}+\frac{8}{27}\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right)^{\frac{1}{q}} \\
& \quad+\frac{\chi-\kappa_{1}}{6}\left(\frac{5}{6}\right)^{1-\frac{1}{q}}\left(\frac{8}{27}\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\frac{29}{54}\left|\vartheta^{\prime}(\chi)\right|^{q}\right)^{\frac{1}{q}}
\end{aligned}
$$

Corollary 15. In Theorem 4, let us note that $\varphi(\tau)=\frac{\tau^{\alpha}}{\Gamma(\alpha)}, \alpha>0$ for all $\tau \in$ [ $\kappa_{1}, \kappa_{2}$ ]. Then, we have the inequality

$$
\begin{aligned}
& \left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{\Gamma(\alpha+1)}{2}\left[\frac{J_{\chi+}^{\alpha} \vartheta\left(\kappa_{2}\right)}{\left(\kappa_{2}-\chi\right)^{\alpha}}+\frac{J_{\chi-}^{\alpha} \vartheta\left(\kappa_{1}\right)}{\left(\chi-\kappa_{1}\right)^{\alpha}}\right]\right| \\
& \leq \frac{\kappa_{2}-\chi}{6}\left(\Theta_{3}(\alpha)\right)^{1-\frac{1}{q}}\left(\Theta_{1}(\alpha)\left|\vartheta^{\prime}(\chi)\right|^{q}+\Theta_{2}(\alpha)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right)^{\frac{1}{q}} \\
& \quad+\frac{\chi-\kappa_{1}}{6}\left(\Theta_{3}(\alpha)\right)^{1-\frac{1}{q}}\left(\Theta_{2}(\alpha)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\Theta_{1}(\alpha)\left|\vartheta^{\prime}(\chi)\right|^{q}\right)^{\frac{1}{q}}
\end{aligned}
$$

where $\Theta_{i}(\alpha), i=1,2$ are defined as in equality (8) and

$$
\Theta_{3}(\alpha)=2\left(\frac{1}{3}\right)^{\frac{1}{\alpha}}\left[1-\frac{1}{\alpha+1}\right]+\frac{3}{\alpha+1}-1
$$

Corollary 16. In Theorem 4, if we set $\varphi(\tau)=\frac{\tau^{\frac{\alpha}{k}}}{k \Gamma_{k}(\alpha)}, k, \alpha>0$ for all $\tau \in\left[\kappa_{1}, \kappa_{2}\right]$, then we get the inequality

$$
\left|\frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta(\chi)+\vartheta\left(\kappa_{2}\right)\right]-\frac{\Gamma_{k}(\alpha+k)}{2}\left[\frac{J_{\chi+, k}^{\alpha} \vartheta\left(\kappa_{2}\right)}{\left(\kappa_{2}-\chi\right)^{\frac{\alpha}{k}}}+\frac{J_{\chi-, k}^{\alpha} \vartheta\left(\kappa_{1}\right)}{\left(\chi-\kappa_{1}\right)^{\frac{\alpha}{k}}}\right]\right|
$$

$$
\begin{aligned}
\leq & \frac{\kappa_{2}-\chi}{6}\left(\Psi_{3}(\alpha, k)\right)^{1-\frac{1}{q}}\left(\Psi_{1}(\alpha, k)\left|\vartheta^{\prime}(\chi)\right|^{q}+\Psi_{2}(\alpha, k)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right)^{\frac{1}{q}} \\
& +\frac{\chi-\kappa_{1}}{6}\left(\Psi_{3}(\alpha, k)\right)^{1-\frac{1}{q}}\left(\Psi_{2}(\alpha, k)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\Psi_{1}(\alpha, k)\left|\vartheta^{\prime}(\chi)\right|^{q}\right)^{\frac{1}{q}}
\end{aligned}
$$

where $\Psi_{i}(\alpha, k), i=1,2$ are defined as in equality (g) and

$$
\Psi_{3}(\alpha, k)=2\left(\frac{1}{3}\right)^{\frac{k}{\alpha}}\left[1-\frac{k}{\alpha+k}\right]+\frac{3 k}{(\alpha+k)}-1
$$

Remark 7. Considering $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$ in Corollary 14, then Corollary 14 reduces to [43, Theorem 10 (for $s=1$ )].

Remark 8. If we take $\chi=\frac{\kappa_{1}+\kappa_{2}}{2}$ in Corollaries 15 and 16 , then we obtain the following inequalities

$$
\begin{aligned}
& \left\lvert\, \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]\right. \\
& \left.\quad-\frac{2^{\alpha-1} \Gamma(\alpha+1)}{\left(\kappa_{2}-\kappa_{1}\right)^{\alpha}}\left[J_{\frac{\kappa_{1}+\kappa_{2}}{2}+}^{\alpha} \vartheta\left(\kappa_{2}\right)+J_{\frac{\kappa_{1}+\kappa_{2}}{2}-}^{\alpha} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\, \\
& \leq \\
& \quad \frac{\kappa_{2}-\kappa_{1}}{12}\left(\Theta_{3}(\alpha)\right)^{1-\frac{1}{q}}\left[\left(\Theta_{1}(\alpha)\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\Theta_{2}(\alpha)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.\quad+\left(\Theta_{2}(\alpha)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\Theta_{1}(\alpha)\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\lvert\, \frac{1}{6}\left[\vartheta\left(\kappa_{1}\right)+4 \vartheta\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)+\vartheta\left(\kappa_{2}\right)\right]\right. \\
& \left.\quad-\frac{2^{\frac{\alpha}{k}-1} \Gamma_{k}(\alpha+k)}{\left(\kappa_{2}-\kappa_{1}\right)^{\frac{\alpha}{k}}}\left[J_{\frac{\kappa_{1}+\kappa_{2}}{2}+, k}^{\alpha} \vartheta\left(\kappa_{2}\right)+J_{\frac{\kappa_{1}+\kappa_{2}}{2}-, k}^{\alpha} \vartheta\left(\kappa_{1}\right)\right] \right\rvert\, \\
& \leq \\
& \quad \frac{\kappa_{2}-\kappa_{1}}{12}\left(\Psi_{3}(\alpha, k)\right)^{1-\frac{1}{q}}\left[\left(\Psi_{1}(\alpha, k)\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}+\Psi_{2}(\alpha, k)\left|\vartheta^{\prime}\left(\kappa_{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.\quad+\left(\Psi_{2}(\alpha, k)\left|\vartheta^{\prime}\left(\kappa_{1}\right)\right|^{q}+\Psi_{1}(\alpha, k)\left|\vartheta^{\prime}\left(\frac{\kappa_{1}+\kappa_{2}}{2}\right)\right|^{q}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

respectively.

## 4. Conclusion

In this paper, we used the concepts of fractional calculus and proved some new inequalities of Simpson's type inequalities for differentiable convex mappings. Moreover, we discussed the special cases of the main results and several new inequalities of Simpson's type for differentiable convex functions via the ordinary integral are
obtained. It is an interesting and new problem that the upcoming researchers can obtain similar inequalities for co-ordinated convex functions in their future research.

Author Contribution Statements All authors contributed equally to the writing of this paper. All authors read and approved the final manuscript.

Declaration of Competing Interests The authors declare that they have no competing interests.

Acknowledgments The authors would like to express their sincere thanks to the editor and the anonymous reviewers for their helpful comments and suggestions.

## References

[1] Agarwal, P., Vivas-Cortez, M., Rangel-Oliveros, Y., Ali, M. A., New Ostrowski type inequalities for generalized $s$-convex functions with applications to some special means of real numbers and to midpoint formula, AIMS Mathematics, 7(1) (2022), 1429-1444. doi: 10.3934/math. 2022084
[2] Ali, M. A., Budak, H., Zhang, Z., Yildirim, H., Some new Simpson's type inequalities for co-ordinated convex functions in quantum calculus, Math. Methods Appl. Sci., 44(6) (2021), 4515-4540 https://doi.org/10.1002/mma. 7048
[3] Ali, M. A., Budak, H., Abbas, M., Chu, Y.-M., Quantum Hermite-Hadamard-type inequalities for functions with convex absolute values of second $q^{\kappa_{2}}$-derivatives, Adv. Difference Equ., 2021(7) (2021). https://doi.org/10.1186/s13662-020-03163-1
[4] Ali, M. A., Chu, Y. M., Budak, H., Akkurt, A., Yildirim, H., New quantum boundaries for quantum Simpson's and quantum Newton's type inequalities for preinvex functions, Adv. Difference Equ., 2021(64) (2021). https://doi.org/10.1186/s13662-021-03226-x
[5] Ali, M. A., Abbas, M., Budak, H., Agarwal, P., Murtaza, G., Chu, Y.-M., Quantum variant of Montgomery identity and Ostrowski-type inequalities for the mappings of two variables, Adv. Difference Equ., 2021(25) (2021). https://doi.org/10.1186/s13662-020-03195-7
[6] Alomari, M., Darus, M., Dragomir, S. S., New inequalities of Simpson's type for s-convex functions with applications, RGMIA Res. Rep. Coll., 12(4) (2009).
[7] Budak, H., Erden, S., Ali, M. A., Simpson and Newton type inequalities for convex functions via newly defined quantum integrals, Math. Methods Appl. Sci., 44(1) (2021), 378-390 https://doi.org/10.1002/mma.6742.
[8] Budak, H., Kara, H., Kapucu, R., New midpoint type inequalities for generalized fractional integral, Comput. Methods Differ. Equ., 10(1) (2022), 93-108. DOI:10.22034/cmde.2020.40684.1772
[9] Budak, H., Pehlivan E., Kösem, P., On new extensions of Hermite-Hadamard inequalities for generalized fractional integrals, Sahand Communications in Mathematical Analysis, 18(1) (2021), 73-88.
[10] Budak, H., Hezenci, F., Kara, H., On parameterized inequalities of Ostrowski and Simpson type for convex functions via generalized fractional integrals, Math. Methods Appl. Sci., $44(17)(2021), 12522-12536$. DOI: $10.1002 / \mathrm{mma} .7558$
[11] Butt, S. I., Akdemir, A. O., Agarwal, P., Baleanu, D., Non-conformable integral inequalities of Chebyshev-Pólya-Szego type, J. Math. Inequal., 15(4) (2021), 1391-1400. dx.doi.org/10.7153/jmi-2021-15-94
[12] Butt, S. I., Agarwal, P., Yousaf, S. Guirao, J. L., Generalized fractal Jensen and JensenMercer inequalities for harmonic convex function with applications, J. Inequal. Appl., 2022(1) (2022), 1-18. https://doi.org/10.1186/s13660-021-02735-3
[13] Butt, S. I., Akdemir, A. O., Nadeem, M., Raza, M. A., Gruss type inequalities via generalized fractional operators Math. Methods Appl. Sci., 44(17) (2021), 12559-12574. https://doi.org/10.1002/mma. 7563
[14] Butt, S. I., Yousaf, S., Akdemir, A. O., Dokuyucu, M. A., New Hadamard-type integral inequalities via a general form of fractional integral operators, Chaos Solitons Fractals, 148 (2021), 111025. https://doi.org/10.1016/j.chaos.2021.111025
[15] Butt, S. I., Nadeem, M., Tariq, M., Aslam, A., New integral type inequalities via Rainaconvex functions and its applications Commun. Fac. Sci. Univ. Ank. S'er. A1 Math. Stat., $70(2)$ (2021), 1011-1035. https://doi.org/10.31801/cfsuasmas. 848853
[16] Dragomir, S. S., Agarwal, R. P., Cerone, P., On Simpson's inequality and applications, J. Inequal. Appl., 5 (2000), 533-579.
[17] Du, T., Li, Y., Yang, Z., A generalization of Simpson's inequality via differentiable mapping using extended ( $s, m$ )-convex functions, Appl. Math. Comput., 293 (2017), 358-369. https://doi.org/10.1016/j.amc.2016.08.045
[18] Erden, S., Iftikhar, S., Delavar, R. M., Kumam, P., Thounthong P., Kumam, W., On generalizations of some inequalities for convex functions via quantum integrals, Rev. R. Acad. Cienc. Exactas Fis. Nat. Ser. A Mat. RACSAM, 114(3) (2020), 1-15. Doi: 10.1007/s13398-020-00841-3.
[19] Ertuğral, F., Sarikaya, M. Z., Simpson type integral inequalities for generalized fractional integral, Rev. R. Acad. Cienc. Exactas Fis. Nat. Ser. A Mat. RACSAM, 113(4) (2019), 3115-3124. https://doi.org/10.1007/s13398-019-00680-x
[20] Farid, G., Rehman, A., Zahra, M., On Hadamard inequalities for $k$-fractional integrals, Nonlinear Funct. Anal. Appl., 21(3) (2016), 463-478.
[21] Gorenflo, R., Mainardi, F., Fractional Calculus: Integral and Differential Equations of Fractional Order, Wien: Springer-Verlag, 1997, 223-276.
[22] Hadamard, J., Etude sur les proprietes des fonctions entieres et en particulier d'une fonction considree par, Riemann, J. Math. Pures. et Appl., 58 (1893), 171-215.
[23] Hai, X., Wang S. H., Simpson type inequalities for convex function based on the generalized fractional integrals, Turkish J. Math., 5(1) (2021), 1-15.
[24] Han, J., Mohammed, P. O., Zeng, H., Generalized fractional integral inequalities of Hermite-Hadamard-type for a convex function, Open Math., 18(1) (2020), 794-806. https://doi.org/10.1515/math-2020-0038
[25] Iftikhar, S., Komam, P., Erden, S., Newton's type integral inequalities via local fractional integrals, Fractals, 28(3) (2020), 2050037, 13 pages. Doi: 10.1142/S0218348X20500371.
[26] Jain, S., Goyal, R., Agarwal, P., Guirao, J. L., Some inequalities of extended hypergeometric functions, Mathematics, 9 (21) (2021), 2702. https://doi.org/10.3390/math9212702
[27] Katugampola, U. N., A new fractional derivative with classical properties, (2014) e-print arXiv:1410.6535.
[28] Kashuri, A., Ali, M. A., Abbas M., Budak, H., New inequalities for generalized m-convex functions via generalized fractional integral operators and their applications, International Journal of Nonlinear Analysis and Applications, 10(2) (2019), 275-299. doi: 10.22075/ijnaa.2019.18455.2014
[29] Kashuri, A., Liko, R., On Fejér type inequalities for convex mappings utilizing generalized fractional integrals, Appl. Appl. Math., 15(1) (2020), 240-255.
[30] Khalil, R., Alomari, M., Yousef, A., Sababheh, M., A new definition of fractional derivative, J. Comput. Appl. Math., 264 (2014), 65-70. https://doi.org/10.1016/j.cam.2014.01.002
[31] Miller, S., Ross, B., An Introduction to the Fractional Calculus and Fractional Differential Equations, New York, Wiley, 1993.
[32] Mohammed, P. O., Sarikaya, M. Z., On generalized fractional integral inequalities for twice differentiable convex functions, J. Comput. Appl. Math., 372 (2020), 112740. https://doi.org/10.1016/j.cam.2020.112740
[33] Mubeen, S., Habibullah, G. M., $k$-Fractional integrals and application, Int. J. Contemp. Math. Sciences, 7(2) (2012), 89-94.
[34] Noor, M. A., Noor, K. I., Iftikhar, S., Some Newton's type inequalities for harmonic convex functions, J. Adv. Math. Stud., 9(1) (2016), 07-16.
[35] Noor, M. A., Noor K. I., Iftikhar, S., Newton inequalities for p-harmonic convex functions, Honam Math. J., 40(2) (2018), 239-250. https://doi.org/10.5831/HMJ.2018.40.2.239
[36] Park, J., On Simpson-like type integral inequalities for differentiable preinvex functions, Appl. Math. Sci., 7(121) (2013), 6009-6021. http://dx.doi.org/10.12988/ams.2013.39498
[37] Podlubni, I., Fractional Differential Equations, San Diego, CA: Academic Press, 1999.
[38] Sarikaya, M. Z., Set, E., Yaldiz, H., Basak, N., Hermite-Hadamard's inequalities for fractional integrals and related fractional inequalities, Math. Comput. Modelling, 57(9-10) (2013), 24032407. https://doi.org/10.1016/j.mcm.2011.12.048
[39] Sarikaya, M. Z., Akkurt, A., Budak, H., Yildirim, M. E., Yildirim, H., Hermite-Hadamard's inequalities for conformable fractional integrals, Konuralp Journal of Mathematics, 8(2) (2020), 376-383.
[40] Sarikaya, M. Z., Ogunmez, H., On new inequalities via Riemann-Liouville fractional integration, Abs Appl Anal. 2012. Article ID 428983, 10 pages. doi:10.1155/2012/428983.
[41] Sarikaya, M. Z., Ertugral, F., On the generalized Hermite-Hadamard inequalities, An. Univ. Craiova Ser. Mat. Inform., 47(1) (2020), 193-213.
[42] Sarikaya, M. Z., Set, E., Özdemir, M. E., On new inequalities of Simpson's type for convex functions, RGMIA Res. Rep. Coll., 13(2) (2010), Article2.
[43] Sarikaya, M. Z., Set, E., Özdemir, M. E., On new inequalities of Simpson's type for s-convex functions, Comput. Math. Appl., 60(8) (2020), 2191-2199. https://doi.org/10.1016/j.camwa.2010.07.033
[44] Set, E., Butt, S. I., Akdemir, A. O., Karaoglan, A., Abdeljawad, T., New integral inequalities for differentiable convex functions via Atangana-Baleanu fractional integral operators, Chaos Solitons Fractals, 143 (2021), 110554. https://doi.org/10.1016/j.chaos.2020.110554
[45] Turkay, M. E., Sarikaya, M. Z., Budak, H., Yildirim, H., Some Hermite-Hadamard type inequalities for co-ordinated convex functions via generalized fractional integrals, Submitted, ResearchGate Article: https://www.researchgate.net/publication/321803898.
[46] Qi, F., Mohammed, P. O., Yao, J.-C., Yao, Y.-H., Generalized fractional integral inequalities of Hermite-Hadamard type for $(\alpha, m)$-convex functions, J. Inequal. Appl. 2019, 135 (2019). https://doi.org/10.1186/s13660-019-2079-6
[47] Vivas-Cortez, M., Ali, M. A., Kashuri, A., Sial, I. B., Zhang, Z., Some new Newton's type integral inequalities for co-ordinated convex functions in quantum calculus, Symmetry, 12(9) (2020) 1476; https://doi.org/10.3390/sym12091476.
[48] Zhao, D., Ali, M. A., Kashuri, A., Budak, H., Sarikaya, M. Z., Hermite-Hadamard-type inequalities for the interval-valued approximately $h$-convex functions via generalized fractional integrals, J. Inequal. Appl., $2020(222)$ (2020), 1-38. https://doi.org/10.1186/s13660-020-02488-5

> http://communications.science.ankara.edu.tr

# ASSOCIATED CURVES FROM A DIFFERENT POINT OF VIEW IN $E^{3}$ 

Süleyman ŞENYURT, Davut CANLI, and Kebire Hilal AYVACI

Department of Mathematics, Ordu University, Ordu, TURKEY


#### Abstract

In this paper, tangent, principal normal and binormal wise associated curves are defined such that each of these vectors of any given curve lies on the osculating, normal and rectifying plane of its partner, respectively. For each associated curve, a new moving frame and the corresponding curvatures are formulated in terms of Frenet frame vectors. In addition to this, the possible solutions for distance functions between the curve and its associated mate are discussed. In particular, it is seen that the involute curves belong to the family of tangent associated curves in general and the Bertrand and the Mannheim curves belong to the principal normal associated curves. Finally, as an application, we present some examples and map a given curve together with its partner and its corresponding moving frame.


## 1. Introduction

In differential geometry, curves are named as associated if there exist a mathematical relation among them. Some of those known as involute-evolute curves, Bertrand curves, Mannheim curves and more recently the successor curves are the ones on which the researchers most referred ( $1-5)$. For such curves, the association is based upon the Frenet elements of the curves. There have been other studies using different frames such as Darboux and Bishop to associate curves, as well ( $6-11$ ). From a distinct point of view, Choi and Kim (2012), introduced new associated curves of a given Frenet curve as the integral curves of vector fields 12 . Şahiner, on the other hand, established direction curves of "tangent" and "principal normal" indicatrix of any curve and provided some methods to portray helices and slant helices by using these curves in his studies, 13 and 14 , respectively. In

[^12]this study, we introduce another Frenet frame based associated curves such that the tangent, the principal normal and the binormal vectors of a given any curve lies on the osculating, normal and rectifying plane of its partner, respectively. For each associated curves a new moving frame is established and the distances between the curve and its offset are given. In particular, it is seen that the involute curves belong to the family of tangent associated curves. In addition, some traces of the Bertrand and Mannheim curves are found while examining principal normal and binormal associated curves. We also provided a few examples to illustrate the intuitive idea of this paper.

Since we refer the Frenet frame, the formulae and the curvatures of a regular curve, $\alpha$ through out the paper, we remind the definitions of these once again as:

$$
\begin{gather*}
T(s)=\frac{\alpha^{\prime}(s)}{\left\|\alpha^{\prime}(s)\right\|}, \quad N(s)=B(s) \times T(s), \quad B(s)=\frac{\alpha^{\prime}(s) \times \alpha^{\prime \prime}(s)}{\left\|\alpha^{\prime}(s) \times \alpha^{\prime \prime}(s)\right\|}  \tag{1}\\
\kappa(s)=\frac{\left\|\alpha^{\prime}(s) \times \alpha^{\prime \prime}(s)\right\|}{\left\|\alpha^{\prime}(s)\right\|^{3}}, \quad \tau(s)=\frac{\left\langle\alpha^{\prime}(s) \times \alpha^{\prime \prime}(s), \alpha^{\prime \prime \prime}(s)\right\rangle}{\left\|\alpha^{\prime}(s) \times \alpha^{\prime \prime}(s)\right\|^{2}},  \tag{2}\\
\overrightarrow{T^{\prime}}(s)=\nu \kappa(s) \vec{N}(s), \vec{N}^{\prime}(s)=-\nu \kappa(s) \vec{T}(s)+\nu \tau(s) \vec{B}(s), \overrightarrow{B^{\prime}}(s)=-\nu \tau(s) \vec{N}(s), \tag{3}
\end{gather*}
$$

where $\nu=\left\|\alpha^{\prime}(s)\right\|$ and, $\vec{T}, \vec{N}, \vec{B}, \kappa$ and $\tau$ are called the tangent vector, the principal normal vector, the binormal vector, the curvature and the torsion of the curve, respectively.

## 2. Tangent Associated Curves

In this section we will define tangent associated curves such that the tangent vector of a given curve lies on the osculating, normal and rectifying plane of its mate. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and denote $\alpha^{*}$ as its associated mate. Assuming that $\left\{T^{*}, N^{*}, B^{*}\right\}$ is the Frenet frame of $\alpha^{*}$ we write the unit vectors lying on osculating, normal and rectifying plane of $\alpha^{*}$ as following:

$$
\begin{align*}
O^{*} & =\frac{a T^{*}+b N^{*}}{\sqrt{a^{2}+b^{2}}}  \tag{4}\\
P^{*} & =\frac{c N^{*}+d B^{*}}{\sqrt{c^{2}+d^{2}}}  \tag{5}\\
R^{*} & =\frac{e T^{*}+f B^{*}}{\sqrt{e^{2}+f^{2}}} \tag{6}
\end{align*}
$$

respectively, where $a, b, c, d, e, f \in \Re^{+}$are some arbitrary positive real numbers. Note that, the representation of the arc length assumed parameter " $s$ " of the main curve $\alpha$ was omitted throughout the paper for simplicity, unless otherwise stated.

Definition 1. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the tangent vector, $T$ of $\alpha$ is linearly dependent with the vector, $O^{*}$, then we name the curve $\alpha^{*}$ as $T-O^{*}$ associated curve of $\alpha$.

The following figure (Fig. 1) is given to illustrate the main idea for this and the next definitions.


Figure 1. The curve $\alpha$ (left) and its $T-O^{*}$ associated mate $\alpha^{*}$ (right)

Theorem 1. If $\alpha^{*}$ is $T-O^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*} & =\frac{a}{\sqrt{a^{2}+b^{2}}} T+\frac{b}{\sqrt{a^{2}+b^{2}}} N \\
N^{*} & =\frac{b}{\sqrt{a^{2}+b^{2}}} T-\frac{a}{\sqrt{a^{2}+b^{2}}} N \\
B^{*} & =-B .
\end{aligned}
$$

Proof. Since $\alpha$ and $\alpha^{*}$ are defined as $T-O^{*}$ associated curves, we may write

$$
\begin{equation*}
\alpha^{*}(s)=\alpha(s)+\lambda(s) T(s) \tag{7}
\end{equation*}
$$

By differentiating the relation (7), taking its norm and using the Frenet formulae given in (3), we have:

$$
\begin{equation*}
T^{*}=\frac{\left(1+\lambda^{\prime}\right) T+\lambda \kappa N}{\sqrt{\left(1+\lambda^{\prime}\right)^{2}+(\lambda \kappa)^{2}}} \tag{8}
\end{equation*}
$$

Now taking the second derivative of the equation (7) and referring again to (3) we write

$$
\alpha^{* \prime \prime}=\left(\lambda^{\prime \prime}-\lambda \kappa^{2}\right) T+\left(\left(1+\lambda^{\prime}\right) \kappa+(\lambda \kappa)^{\prime}\right) N+\lambda \kappa \tau B
$$

The cross production of $\alpha^{* \prime}$ and $\alpha^{* \prime \prime}$ leads us the following form,

$$
\begin{equation*}
\alpha^{* \prime} \times \alpha^{* \prime \prime}=\left(\lambda^{2} \kappa^{2} \tau\right) T-\left(\left(\lambda^{\prime}+1\right) \lambda \kappa \tau\right) N+\left(\left(\lambda^{\prime}+1\right)\left(\left(\lambda^{\prime}+1\right) \kappa+(\lambda \kappa)^{\prime}\right)-\lambda \kappa\left(\lambda^{\prime \prime}-\lambda \kappa^{2}\right)\right) B \tag{9}
\end{equation*}
$$

By calling upon (1), we simply calculate $N^{*}$ and $B^{*}$ as

$$
\begin{aligned}
N^{*}= & -\frac{\lambda \kappa\left(\left(\lambda^{\prime}+1\right)\left(\left(\lambda^{\prime}+1\right) \kappa+\lambda^{\prime} \kappa+\lambda \kappa^{\prime}\right)-\lambda \kappa\left(\lambda^{\prime \prime}-\lambda \kappa^{2}\right)\right) T}{\left\|\alpha^{* \prime}\right\|\left\|\alpha^{* \prime} \times \alpha^{*^{\prime \prime}}\right\|} \\
& +\frac{\left(\lambda^{\prime}+1\right)\left(\left(\lambda^{\prime}+1\right)\left(\left(\lambda^{\prime}+1\right) \kappa+\lambda^{\prime} \kappa+\lambda \kappa^{\prime}\right)-\lambda \kappa\left(\lambda^{\prime \prime}-\lambda \kappa^{2}\right)\right) N}{\left\|\alpha^{* \prime}\right\|\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\lambda \kappa \tau\left(\lambda^{2} \kappa^{2}+\left(\lambda^{\prime}+1\right)^{2}\right) B}{\left\|\alpha^{* \prime}\right\|\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|} \\
B^{*}= & \frac{\lambda^{2} \kappa^{2} \tau T-\lambda \kappa \tau\left(\lambda^{\prime}+1\right) N+\left(\left(\lambda^{\prime}+1\right)\left(\left(\lambda^{\prime}+1\right) \kappa+(\lambda \kappa)^{\prime}\right)-\lambda \kappa\left(\lambda^{\prime \prime}-\lambda \kappa^{2}\right)\right) B}{\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|} . \tag{10}
\end{align*}
$$

Note that we will refer these relations from (8) to 10 in the next two theorems. We call these as the raw relations.
Now, as we defined the curve $\alpha^{*}$ to be the $T-O^{*}$ associated curve of $\alpha$, we deduce that $<T, T^{*}>=<O^{*}, T^{*}>$. By using this deduction and referring both the relation (4) and (8) we write

$$
\frac{\left(1+\lambda^{\prime}\right)}{\sqrt{\left(1+\lambda^{\prime}\right)^{2}+(\lambda \kappa)^{2}}}=\frac{a}{\sqrt{a^{2}+b^{2}}}
$$

Simple elementary operations on this relation result the following linear ordinary differential equation (ODE) with $b \neq 0$ as

$$
\begin{equation*}
1+\lambda^{\prime}=\frac{a}{b} \lambda \kappa . \tag{11}
\end{equation*}
$$

When substituted the given ODE, (11) into we complete the first part of the proof for $T^{*}$.
Similarly, another deductions can be drawn as

$$
<T, N^{*}>=<O^{*}, N^{*}>, \text { and }<T, B^{*}>=<O^{*}, B^{*}>=0
$$

and using these we write

$$
\begin{gather*}
-\frac{\lambda \kappa\left[\left(\lambda^{\prime}+1\right)\left(\left(\lambda^{\prime}+1\right) \kappa+\lambda^{\prime} \kappa+\lambda \kappa^{\prime}\right)-\lambda \kappa\left(\lambda^{\prime \prime}-\lambda \kappa^{2}\right)\right]}{\left\|\alpha^{* \prime}\right\|\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|}=\frac{b}{\sqrt{a^{2}+b^{2}}},  \tag{12}\\
\lambda^{2} \kappa^{2} \tau=0, \tag{13}
\end{gather*}
$$

respectively. Now when substituted the relations (11), (12) and (13) into both (8) and 10 we complete the proof.

Corollary 1. From (11) and (13) $\kappa, \lambda \neq 0$ that results $\tau=0$. Therefore it can be easily said that the curve $\alpha$ is a planar curve or equivalently there is no a space curve having a $T$ associated partner such that its tangent lies on the osculating plane of its mate.

Theorem 2. If $\alpha^{*}$ is the $T-O^{*}$ associated curve of $\alpha$ then the curvature, $\kappa^{*}$ and the torsion, $\tau^{*}$ of $\alpha^{*}$ are given as follows.

$$
\begin{aligned}
\kappa^{*} & =\frac{b}{\lambda \sqrt{a^{2}+b^{2}}} \\
\tau^{*} & =0
\end{aligned}
$$

Proof. By using the equations in (2) and the relation (11) with the fact that $\tau=0$ the proof is completed.

Theorem 3. If $\alpha^{*}$ is the $T-O^{*}$ associated curve of $\alpha$, then the distance between the corresponding points of $\alpha$ and $\alpha^{*}$ in $E^{3}$ is given as follows:

$$
\begin{equation*}
d\left(\alpha, \alpha^{*}\right)=\left|e^{\int \frac{a}{b} \kappa}\left[-\int e^{-\int \frac{a}{b} \kappa}+c_{1}\right]\right| \tag{14}
\end{equation*}
$$

where $c_{1}$ is an integral constant.
Proof. We rewrite (11) as

$$
\begin{equation*}
\lambda^{\prime}-\frac{a}{b} \kappa \lambda=-1 \tag{15}
\end{equation*}
$$

By taking $\mu$ as an integrating factor and multiplying the both hand sides of the latter equation by that we get

$$
\begin{equation*}
\mu \lambda^{\prime}-\mu \frac{a}{b} \kappa \lambda=-\mu \tag{16}
\end{equation*}
$$

From the product rule of the composite form we write

$$
\begin{equation*}
(\mu \lambda)^{\prime}=\mu \lambda^{\prime}+\mu^{\prime} \lambda \tag{17}
\end{equation*}
$$

and equate the terms of (17) with those in the left hand side of the we find

$$
\mu^{\prime}=-\mu \frac{a}{b} \kappa
$$

The solution for the integrating factor $\mu$ is given with

$$
\int \frac{\mu^{\prime}}{\mu}=-\int \frac{a}{b} \kappa \quad \Rightarrow \quad \mu=e^{-\int \frac{a}{b} \kappa+c}
$$

On the other hand, the use of integrating factor let us to write following relation

$$
[\mu \lambda]^{\prime}=-\mu
$$

Integrating both hand sides of this equation

$$
\mu \lambda+c_{o}=-\int \mu
$$

and leaving $\lambda$ all alone we get

$$
\lambda=\frac{-\int \mu-c_{o}}{\mu}
$$

By substituting $\mu$ in place, we finally get

$$
\lambda=e^{\int \frac{a}{b} \kappa}\left[-\int e^{-\int \frac{a}{b} \kappa}+c_{1}\right] .
$$

Definition 2. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the tangent vector, $T$ of $\alpha$ is linearly dependent with the vector, $P^{*}$, then we name the curve $\alpha^{*}$ as $T-P^{*}$ associated curve of $\alpha$.

Theorem 4. If $\alpha^{*}$ is $T-P^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*} & =N \\
N^{*} & =\frac{-c}{\sqrt{c^{2}+d^{2}}} T+\frac{d}{\sqrt{c^{2}+d^{2}}} B \\
B^{*} & =\frac{d}{\sqrt{c^{2}+d^{2}}} T+\frac{c}{\sqrt{c^{2}+d^{2}}} B
\end{aligned}
$$

Proof. Since we defined the curve $\alpha^{*}$ to be as $T-P^{*}$ associated curve of $\alpha$ we could deduce that $<T, N^{*}>=<P^{*}, N^{*}>$. Using this, together with the relations (5) and (10) results the following:

$$
\begin{equation*}
-\frac{\lambda \kappa\left[\left(\lambda^{\prime}+1\right)\left(\left(\lambda^{\prime}+1\right) \kappa+\lambda^{\prime} \kappa+\lambda \kappa^{\prime}\right)-\lambda \kappa\left(\lambda^{\prime \prime}-\lambda \kappa^{2}\right)\right]}{\left\|\alpha^{* \prime}\right\|\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|}=\frac{c}{\sqrt{c^{2}+d^{2}}} \tag{18}
\end{equation*}
$$

By the same manner, it can be derived that $\left.<T, B^{*}>=<P^{*}, B^{*}\right\rangle$ which results

$$
\begin{equation*}
\frac{\lambda^{2} \kappa^{2} \tau}{\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|}=\frac{d}{\sqrt{c^{2}+d^{2}}} \tag{19}
\end{equation*}
$$

Another deduction that $<T, T^{*}>=<P^{*}, T^{*}>=0$ provides $1+\lambda^{\prime}=0$ and so

$$
\begin{equation*}
\lambda=-s+c \tag{20}
\end{equation*}
$$

where c is the integral constant. Utilizing these three relations, (18), 19) and 20 results what is stated in the theorem.
Note that, by substituting (20) first in both (18) and (19), we find the following relations

$$
\begin{equation*}
\frac{\kappa}{\sqrt{\kappa^{2}+\tau^{2}}}=\frac{-c}{\sqrt{c^{2}+d^{2}}} \text { and } \frac{\tau}{\sqrt{\kappa^{2}+\tau^{2}}}=\frac{d}{\sqrt{c^{2}+d^{2}}}, \tag{21}
\end{equation*}
$$

respectively which points out that $c=-\kappa$ and $d=\tau$ and since by definition $\kappa \geq 0$, $c \leq 0$.

Corollary 2. It can be easily seen that if $\alpha^{*}$ is $T-P^{*}$ associated curve of $\alpha$, then $\alpha^{*}$ is the involute of $\alpha$.

Theorem 5. If $\alpha^{*}$ is the $T-P^{*}$ associated curve of $\alpha$, then the curvature, $\kappa^{*}$ and the torsion, $\tau^{*}$ of $\alpha^{*}$ are given as follows,

$$
\begin{align*}
\kappa^{*} & =\frac{\tau \sqrt{c^{2}+d^{2}}}{d \lambda \kappa}=\frac{\sqrt{\kappa^{2}+\tau^{2}}}{\lambda \kappa} \\
\tau^{*} & =\frac{\kappa \tau^{\prime}-\kappa^{\prime} \tau}{\lambda \kappa\left(\kappa^{2}+\tau^{2}\right)} \tag{22}
\end{align*}
$$

Proof. The proof can be easily done by using (20) and 21.
Theorem 6. If $\alpha^{*}$ is the $T-P^{*}$ associated curve of $\alpha$, then the distance between the corresponding points of $\alpha$ and $\alpha^{*}$ in $E^{3}$ is given as follows:

$$
\begin{equation*}
d\left(\alpha^{*}, \alpha\right)=|-s+c| \tag{23}
\end{equation*}
$$

Proof. The proof is trivial.
Definition 3. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the tangent vector, $T$ of $\alpha$ is linearly dependent with the vector, $R^{*}$, then we name the curve $\alpha^{*}$ as $T-R^{*}$ associated curve of $\alpha$.

Theorem 7. If $\alpha^{*}$ is $T-R^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*} & =\frac{e}{\sqrt{e^{2}+f^{2}}} T+\frac{f}{\sqrt{e^{2}+f^{2}}} N \\
N^{*} & =B \\
B^{*} & =\frac{f}{\sqrt{e^{2}+f^{2}}} T-\frac{e}{\sqrt{e^{2}+f^{2}}} N
\end{aligned}
$$

Proof. Since we defined the curve $\alpha^{*}$ to be as $T-R^{*}$ associated curve of $\alpha$ we could deduce that $<T, T^{*}>=<R^{*}, T^{*}>$. By using this deduction and referring both the relation (6) and (8) we write

$$
\frac{\left(1+\lambda^{\prime}\right)}{\sqrt{\left(1+\lambda^{\prime}\right)^{2}+(\lambda \kappa)^{2}}}=\frac{e}{\sqrt{e^{2}+f^{2}}}
$$

and with some simple elementary operations on this relation we come up with the following linear ordinary differential equation (ODE), with $f \neq 0$.

$$
\begin{equation*}
1+\lambda^{\prime}=\frac{e}{f} \lambda \kappa . \tag{24}
\end{equation*}
$$

When substituted the given ODE into (8) we complete the first part of the proof for $T^{*}$.
Similarly, another deduction can be drawn as $<T, B^{*}>=<R^{*}, B^{*}>$ which results

$$
\begin{equation*}
\frac{\lambda^{2} \kappa^{2} \tau}{\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|}=\frac{f}{\sqrt{e^{2}+f^{2}}}, \text { and so }\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|=\lambda^{2} \kappa^{2} \tau \frac{\sqrt{e^{2}+f^{2}}}{f} \tag{25}
\end{equation*}
$$

Now when substituted the relations (24) and into we complete the proof for $B^{*}$.
A final inference on the idea of $T-R^{*}$ association can be drawn as $<T, N^{*}>=<R^{*}, N^{*}>=0$. This puts the following equation forward

$$
\begin{equation*}
-\lambda \kappa\left[\left(\lambda^{\prime}+1\right)\left(\left(\lambda^{\prime}+1\right) \kappa+\lambda^{\prime} \kappa+\lambda \kappa^{\prime}\right)-\lambda \kappa\left(\lambda^{\prime \prime}-\lambda \kappa^{2}\right)\right]=0 \tag{26}
\end{equation*}
$$

By substituting (24), (25) and (26) in (10) the proof is completed for $N^{*}$ and all.
Theorem 8. If $\alpha^{*}$ is the $T-R^{*}$ associated curve of $\alpha$, then the curvature, $\kappa^{*}$ and the torsion $\tau^{*}$ of $\alpha^{*}$ are given as follows.

$$
\begin{aligned}
\kappa^{*} & =\frac{\tau f^{2}}{\lambda \kappa\left(e^{2}+f^{2}\right)} \\
\tau^{*} & =\frac{f\left(\kappa^{2} \tau e^{3}+\kappa^{2} \tau e f^{2}+\tau^{3} e f^{2}+\kappa \tau^{\prime} e^{2} f+\kappa \tau^{\prime} f^{3}-\kappa^{\prime} \tau e^{2} f-\kappa^{\prime} \tau f^{3}\right)}{\lambda \kappa\left(\tau^{2} e^{2} f^{2}+\tau^{2} f^{4}+\kappa^{2} e^{4}+2 \kappa^{2} e^{2} f^{2}+\kappa^{2} f^{4}\right)}
\end{aligned}
$$

Proof. By the equations given in (2) and substituting (24) and (25) into these, we may easily derive $\kappa^{*}$. On the other hand the third derivative of (7) is

$$
\begin{aligned}
\alpha^{* \prime \prime \prime} & =\left(-3 \lambda^{\prime} \kappa^{2}-3 \lambda \kappa \kappa^{\prime}-\kappa^{2}+\lambda^{\prime \prime \prime}\right) T+\left(-\kappa^{3} \lambda-\lambda \kappa \tau^{2}+3 \lambda^{\prime \prime} \kappa+3 \lambda^{\prime} \kappa^{\prime}+\lambda \kappa^{\prime \prime}+\kappa^{\prime}\right) N \\
& +\left(3 \lambda^{\prime} \kappa \tau+\lambda \kappa \tau^{\prime}+2 \lambda \kappa^{\prime} \tau+\kappa \tau\right) B
\end{aligned}
$$

From (2) and using (24), $\tau^{*}$ can be computed as in the given above form.
Theorem 9. If $\alpha^{*}$ is the $T-R^{*}$ associated curve of $\alpha$, then the distance between the corresponding points of $\alpha$ and $\alpha^{*}$ in $E^{3}$ is given as follows:

$$
\begin{equation*}
d\left(\alpha^{*}, \alpha\right)=\left|e^{\int \frac{e}{f} \kappa}\left[-\int e^{-\int \frac{e}{f} \kappa}+c_{2}\right]\right| \tag{27}
\end{equation*}
$$

Proof. The proof is the same as the proof of Theorem (3).

## 3. Examples

In this section, we provide an example for the tangent associated curves by considering each of the three different cases.
(1) Let $\alpha$ be chosen a unit speed circle as a planar curve given with a parameterization
$\alpha(s)=(\cos (s), \sin (s), 0)$. Since $\alpha$ is chosen to be a circle $\kappa=1$. By taking $a=b=1$, the general solution for the given ODE in 11) is

$$
\lambda(s)=1+e^{s} c_{0}
$$

where $c_{0}$ is the integral constant.


Figure 2. The main curve $\alpha$ (pink) and its $T-O^{*}$ associated mate $\alpha^{*}$ (black)
(2) Let $\alpha$ be chosen a unit speed helix given with a parameterization $\alpha(s)=$ $\frac{1}{\sqrt{2}}(\cos (s), \sin (s), s)$. Since $\kappa=\tau=\frac{1}{\sqrt{2}}$, the vector $P^{*}$ should be formed by the values of $c$ and $d$ such that $-c=d=\frac{1}{\sqrt{2}}$. From theorem (6) we have

$$
\lambda(s)=-s+c_{0}
$$

where $c_{0}$ is the integral constant.


Figure 3. The main curve $\alpha$ (pink) and its $T-P^{*}$ associated mate $\alpha^{*}$ (black)
(3) By referring the same curve given in (ii) we know that $\kappa=\frac{1}{\sqrt{2}}$. The general solution for the ODE in (11) for $e=f=1$ is this time

$$
\lambda(s)=\sqrt{2}+e^{\frac{\sqrt{2}}{2} s} c_{0}
$$

where $c_{0}$ is the integral constant.
One of the animated versions for the figures can be found at the link below and for all figures see the author's profile.
https://www.geogebra.org/m/vnbzaghp


Figure 4. The main curve $\alpha$ (pink) and its $T-R^{*}$ associated mate $\alpha^{*}$ (black)

## 4. Principal Normal Associated Curves

In this section, we define principal normal associated curves such that the principal normal vector of a given curve lies on the osculating, normal and rectifying plane of its mate.
Definition 4. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the principal normal, $N$ of $\alpha$ is linearly dependent with the vector, $O^{*}$, then we name the curve $\alpha^{*}$ as $N-O^{*}$ associated curve of $\alpha$.
Theorem 10. If $\alpha^{*}$ is $N-O^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*} & =\frac{1}{\sqrt{a^{2}+b^{2}}}\left(\frac{(-\lambda \kappa+1) b}{\sqrt{(-\lambda \kappa+1)^{2}+(\lambda \tau)^{2}}} T+a N+\frac{\lambda \tau b}{\sqrt{(-\lambda \kappa+1)^{2}+(\lambda \tau)^{2}}} B\right), \\
N^{*} & =\frac{b}{\sqrt{a^{2}+b^{2}}}\left(\frac{-\mathbf{M}}{\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau} T+N+\frac{\mathbf{K}}{\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau} B\right), \\
B^{*} & =\frac{b(\mathbf{K} T+\mathbf{M} B)}{a(\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau)},
\end{aligned}
$$

where the coefficients $\mathbf{K}$ and $\mathbf{M}$ are

$$
\begin{aligned}
\mathbf{K} & =\lambda^{\prime}\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)-\lambda \tau\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right) \\
\mathbf{M} & =(-\lambda \kappa+1)\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right)-\lambda^{\prime}\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)
\end{aligned}
$$

Proof. Since $\alpha$ and $\alpha^{*}$ are defined as $N-O^{*}$ associated curves, we write

$$
\begin{equation*}
\alpha^{*}=\alpha+\lambda N . \tag{28}
\end{equation*}
$$

By differentiating the relation (28), using the Frenet formulae given in (3) and taking the norm, we have:

$$
\begin{equation*}
T^{*}=\frac{(-\lambda \kappa+1) T+\lambda^{\prime} N+\lambda \tau B}{\sqrt{(-\lambda \kappa+1)^{2}+\left(\lambda^{\prime}\right)^{2}+(\lambda \tau)^{2}}} \tag{29}
\end{equation*}
$$

Next taking the second derivative of the equation (28) and referring again to (3) result the following relation.

$$
\alpha^{* \prime \prime}=\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right) T+\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right) N+\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right) B
$$

The cross production of $\alpha^{* \prime}$ and $\alpha^{* \prime \prime}$ leads us the following form,

$$
\alpha^{* \prime} \times \alpha^{* \prime \prime}=\mathbf{K} T+\mathbf{L} N+\mathbf{M} B
$$

where $\mathbf{K}, \mathbf{L}$ and $\mathbf{M}$ are assigned to be as

$$
\begin{align*}
\mathbf{K} & =\lambda^{\prime}\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)-\lambda \tau\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right) \\
\mathbf{L} & =(-\lambda \kappa+1)\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)+\lambda \tau\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)  \tag{30}\\
\mathbf{M} & =(-\lambda \kappa+1)\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right)-\lambda^{\prime}\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)
\end{align*}
$$

for the sake of simplicity. Note that the norm, $\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|=\sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}$. By referring again the definitions given by (1), we simply calculate $N^{*}$, and $B^{*}$ as

$$
\begin{align*}
N^{*} & =\frac{\left(\mathbf{L} \lambda \tau-\mathbf{M} \lambda^{\prime}\right) T+(\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau) N+\left(\mathbf{K} \lambda^{\prime}-\mathbf{L}(-\lambda \kappa+1)\right) B}{\sqrt{(-\lambda \kappa+1)^{2}+\left(\lambda^{\prime}\right)^{2}+(\lambda \tau)^{2}} \sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}}  \tag{31}\\
B^{*} & =\frac{\mathbf{K} T+\mathbf{L} N+\mathbf{M} B}{\sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}}
\end{align*}
$$

The intuitive idea is as same as before. Since we defined $\alpha^{*}$ to be as the $N-O^{*}$ associated curve of $\alpha$ we can write that $<N, T^{*}>=<O^{*}, T^{*}>$. By using this together with the relations (4) and (29) we write

$$
\begin{equation*}
\frac{\lambda^{\prime}}{\sqrt{(-\lambda \kappa+1)^{2}+\left(\lambda^{\prime}\right)^{2}+(\lambda \tau)^{2}}}=\frac{a}{\sqrt{a^{2}+b^{2}}} \tag{32}
\end{equation*}
$$

Similarly, we can write $<N, N^{*}>=<O^{*}, N^{*}>$ which results the following

$$
\begin{equation*}
\frac{\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau}{\sqrt{(-\lambda \kappa+1)^{2}+\left(\lambda^{\prime}\right)^{2}+(\lambda \tau)^{2}} \sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}}=\frac{b}{\sqrt{a^{2}+b^{2}}} \tag{33}
\end{equation*}
$$

and by the same idea that $<N, B^{*}>=<O^{*}, B^{*}>=0$, we get

$$
\begin{equation*}
\frac{\mathbf{L}}{\sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}}=0 . \tag{34}
\end{equation*}
$$

When substituted the given three relations (32), (33) and (34) into (29) and (31), we complete the proof.

Note that none of the differential equations given above is solvable analytically. However we might solve them under some assumptions.

Corollary 3. If the curve $\alpha$ is chosen to be a curve with constant curvatures like helix, then by referring the relation (32), we can derive

$$
\lambda^{\prime}\left(\lambda^{\prime \prime}-\frac{a^{2}}{b^{2}}\left((\lambda \kappa-1) \kappa+\lambda \tau^{2}\right)\right)=0
$$

which is solvable analytically in two folds. First, $\lambda^{\prime}=0$ corresponding to that $\lambda$ is a constant. If this is the case, then from the relation 32), $a=0$, and if $a=0$ then $O^{*}=N^{*}$. This is clearly the definition of the Bertrand curve, since $\alpha^{*}$ becomes $N-N^{*}$ associated curve of $\alpha$.
When considered the second factor of the latter relation we come up with a non homogeneous linear second order differential equation with constant coefficients. For this case, there we have a complex solution that is as

$$
\lambda=\sin \left(\frac{a i \sqrt{\kappa^{2}+\tau^{2}}}{b}\right) c_{1}+\cos \left(\frac{a i \sqrt{\kappa^{2}+\tau^{2}}}{b}\right) c_{2}+\frac{\kappa}{\kappa^{2}+\tau^{2}}, \quad i^{2}=-1
$$

and since $\sin (i x)=i \sinh (x)$ and $\cos (i x)=\cosh (x)$, we can rewrite the solution as:

$$
\lambda=i \sinh \left(\frac{a \sqrt{\kappa^{2}+\tau^{2}}}{b}\right) c_{1}+\cosh \left(\frac{a \sqrt{\kappa^{2}+\tau^{2}}}{b}\right) c_{2}+\frac{\kappa}{\kappa^{2}+\tau^{2}}
$$

where $c_{1}$ and $c_{2}$ are integration constants.
Now, by recalling the relations (30) and (34) under the assumption that $\alpha$ is a helix like curve with constant curvatures, then we have

$$
\lambda^{\prime} \tau(-2 \lambda \kappa+1)=0
$$

This results that $\lambda$ is a constant of the form, $\lambda=\frac{1}{2 \kappa}$.
Theorem 11. If $\alpha^{*}$ is the $N-O^{*}$ associated curve of $\alpha$, then the curvature, $\kappa^{*}$ and the torsion, $\tau^{*}$ of $\alpha^{*}$ are given as follows,

$$
\begin{aligned}
\kappa^{*} & =\frac{a^{4}(\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau)}{b\left(a^{2}+b^{2}\right)\left(\lambda^{\prime}\right)^{4}} \\
\tau^{*} & =\frac{b \lambda^{\prime}}{a(\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau)}\binom{\mathbf{K}\left(\lambda \kappa^{3}+\lambda \kappa \tau^{2}-3 \lambda^{\prime} \kappa^{\prime}-\lambda \kappa^{\prime \prime}-3 \lambda^{\prime \prime} \kappa-\kappa^{2}\right)}{+\mathbf{M}\left(\kappa \tau-\lambda \kappa^{2} \tau-\lambda \tau^{3}+3 \lambda^{\prime} \tau^{\prime}+\lambda \tau^{\prime \prime}+3 \lambda^{\prime \prime} \tau\right)}
\end{aligned}
$$

Proof. By taking the third derivative of (28) and using Frenet formulae, we have

$$
\begin{align*}
\alpha^{* \prime \prime \prime}= & \left(\lambda \kappa^{3}+\lambda \kappa \tau^{2}-3 \lambda^{\prime} \kappa^{\prime}-\lambda \kappa^{\prime \prime}-3 \lambda^{\prime \prime} \kappa-\kappa^{2}\right) T \\
& +\left(\lambda^{\prime \prime \prime}-3 \lambda^{\prime}\left(\kappa^{2}+\tau^{2}\right)-3 \lambda\left(\kappa \kappa^{\prime}+\tau \tau^{\prime}\right)+\kappa^{\prime}\right) N  \tag{35}\\
& +\left(\kappa \tau-\lambda \kappa^{2} \tau-\lambda \tau^{3}+3 \lambda^{\prime} \tau^{\prime}+\lambda \tau^{\prime \prime}+3 \lambda^{\prime \prime} \tau\right) B
\end{align*}
$$

Now by recalling the relations (32), (33) and (34) to substitute these into the equations given in (2), we complete the proof.

Definition 5. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the principal normal, $N$ of $\alpha$ is linearly dependent with the vector, $P^{*}$, then we name the curve $\alpha^{*}$ as $N-P^{*}$ associated curve of $\alpha$.

Theorem 12. If $\alpha^{*}$ is $N-P^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*} & =\frac{-\lambda \kappa+1}{\sqrt{(-\lambda \kappa+1)^{2}+(\lambda \tau)^{2}}} T+\frac{\lambda \tau}{\sqrt{(-\lambda \kappa+1)^{2}+(\lambda \tau)^{2}}} B \\
N^{*} & =\frac{1}{\sqrt{c^{2}+d^{2}}}\left(\frac{d \lambda \tau}{\sqrt{(-\lambda \kappa+1)^{2}+(\lambda \tau)^{2}}} T+c N+\frac{-d(-\lambda \kappa+1)}{\sqrt{(-\lambda \kappa+1)^{2}+(\lambda \tau)^{2}}} B\right) \\
B^{*} & =\frac{d}{\sqrt{c^{2}+d^{2}}}\left(-\frac{\tau\left(\lambda \tau^{2}+\kappa^{2} \lambda-\kappa\right)}{\lambda \tau \kappa^{\prime}-\kappa \tau^{\prime} \lambda+\tau^{\prime}} T+N+\frac{(\lambda \kappa-1)\left(\lambda \tau^{2}+(\kappa)^{2} \lambda-\kappa\right)}{\lambda\left(-\lambda \tau \kappa^{\prime}+\kappa \tau^{\prime} \lambda-\tau^{\prime}\right)} B\right)
\end{aligned}
$$

Proof. Now, since again we defined $\alpha^{*}$ to be as the $N-P^{*}$ associated curve of $\alpha$ we can write three of our associative relations as usual which are

$$
\begin{aligned}
& \bullet<N, N^{*}>=<P^{*}, N^{*}> \\
& \bullet<N, B^{*}>=<P^{*}, B^{*}> \\
& \bullet<N, T^{*}>=<P^{*}, T^{*}>=0
\end{aligned}
$$

These relations this time result the following three equations

$$
\begin{align*}
& \text { - } \frac{\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau}{\sqrt{(-\lambda \kappa+1)^{2}+\left(\lambda^{\prime}\right)^{2}+(\lambda \tau)^{2}} \sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}}=\frac{c}{\sqrt{c^{2}+d^{2}}} \\
& \text { - } \frac{\mathbf{L}}{\sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}}=\frac{d}{\sqrt{c^{2}+d^{2}}},  \tag{36}\\
& \text { - } \frac{\lambda^{\prime}}{\sqrt{(-\lambda \kappa+1)^{2}+\left(\lambda^{\prime}\right)^{2}+(\lambda \tau)^{2}}}=0
\end{align*}
$$

When substituted the latter relations in (29) and (31) we complete the proof.
Corollary 4. Note that the third relation in (36) results that $\lambda$ is constant. What we know from literature is that a Bertrand curve has a constant distance as well as the Mannheim curves (see [1], [4] and [2]). For Bertrand curves we also know that curves share the principal normal vectors as common, on the other hand for Mannheim curves, they share the property of the parallelization of principal normal and binormal vectors. By our result, we see that if the principal normal vector of any given curve coincides the unit vector spanned by principal normal and binormal vectors of its mate, then the distance of two curves is constant, in general.
Theorem 13. If $\alpha^{*}$ is the $N-P^{*}$ associated curve of $\alpha$, then the curvature, $\kappa^{*}$ and the torsion, $\tau^{*}$ of $\alpha^{*}$ are given as follows.

$$
\begin{aligned}
\kappa^{*} & =\frac{\mathbf{l} c^{3} \sqrt{c^{2}+d^{2}}}{d^{4}(\mathbf{m}(\lambda \kappa-1)-\mathbf{k} \lambda \tau)^{3}} \\
\tau^{*} & =\frac{\mathbf{l}^{2}\left(c^{2}+d^{2}\right)}{d^{2}}\binom{\mathbf{k}\left(\kappa^{3} \lambda+\kappa \tau^{2} \lambda-\lambda \kappa^{\prime \prime}-\kappa^{2}\right)+\mathbf{l}\left(-3 \lambda \tau \tau^{\prime}-3 \lambda \kappa^{\prime} \kappa+\kappa^{\prime}\right)}{+\mathbf{m}\left(-\kappa^{2} \tau \lambda-\tau^{3} \lambda+\lambda \tau^{\prime \prime}+\kappa \tau\right)}
\end{aligned}
$$

where $\mathbf{k}, \mathbf{l}$, and $\mathbf{m}$ are the coefficients of which $\mathbf{K}, \mathbf{L}$, and $\mathbf{M}$ reformed with $\lambda^{\prime}=0$, respectively.
Proof. By referring the relations (36) together with (35), the proof is trivial.
Definition 6. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the principal normal, $N$ of $\alpha$ is linearly dependent with the vector, $R^{*}$, then we name the curve $\alpha^{*}$ as $N-R^{*}$ associated curve of $\alpha$.

Theorem 14. If $\alpha^{*}$ is $N-R^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*}=\frac{1}{\sqrt{e^{2}+f^{2}}} & \left(\frac{(-\lambda \kappa+1) f}{\sqrt{(-\lambda \kappa+1)^{2}+(\lambda \tau)^{2}}} T+e N+\frac{\lambda \tau f}{\sqrt{(-\lambda \kappa+1)^{2}+(\lambda \tau)^{2}}} B\right) \\
N^{*}=\frac{e f}{\sqrt{e^{2}+f^{2}}}( & \left(\frac{\lambda \tau}{\lambda^{\prime}}-\frac{(-\lambda \kappa+1)\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right)-\lambda^{\prime}\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)}{(\lambda \kappa-1)\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)+\lambda \tau\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)}\right) T \\
& \left.+\left(\frac{\lambda^{\prime}\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)-\lambda \tau\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right)}{(\lambda \kappa-1)\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)+\lambda \tau\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)}+\frac{\lambda \kappa-1}{\lambda^{\prime}}\right) B\right) \\
B^{*}=\frac{f}{\sqrt{e^{2}+f^{2}}}( & \left(\frac{\lambda^{\prime}\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)-\lambda \tau\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right)}{(\lambda \kappa-1)\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)+\lambda \tau\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)}\right) T+N \\
& \left.+\left(\frac{(-\lambda \kappa+1)\left((-\lambda \kappa+1) \kappa-\lambda \tau^{2}+\lambda^{\prime \prime}\right)-\lambda^{\prime}\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)}{(\lambda \kappa-1)\left(\lambda \tau^{\prime}+2 \lambda^{\prime} \tau\right)+\lambda \tau\left(-\lambda \kappa^{\prime}-2 \lambda^{\prime} \kappa\right)}\right) B\right)
\end{aligned}
$$

Proof. Now, since again we defined $\alpha^{*}$ to be as the $N-R^{*}$ associated curve of $\alpha$ we can write three of our associative relations as usual which are
$\bullet<N, T^{*}>=<R^{*}, T^{*}>$,

- $<N, B^{*}>=<R^{*}, B^{*}>$,
$\bullet<N, N^{*}>=<R^{*}, N^{*}>=0$.
By using these we get
- $\frac{\lambda^{\prime}}{\sqrt{(-\lambda \kappa+1)^{2}+\left(\lambda^{\prime}\right)^{2}+(\lambda \tau)^{2}}}=\frac{e}{\sqrt{e^{2}+f^{2}}}$,
- $\frac{\mathbf{L}}{\sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}}=\frac{f}{\sqrt{e^{2}+f^{2}}}$,
- $\frac{\mathbf{M}(\lambda \kappa-1)-\mathbf{K} \lambda \tau}{\sqrt{(-\lambda \kappa+1)^{2}+\left(\lambda^{\prime}\right)^{2}+(\lambda \tau)^{2}} \sqrt{\mathbf{K}^{2}+\mathbf{L}^{2}+\mathbf{M}^{2}}}=0$.

When substituted the above expressions into (29) and (31) the proof is complete.

Corollary 5. The only analytically solvable equation in (37) is the first one with the same assumption that $\alpha$ is helix like curve with constant curvatures. The possible solutions to that has already been discussed in Corollary (3).

Theorem 15. If $\alpha^{*}$ is the $N-R^{*}$ associated curve of $\alpha$, then the curvature, $\kappa^{*}$ and the torsion, $\tau^{*}$ of $\alpha^{*}$ are given as follows.

$$
\begin{aligned}
\kappa^{*} & =\frac{e^{3} \mathbf{L}}{f\left(e^{2}+f^{2}\right)\left(\lambda^{\prime}\right)^{3}}, \\
\tau^{*} & =\frac{\mathbf{L}^{2}\left(e^{2}+f^{2}\right)}{f^{2}}\left(\begin{array}{r}
\mathbf{K}\left(\lambda \kappa^{3}+\lambda \kappa \tau^{2}-\lambda \kappa^{\prime \prime}-\kappa^{2}-3 \lambda^{\prime \prime} \kappa-3 \lambda^{\prime} \kappa^{\prime}\right) \\
+\mathbf{L}\left(-3 \lambda \kappa \kappa^{\prime}-3 \lambda \tau \tau^{\prime}-3 \kappa^{2} \lambda^{\prime}-3 \lambda^{\prime} \tau^{2}+\lambda^{\prime \prime \prime}+\kappa^{\prime}\right) \\
+\mathbf{M}\left(-\lambda \kappa^{2} \tau-\lambda \tau^{3}+\lambda \tau^{\prime \prime}+\kappa \tau+3 \lambda^{\prime \prime} \tau+3 \lambda^{\prime} \tau^{\prime}\right)
\end{array}\right)
\end{aligned}
$$

Proof. By recalling both the third derivative (35) and the relations (37) to substitute into curvatures in (2), we complete the proof.

## 5. Binormal Associated Curves

In this section, we define binormal associated curves such that the binormal vector of a given curve lies on the osculating, normal and rectifying plane of its mate.

Definition 7. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the binormal, $B$ of $\alpha$ is linearly dependent with the vector, $O^{*}$, then we name the curve $\alpha^{*}$ as $B-O^{*}$ associated curve of $\alpha$.

Theorem 16. If $\alpha^{*}$ is $B-O^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*} & =\frac{1}{\sqrt{a^{2}+b^{2}}}\left(\frac{b}{\sqrt{1+\lambda^{2} \tau^{2}}} T-\frac{\lambda \tau b}{\sqrt{1+\lambda^{2} \tau^{2}}} N+a B\right) \\
N^{*} & =\frac{b}{\sqrt{a^{2}+b^{2}}}\left(-\frac{\lambda^{\prime} \mathbf{Y}}{a(\lambda \tau \mathbf{X}+\mathbf{Y})} T+\frac{\lambda \mathbf{X}}{\lambda \tau \mathbf{X}+\mathbf{Y}} N+B\right), \\
B^{*} & =-\frac{b \lambda^{\prime}}{a(\lambda \tau \mathbf{X}+\mathbf{Y})}(\mathbf{X} T+\mathbf{Y} N)
\end{aligned}
$$

where the coefficients $\mathbf{X}$ and $\mathbf{Y}$ are

$$
\begin{aligned}
& \mathbf{X}=-\lambda \tau\left(-\lambda \tau^{2}+\lambda^{\prime \prime}\right)-\lambda^{\prime}\left(-\lambda \tau^{\prime}-2 \lambda^{\prime} \tau+\kappa\right) \\
& \mathbf{Y}=\lambda \tau^{2}-\lambda^{\prime \prime}+\lambda^{\prime} \lambda \tau \kappa
\end{aligned}
$$

Proof. Since $\alpha$ and $\alpha^{*}$ are defined as $B-O^{*}$ associated curves, we write

$$
\begin{equation*}
\alpha^{*}=\alpha+\lambda B . \tag{38}
\end{equation*}
$$

By differentiating the relation (38), using the Frenet formulae given in (3) and taking the norm, we have:

$$
\begin{equation*}
T^{*}=\frac{T-\lambda \tau N+\lambda^{\prime} B}{\sqrt{1+\lambda^{2} \tau^{2}+\left(\lambda^{\prime}\right)^{2}}} \tag{39}
\end{equation*}
$$

Next taking the second derivative of the equation (38) and referring again to (3) result the following relation.

$$
\alpha^{* \prime \prime}=(\lambda \tau \kappa) T+\left(-\lambda \tau^{\prime}-2 \lambda^{\prime} \tau+\kappa\right) N+\left(-\lambda \tau^{2}+\lambda^{\prime \prime}\right) B
$$

The cross production of $\alpha^{* \prime}$ and $\alpha^{* \prime \prime}$ leads us the following form,

$$
\alpha^{* \prime} \times \alpha^{* \prime \prime}=\mathbf{X} T+\mathbf{Y} N+\mathbf{Z} B
$$

where $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ are assigned to be as

$$
\begin{align*}
& \mathbf{X}=-\lambda \tau\left(-\lambda \tau^{2}+\lambda^{\prime \prime}\right)-\lambda^{\prime}\left(-\lambda \tau^{\prime}-2 \lambda^{\prime} \tau+\kappa\right) \\
& \mathbf{Y}=\lambda \tau^{2}-\lambda^{\prime \prime}+\lambda^{\prime} \lambda \tau \kappa  \tag{40}\\
& \mathbf{Z}=-\lambda \tau^{\prime}-2 \lambda^{\prime} \tau+\kappa+\lambda^{2} \tau^{2} \kappa
\end{align*}
$$

for the sake of simplicity. Note that the norm, $\left\|\alpha^{* \prime} \times \alpha^{* \prime \prime}\right\|=\sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}$. By referring again the definitions given by (1), we simply calculate $N^{*}$ and $B^{*}$ as

$$
\begin{align*}
N^{*} & =\frac{\left(\mathbf{Y} \lambda^{\prime}+\mathbf{Z} \lambda \tau\right) T+(-\mathbf{X} \lambda+\mathbf{Z}) N+(-\mathbf{X} \lambda \tau-\mathbf{Y}) B}{\sqrt{1+\lambda^{2} \tau^{2}+\left(\lambda^{\prime}\right)^{2}} \sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}}  \tag{41}\\
B^{*} & =\frac{\mathbf{X} T+\mathbf{Y} N+\mathbf{Z} B}{\sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}}
\end{align*}
$$

The intuitive idea is as same as before. Since we defined $\alpha^{*}$ to be as the $B-O^{*}$ associated curve of $\alpha$ we can write that

- $<B, T^{*}>=<O^{*}, T^{*}>$,
- $<B, N^{*}>=<O^{*}, N^{*}>$,
- $<B, B^{*}>=<O^{*}, B^{*}>=0$.

By using these together with the relations (4) and (39) we write

- $\frac{\lambda^{\prime}}{\sqrt{1+\lambda^{2} \tau^{2}+\left(\lambda^{\prime}\right)^{2}}}=\frac{a}{\sqrt{a^{2}+b^{2}}}$,
- $\frac{-\mathbf{X} \lambda \tau-\mathbf{Y}}{\sqrt{1+\lambda^{2} \tau^{2}+\left(\lambda^{\prime}\right)^{2}} \sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}}=\frac{b}{\sqrt{a^{2}+b^{2}}}$,
- $\frac{\mathbf{Z}}{\sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}}=0$.

Substituting these relations into (39) and (41), we complete the proof.
Corollary 6. If $\tau$ is taken to be constant, then from the first relation given in 42) we can derive the following:

$$
\lambda^{\prime}\left(\lambda^{\prime \prime}-\lambda \frac{a^{2}}{b^{2}} \tau^{2}\right)=0
$$

This relation holds either $\lambda^{\prime}=0$, correspondingly that $\lambda$ is constant or

$$
\lambda=c_{1} e^{\frac{a \tau}{b}}+c_{2} e^{-\frac{a \tau}{b}}
$$

as a result of the solution of second order differential equation, where $c_{1}$ and $c_{2}$ are the integration constants. If $\lambda$ is taken to be constant then by the first relation of (42) $a=0$, resulting that $O^{*}=N^{*}$. We remind that this is the definition of Mannheim curves.
On the other hand, when considered the third equation in (42) and recall (40), we have the following

$$
\mathbf{Z}=-\lambda \tau^{\prime}-2 \lambda^{\prime} \tau+\kappa+\lambda^{2} \tau^{2} \kappa=0
$$

Rearranging this equation by dividing each term with ( $-2 \tau$ ) results

$$
\begin{equation*}
\lambda^{\prime}+\lambda^{2}\left(\frac{-\tau \kappa}{2}\right)+\lambda\left(\frac{\tau^{\prime}}{2 \tau}\right)-\frac{\kappa}{2 \tau}=0 \tag{43}
\end{equation*}
$$

which is clearly a Riccati type of differential equation. If $\lambda=\lambda_{1}$ is a particular solution for (43) then we have a general solution by substituting $\lambda=\lambda_{1}+\frac{1}{\mu}$, that converts the Riccati equation into the following first order linear differential equation:

$$
\begin{equation*}
\mu^{\prime}-\left(2 \lambda_{1}\left(\frac{-\tau \kappa}{2}\right)+\left(\frac{\tau^{\prime}}{2 \tau}\right)\right) \mu=\left(\frac{-\tau \kappa}{2}\right) \tag{44}
\end{equation*}
$$

where $\mu$ is an arbitrary function of the parameter, s. The solution for this 44) can be done by following the steps given in the proof of Theorem (3).

Theorem 17. If $\alpha^{*}$ is the $B-O^{*}$ associated curve of $\alpha$, then the curvature, $\kappa^{*}$ and the torsion, $\tau^{*}$ of $\alpha^{*}$ are given as follows:

$$
\begin{aligned}
\kappa^{*}= & -\frac{a^{4}(\mathbf{X} \lambda \tau+\mathbf{Y})}{\left(\lambda^{\prime}\right)^{2} b\left(a^{2}+b^{2}\right) \sqrt{a^{2}+b^{2}}} \\
\tau^{*}= & \frac{b^{2}\left(\lambda^{\prime}\right)^{2}}{a^{2}(\mathbf{X} \lambda \tau+\mathbf{Y})^{2}}\left(\mathbf{X}\left(\lambda \tau \kappa^{\prime}+3 \lambda^{\prime} \tau \kappa+2 \lambda \tau^{\prime} \kappa-\kappa^{2}\right)\right. \\
& \left.\quad+\mathbf{Y}\left(\lambda \tau^{3}+\lambda \tau \kappa^{2}-\lambda \tau^{\prime \prime}-3 \lambda^{\prime} \tau^{\prime}-3 \lambda^{\prime \prime} \tau+\kappa^{\prime}\right)\right)
\end{aligned}
$$

Proof. By taking the third derivative of $(38)$ and using Frenet formulas, we have

$$
\begin{align*}
\alpha^{* \prime \prime \prime}= & \left(\lambda \tau \kappa^{\prime}+2 \lambda \tau^{\prime} \kappa+3 \lambda^{\prime} \tau \kappa-\kappa^{2}\right) T+\left(\lambda \tau \kappa^{2}+\lambda \tau^{3}-\lambda \tau^{\prime \prime}-3 \lambda^{\prime \prime} \tau-3 \lambda^{\prime} \tau^{\prime}+\kappa^{\prime}\right) N \\
& +\left(\lambda^{\prime \prime \prime}-3 \lambda \tau \tau^{\prime}-3 \lambda^{\prime} \tau^{2}+\kappa \tau\right) B \tag{45}
\end{align*}
$$

Now, using the relations given in (42) together with (45), to substitute into the definitions (2) lets us to complete the proof.

Definition 8. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the binormal, $B$ of $\alpha$ is linearly dependent with the vector, $P^{*}$, then we name the curve $\alpha^{*}$ as $B-P^{*}$ associated curve of $\alpha$.

Theorem 18. If $\alpha^{*}$ is $B-P^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*} & =\frac{1}{\sqrt{1+\lambda^{2} \tau^{2}}} T-\frac{\lambda \tau}{\sqrt{1+\lambda^{2} \tau^{2}}} N, \\
N^{*} & =\frac{1}{\sqrt{c^{2}+d^{2}}}\left(\frac{d \lambda \tau}{\sqrt{1+\lambda^{2} \tau^{2}}} T-\frac{d\left(\lambda^{3} \tau^{3}-\left(-\lambda \tau^{\prime}+\kappa+\lambda^{2} \tau^{2}\right)\right)}{\left(-\lambda \tau^{\prime}+\kappa+\lambda^{2} \tau^{2}\right) \sqrt{1+\lambda^{2} \tau^{2}}} N+c B\right), \\
B^{*} & =\frac{1}{\sqrt{c^{2}+d^{2}}}\left(-\frac{c \lambda \tau}{\sqrt{1+\lambda^{2} \tau^{2}}} T-\frac{c}{\sqrt{1+\lambda^{2} \tau^{2}}} N+d B\right) .
\end{aligned}
$$

Proof. Now, since again we defined $\alpha^{*}$ to be as the $B-P^{*}$ associated curve of $\alpha$ we can write three of our associative relations as usual which are

- $<B, N^{*}>=<P^{*}, N^{*}>$,
- $<B, B^{*}>=<P^{*}, B^{*}>$,
$\bullet<B, T^{*}>=<P^{*}, T^{*}>=0$.
These relations this time result the following three equations
- $\frac{-\mathbf{X} \lambda \tau-\mathbf{Y}}{\sqrt{1+\lambda^{2} \tau^{2}+\left(\lambda^{\prime}\right)^{2}} \sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}}=\frac{c}{\sqrt{c^{2}+d^{2}}}$,
- $\frac{\mathbf{Z}}{\sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}}=\frac{d}{\sqrt{c^{2}+d^{2}}}$,
- $\frac{\lambda^{\prime}}{\sqrt{1+\lambda^{2} \tau^{2}+\left(\lambda^{\prime}\right)^{2}}}=0$.

When substituted these relations, (46) in (39) and (41), we complete the proof.
Corollary 7. When taken into account the third relation of (46) we conclude that if the binormal vector of a given curve is linearly dependent with the unit vector lying on the normal plane of its mate, then the distance between these curves is constant.

Theorem 19. If $\alpha^{*}$ is the $B-P^{*}$ associated curve of $\alpha$, then the curvature, $\kappa^{*}$ and the torsion, $\tau^{*}$ of $\alpha^{*}$ are given as follows.

$$
\begin{aligned}
& \kappa^{*}=-\frac{d^{2} \sqrt{c^{2}+d^{2}}\left(\lambda \tau^{2}\left(1+\lambda^{2} \tau^{2}\right)\right)^{3}}{c^{3}\left(-\lambda \tau^{\prime}+\kappa+\lambda^{2} \tau^{2}\right)^{2}}, \\
& \tau *= \frac{d^{2}\left(\lambda^{2} \tau^{3}\left(\lambda \tau \kappa^{\prime}+2 \tau^{\prime} \kappa \lambda-\kappa^{2}\right)+\lambda \tau^{2}\left(\lambda \tau \kappa^{2}+\lambda \tau^{3}-\tau^{\prime \prime} \lambda+\kappa^{\prime}\right)\right.}{\left.+\left(-\lambda \tau^{\prime}+\kappa+\lambda^{2} \tau^{2}\right)\left(-3 \tau^{\prime} \tau \lambda+\kappa \tau\right)\right)} \\
&\left(c^{2}+d^{2}\right)\left(-\lambda \tau^{\prime}+\kappa+\lambda^{2} \tau^{2}\right)^{2}
\end{aligned}
$$

Proof. By substituting the relations given in (37) and the third derivative (45) into the definitions given in (2), we complete the proof.

Definition 9. Let $\alpha(s): I \subset \Re \rightarrow \Re^{3}$ be a unit speed curve and $\alpha^{*}$ be any regular curve. If the binormal, $B$ of $\alpha$ is linearly dependent with the vector, $R^{*}$, then we name the curve $\alpha^{*}$ as $B-R^{*}$ associated curve of $\alpha$.

Theorem 20. If $\alpha^{*}$ is $B-R^{*}$ associated curve of $\alpha$, then the relationship of the corresponding Frenet frames of $\left(\alpha, \alpha^{*}\right)$ pair is given by the following,

$$
\begin{aligned}
T^{*} & =\frac{1}{\sqrt{e^{2}+f^{2}}}\left(\frac{f}{\sqrt{1+\lambda^{2} \tau^{2}}} T-\frac{\lambda \tau f}{\sqrt{1+\lambda^{2} \tau^{2}}} N+e B\right) \\
N^{*} & =\frac{e f}{\sqrt{e^{2}+f^{2}}}\left(\frac{\mathbf{Y} \lambda^{\prime}+\mathbf{Z} \lambda \tau}{\mathbf{Z} \lambda^{\prime}} T+\frac{-\mathbf{X} \lambda+\mathbf{Z}}{\mathbf{Z} \lambda^{\prime}}\right) \\
B^{*} & =\frac{f}{\sqrt{e^{2}+f^{2}}}\left(\frac{\mathbf{X}}{\mathbf{Z}} T+\frac{\mathbf{Y}}{\mathbf{Z}} N+B\right) .
\end{aligned}
$$

Proof. Now, since again we defined $\alpha^{*}$ to be as the $B-R^{*}$ associated curve of $\alpha$ we can write three of our associative relations as usual which are

- $<B, T^{*}>=<R^{*}, T^{*}>$,
- $<B, B^{*}>=<R^{*}, B^{*}>$,
- $<B, N^{*}>=<R^{*}, N^{*}>=0$.

These relations this time result the following three equations

$$
\begin{align*}
& \bullet \frac{\lambda^{\prime}}{\sqrt{1+\lambda^{2} \tau^{2}+\left(\lambda^{\prime}\right)^{2}}}=\frac{e}{\sqrt{e^{2}+f^{2}}} \\
& \bullet \frac{\mathbf{Z}}{\sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}}=\frac{f}{\sqrt{e^{2}+f^{2}}}  \tag{47}\\
& \bullet \frac{-\mathbf{X} \lambda \tau-\mathbf{Y}}{\sqrt{1+\lambda^{2} \tau^{2}+\left(\lambda^{\prime}\right)^{2}} \sqrt{\mathbf{X}^{2}+\mathbf{Y}^{2}+\mathbf{Z}^{2}}}=0
\end{align*}
$$

For the last time when substituted (47) into (39) and (41), the proof is complete.
Corollary 8. The only analytically solvable equation is the first one of 47) with the same assumption given in Corollary (6). The possible solutions can be get by following the same steps as well.

Theorem 21. If $\alpha^{*}$ is the $B-R^{*}$ associated curve of $\alpha$, then the curvature, $\kappa^{*}$ and the torsion, $\tau^{*}$ of $\alpha^{*}$ are given as follows.

$$
\begin{aligned}
\kappa^{*} & =\frac{\mathbf{Z} e^{3}}{f\left(e^{2}+f^{2}\right)\left(\lambda^{\prime}\right)^{3}}, \\
\tau^{*} & =\frac{f^{2}}{\mathbf{Z}^{2}\left(e^{2}+f^{2}\right)}\left(\begin{array}{c}
\mathbf{X}\left(\lambda \tau \kappa^{\prime}+2 \lambda \tau^{\prime} \kappa+3 \lambda^{\prime} \tau \kappa-\kappa^{2}\right) \\
+\mathbf{Y}\left(\lambda \tau \kappa^{2}+\lambda \tau^{3}-\lambda \tau^{\prime \prime}-3 \lambda^{\prime \prime} \tau-3 \lambda^{\prime} \tau^{\prime}+\kappa^{\prime}\right) \\
+\mathbf{Z}\left(-3 \lambda \tau \tau^{\prime}-3\left(\lambda^{\prime}\right) \tau^{2}+\kappa \tau+\lambda^{\prime \prime \prime}\right)
\end{array}\right)
\end{aligned}
$$

Proof. Recall the relations (45) and (47) and substitute these in (2), the proof is complete.
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TIMELIKE LOXODROMES ON LORENTZIAN HELICOIDAL SURFACES IN MINKOWSKI $n$-SPACE
${ }^{1}$,
1

2

3

Abstract.

## $\mathbb{E}_{1}^{n}$

$n$

Introduction
Mathematics Subject Classification.
Keywords.
$\square$
-
(D)
(D)


## PRELIMINARIES

$\mathbb{R}^{n} \quad \begin{aligned} & \mathbb{E}_{s}^{n} \\ & \left\{x, x, \ldots, x_{n} \mid x, x, \ldots, x_{n} \in \mathbb{R}\right\}\end{aligned}$

$$
d s \quad \sum_{i}^{n-s} d x_{i}-\sum_{j}^{n} d x_{j} .
$$

$s$ $\mathbb{E}^{n}$
$v \quad \mathbb{E}^{n}$
$\langle v, v\rangle>\quad v$
$v$
$\|v\| \quad \sqrt{|\langle v, v\rangle|} \quad\langle v, v\rangle$
$v /$
$\alpha \quad I \subset \mathbb{R} \longrightarrow \mathbb{E}^{n}$
$\mathbb{E}^{n} \quad I$
$n$
$s$
$\alpha$
$\alpha$

M
$\mathbb{E}^{n}$
$\mathbf{x} u, v$
M

$\mathbb{E}^{n}$
Definition 1. Let $x$ and $y$ be vectors in $\mathbb{E}^{n}$. Then, we have the following statements:
for a spacelike vector $x$ and a timelike vector $y$, there is a unique nonnegative real number $\theta$ such that

$$
\langle x, y\rangle \quad \pm\|x\|\| \| y \| \quad \theta
$$

The number $\theta$ is called Lorentzian timelike angle between $x$ and $y$.
for timelike vectors $x$ and $y$, there is a unique nonnegative real number $\theta$ such that

$$
\langle x, y\rangle \quad\|x\|\|y\| \quad \theta .
$$

The number $\theta$ is called Lorentzian timelike angle between $x$ and $y$. Note that $\theta \quad$ if and only if $x$ and $y$ are positive scalar multiples of each other.


Helicoidal surface of type I. $\left\{e, e, \ldots, e_{n}\right\}$


## Helicoidal surface of type II. $\quad\left\{e, e, \ldots, e_{n}\right\}$


$\beta$
P

## $\ell$

M
$\mathbb{E}^{n}$
$\mathbb{E}^{n} \quad x$

# Helicoidal surface of type III. 

$\left\{e, e, \ldots, \xi_{n-}, \xi_{n}\right\} \quad \mathbb{E}^{n} \quad\left\{e, e, \ldots, e_{n-}, e_{n}\right\}$
$\xi_{n-} \quad \overline{\sqrt{V}} e_{n}-e_{n-} \quad \xi_{n} \quad \overline{\sqrt{r}} e_{n} \quad e_{n-}$,
$\begin{array}{ccc}\left\langle\xi_{n-}, \xi_{n-}\right\rangle & \left\langle\xi_{n}, \xi_{n}\right\rangle & \left\langle\xi_{n-}, \xi_{n}\right\rangle- \\ n- & \mathbf{P} & \left\{e, e, \ldots, \xi_{n-}\right\}\end{array}$
$\left\{e, e, \ldots, e_{n-}, \xi_{n-}, \xi_{n}\right\}$
$\xrightarrow{ } \subset \mathbb{E}^{n}, \beta \quad u \quad x \quad u e \quad x \quad u e^{\ell} \quad \ldots$
$\mathbb{E}_{n-}$
$x^{\prime} u \quad x^{\prime} u \quad \ldots-x_{n-}^{\prime} u x_{n}^{\prime} u \quad \varepsilon \quad \varepsilon \quad \pm$
$H \quad u, v \quad x \quad u e \quad \sqrt{v x_{n}} u e \quad x \quad u e \quad \ldots \quad x_{n-} \quad$ u $e_{n-}$
$x_{n-} u \quad v x_{n} u \quad c v \xi_{n-} \quad x_{n} u \xi_{n}$
$\beta$
$\ell \quad M \quad \mathbb{E}^{n}$
$x_{n}$
$\mathbb{E}^{n}$

Remark 1. It can be easily seen that the helicoidal surfaces $M-M$ in $\mathbb{E}^{n}$ defined by $\square, \square$ and $\square$ reduce to the rotational surfaces in $\mathbb{E}^{n}$ for $c$.

Timelike Loxodrome on Timelike Helicoidal Surface of Type I in $\mathbb{E}^{n}$

$$
p \in M
$$

$$
\left\langle\alpha \quad t, m_{u}\right\rangle \varepsilon \frac{d u}{d t}-c x_{n}^{\prime} u \frac{d v}{d t}
$$

$$
\varepsilon\left(\frac{d u}{d t}\right)-c x_{n}^{\prime} u \frac{d u}{d t} \frac{d v}{d t} \quad x \quad u-c \quad\left(\frac{d v}{d t}\right)<
$$

$$
\begin{aligned}
& \text { M } \\
& \alpha t \quad H \quad u t, v t \\
& \mathbb{E}^{n} \quad \varepsilon x u-c \varepsilon x_{n}^{\prime} u< \\
& \begin{array}{rrrrrr}
H \quad u t, v t & & M & \mathbb{E}^{n} & \alpha \quad t \\
m & u & H
\end{array}
\end{aligned}
$$

Case i. M

$$
\begin{array}{cccc}
\square & \begin{array}{c}
\square \\
\\
\\
\\
\hline-\left(\frac{d u}{d t}\right) \\
c x_{n}^{\prime} u \frac{d u}{d t} \frac{d v}{d t}-x
\end{array} & \varepsilon \\
\frac{d u}{d t}-c x_{n}^{\prime} u \frac{d v}{d t} & \\
\hline
\end{array}
$$

Case ii. M

$$
\phi \quad-\frac{\frac{d u}{d t} c x_{n}^{\prime} u \frac{d v}{d t}}{\sqrt{\left(\frac{d u}{d t}\right) \quad c x_{n}^{\prime} u \frac{d u}{d t} \frac{d v}{d t}-x \quad u-c \quad\left(\frac{d v}{d t}\right)}} .
$$

Lemma 1. Let $M$ be a timelike helicoidal surface of type $I$ in $\mathbb{E}^{n}$ defined by $\square$. Then, $\alpha \quad t \quad H \quad u t, v t \quad$ is a timelike loxodrome with $u / \quad$ if and only if one of the following differential equations is satisfied:
for having a spacelike meridian,
$\begin{array}{lll}\phi & x & u-c\end{array}$
$c x_{n}^{\prime} u v-c$
$\phi x_{n}^{\prime} u u v$
$\phi u \quad$,
for having a timelike meridian,
$\phi \quad x \quad u-c$
$c x_{n}^{\prime} u v-c$
$\phi x_{n}^{\prime} u u v-$
$\phi u \quad$,
where $\phi$ is a nonnegative constant.
Theorem 1. A timelike loxodrome on a timelike helicoidal surface of type $I$ in $\mathbb{E}^{n}$ defined by $\square$ is parametrized by $\alpha \quad u \quad H \quad u, v u$, where $v u$ is given by one of the following functions:
$v u \quad \pm \frac{\phi}{\phi} \int_{u_{0}}^{u} \frac{d \xi}{\sqrt{c-x \quad \xi}}$,
$v u \pm \frac{\phi}{\phi} \int_{u_{0}}^{u} \frac{d \xi}{\sqrt{c-x \quad \xi}}$,
for $\quad \phi \quad x \quad \xi-c \quad c x_{n}^{\prime} \xi /$,
$v u$

for

where $\phi$ is a nonnegative constant and $c>$ is a constant.


$$
\begin{aligned}
& \phi \quad x \quad u-c \\
& c x_{n}^{\prime} u\left(\frac{d v}{d u}\right)-c \\
& \phi x_{n}^{\prime} u \frac{d v}{d u} \\
& \begin{array}{lll}
\phi & x & u-c
\end{array} \\
& \text { c } x_{n}^{\prime} u \\
& c \quad \phi x_{n}^{\prime} u \frac{d v}{d u}- \\
& \phi \\
& v u \quad-\quad \int_{u_{0}}^{u} \frac{d \xi}{x_{n}^{\prime} \xi} \quad \begin{array}{l}
\phi \\
x
\end{array} \quad u-c \\
& \text { c } x_{n}^{\prime} u \\
& x_{n}^{\prime} u \quad \pm \frac{\phi_{0}}{c} \sqrt{c-x \quad u} \quad \phi \quad / \\
& c-x u> \\
& \text { M } \\
& \mathbb{E}^{n} \\
& v u \\
& \phi \quad x \quad u-c \\
& c x_{n}^{\prime} u\left(\frac{d v}{d u}\right)-c \\
& \phi x_{n}^{\prime} u \frac{d v}{d u}- \\
& \phi \quad x \quad u-c \\
& \text { c } x_{n}^{\prime} u \\
& c \quad \phi x_{n}^{\prime} u \frac{d v}{d u} \\
& \phi \\
& v u \quad-\frac{}{c} \int_{u_{0}}^{u} \frac{d \xi}{x_{n}^{\prime} \xi} \\
& \square \\
& \phi x_{n}^{\prime} u \frac{d v}{d u} \quad \phi \\
& \pm \frac{\phi_{0}}{c} \sqrt{c-x \quad u} \\
& \begin{array}{ccc}
x & u> & M \\
c & c & x_{n}^{\prime} u
\end{array} \quad \begin{array}{c} 
\\
v u
\end{array} \\
& \phi \quad x_{n}^{\prime} u \\
& c \text { - } \\
& c \quad c x_{n}^{\prime} u /
\end{aligned}
$$

$\begin{array}{cc}\alpha & H \\ u\end{array}, v u \quad v u$
$u$
$\mathbb{E}^{n}$
$M^{R}$

$$
\begin{gathered}
H^{R} u, v \quad x \quad u \quad v, x \quad u \quad v, x \quad u, \ldots, x_{n-} \quad u, x_{n_{0}} \quad c v, \\
c / \quad x_{n_{0}}
\end{gathered}
$$

Corollary 1. A timelike loxodrome on a timelike right helicoidal surface of type I in $\mathbb{E}^{n}$ defined by $\square$ is parametrized by $\alpha^{R} u \quad H^{R} u, v u \quad$ where $v u$ is given by

$$
v u \quad \pm \quad \phi \int_{u_{0}}^{u} \frac{d \xi}{\sqrt{c-x \quad}}
$$

for constant $\phi>$.

Corollary 2. The length of a timelike loxodrome on a timelike right helicoidal surface of type $I$ in $\mathbb{E}^{n}$ defined by $\square$ between two points $u$ and $u$ is given by

$$
L \quad\left|\frac{u-u}{\phi}\right|
$$

for constant $\phi>$.
Timelike Loxodrome on Timelike Helicoidal Surface of Type II in $\mathbb{E}^{n}$

$\phi$

$$
p \in M
$$

$$
\left\langle\alpha \quad t, m_{u}\right\rangle \quad \varepsilon \frac{d u}{d t} \quad c x^{\prime} u \frac{d v}{d t}
$$

$$
\varepsilon\left(\frac{d u}{d t}\right) \quad c x^{\prime} u \frac{d u}{d t} \frac{d v}{d t} \quad c \quad x_{n} u \quad\left(\frac{d v}{d t}\right)<
$$

$m \quad u$
Case i. M


Lemma 2. Let $M$ be a timelike helicoidal surface of type II in $\mathbb{E}^{n}$ defined by $\square$. Then, $\alpha \quad t \quad H \quad u t, v t \quad$ is a timelike loxodrome with $u / \quad$ if and only if one of the following differential equations is satisfied:
for having a spacelike meridian,
$\phi \quad x_{n} u \quad c$
$c x^{\prime} \quad u \quad v$
c
$\phi x^{\prime} u u v$
$\phi u \quad$,
for having a timelike meridian,
$\phi \quad x_{n} u \quad c$
$\begin{array}{cccccc}c & x^{\prime} & u & v & c\end{array}$
$\phi x^{\prime} u u v-$
$\phi u \quad$,
where $\phi$ is a nonnegative constant.
Theorem 2. A timelike loxodrome on a timelike helicoidal surface of type II in $\mathbb{E}^{n}$ defined by $\square$ is parametrized by $\alpha \quad u \quad H \quad u, v u$, where $v u$ is given by one of the following functions:
$v u \quad \int_{u_{0}}^{u} \frac{-c \quad \phi x^{\prime} \xi \pm \sqrt{ } \begin{array}{lllllll} & \phi & c & x^{\prime} & \xi & - & -x_{n} \xi \\ \phi & x_{n} \xi & c & c & x^{\prime} & \xi\end{array}}{l} d \xi$,
$v u \quad \int_{u_{0}}^{u} \frac{-c}{} \quad \phi x^{\prime} \xi \pm \sqrt{ } \begin{array}{lllllll} & \xi & x_{n} \xi & c & x^{\prime} & \xi \\ \phi & x_{n} \xi & c & c & x^{\prime} & \xi & \end{array} d \xi$,
where $\phi$ is a nonnegative constant.


$$
M^{R}
$$

Corollary 3. A timelike loxodrome on a timelike right helicoidal surface of type II in $\mathbb{E}^{n}$ defined by $\square$ is parametrized by $\alpha^{R} u \quad H^{R} u, v u$, where $v u$ is given by

$$
v u \quad \pm \quad \phi \int_{u_{0}}^{u} \frac{d \xi}{\sqrt{x_{n} \xi c}}
$$

and $c, \phi>$ are constants.

Corollary 4. The length of a timelike loxodrome on a timelike right helicoidal surface of type II in $\mathbb{E}^{n}$ defined by $\square$ between two points $u$ and $u$ is given by

$$
L \quad\left|\frac{u-u}{\phi}\right|
$$

where $\phi$ is a nonnegative constant.
Timelike Loxodrome on Timelike Helicoidal Surface of Type III in $\mathbb{E}^{n}$
$\mathbb{E}^{n}$

$$
M
$$

$g \quad \varepsilon d u-c x_{n}^{\prime} u d u d v \quad x_{n} u d v$.
$M \quad \mathbb{E}^{n} \quad \varepsilon x_{n} u-c x_{n}^{\prime} u<$
$\alpha t \quad H u t, v t$
$m \quad u \quad H \quad u, v$

$v$
$p \in M$

$$
\begin{aligned}
& \left\langle\alpha \quad t, m_{u}\right\rangle \varepsilon \frac{d u}{d t}-c x_{n}^{\prime} u \frac{d v}{d t} \\
& \varepsilon\left(\frac{d u}{d t}\right)-c x_{n}^{\prime} u \frac{d u}{d t} \frac{d v}{d t} \quad x_{n} u\left(\frac{d v}{d t}\right)<.
\end{aligned}
$$

$m \quad u$
Case i. M

$$
\phi \quad \pm \frac{\frac{d u}{d t}-c x_{n}^{\prime} u \frac{d v}{d t}}{\sqrt{-\left(\frac{d u}{d t}\right) \quad c x_{n}^{\prime} u \frac{d u}{d t} \frac{d v}{d t}-x_{n} u\left(\frac{d v}{d t}\right)}}
$$

Case ii. M


Lemma 3. Let $M$ be a timelike helicoidal surface of type III in $\mathbb{E}^{n}$ defined by $\square$. Then, $\alpha \quad t \quad H \quad u t, v t \quad$ is a timelike loxodrome with $u / \quad$ if and only if one of the following differential equations is satisfied:
for having a spacelike meridian,
$\phi x_{n} u$
$c x_{n}^{\prime} u v-c$
$\phi x_{n}^{\prime} u u v$
$\phi u \quad$,
for having a timelike meridian,

$$
\phi x_{n} u \quad c x_{n}^{\prime} u \quad v-c \quad \phi x_{n}^{\prime} u u v-\quad \phi u
$$

where $\phi$ is a nonnegative constant.
Theorem 3. A timelike loxodrome on a timelike helicoidal surface of type III in $\mathbb{E}^{n}$ defined by $\square$ is parametrized by $\alpha u \quad H u, v u$, where $v u$ is given by one of the following functions:
$v u$

$$
\begin{aligned}
& \int_{u_{0}}^{u} \frac{c \quad \phi x_{n}^{\prime} \xi \pm \sqrt{\phi \quad c x_{n}^{\prime} \xi-x_{n} \xi}}{\phi x_{n} \xi \quad c x_{n}^{\prime} \xi} d \xi, \\
& \int_{u_{0}}^{u} \frac{c \quad \phi x_{n}^{\prime} \xi \pm \sqrt{\phi \quad x_{n} \xi \quad c x_{n}^{\prime} \xi}}{\phi x_{n} \xi \quad c x_{n}^{\prime} \xi} d \xi,
\end{aligned}
$$

$v u$
where $\phi$ is a nonnegative constant.


$$
\phi x_{n} u \quad c x_{n}^{\prime} u \quad v \quad v
$$

$u$
$\alpha \quad u$
$H u, v u$
$v u$

## Visualization

Example 1. We consider the following spacelike profile curve:

$$
\beta \quad u \quad x \quad u,, x \quad u, \ldots, x_{n} u .
$$

Then, we have the following parametrization of timelike helicoidal surface $M$ :

$$
\begin{array}{ccccccccc}
H & u, v & x & u & v, x & u & v, x & u, \ldots, x_{n-} u, x_{n} u & c v .
\end{array}
$$

By using (i) of Theorem 1, we have $v u \quad \pm-\phi_{0} \int_{u_{0}}^{u} \frac{d \xi}{\sqrt{c^{2}-x_{1}^{2} \xi}}$. If we choose $x \quad \xi \quad c k \quad \xi$ for $<k<$, thenv $u \quad \pm \frac{}{c} \phi_{0} \int_{u_{0}}^{u} \frac{d \xi}{\sqrt{-k^{2}{ }^{2} \xi}} \pm \frac{\phi_{0}}{c} F u, k$, where $F u, k$ is an elliptic integral of first kind (see [13]). Then, the parametrization of timelike loxodrome on timelike helicoidal surface $M$ in Minkowski n-space is given by

| $\alpha$ | $u$ | $x$ | $u$ | $v u, x \quad u$ | $v u, x$ | $u, \ldots, x_{n-}$ | $u, x_{n} u$ | $c v u$ |
| ---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: |,

## Conclusion

$n$
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## ROLE OF IDEALS ON $\sigma$-TOPOLOGICAL SPACES
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#### Abstract

In this writeup, we have discussed the role of ideals on $\sigma$-topological spaces. Using this idea, we have also studied and discussed two operators ()* ${ }^{* \sigma}$ and $\psi_{\sigma}$. We have extended this concept to a new generalized set and investigated some basic properties of these concepts using ()* $)^{* \sigma}$ and $\psi_{\sigma}$ operators.


## 1. Introduction

In topological space, the idea of ideal was known by Kuratowski 7 and Vaidyanathswamy 13. After that, in the ideal topological space, local function was introduced and studied by Vaidyanathswamy. Njåstad 12 has introduced compatability of the topology with the help of an ideal. In 5,6 Jankovic and Hamlett introduced further the characteristics of ideal topological spaces and $\psi$-operator was introduced by them in 1990. A new type of topology from original ideal topological space was also introduced. In this new topological space, a Kuratowski-closure operator was defined using the local function. Also from $\psi$-operator, they proved that interior operator can be deduced in the new topological space. In 2007, using $\psi$-operator Modak and Bandhyopadhyay in 8 introduced generalized open sets. The idea of ideal $m$-space was introduced by Al-Omari and Noiri in 1, 2 and they also investigated two operators identical with $\psi$-operator and local function in 2012. Their

[^13]extensive works related to this topic can be found in 3,4 .
The idea of $\sigma$-topological space have been introduced and studied here. In this paper, ideal $\sigma$-topological space has been introduced and two set operators $\sigma$-local and $\psi_{\sigma}$ and their properties have been studied. Finally $\sigma$-codense ideal, $\sigma$ compatible ideal and $\psi_{\sigma}-C$ set using $\psi_{\sigma}$ operator have been introduced. Further investigation of various properties of that knowledge have been studied.

## 2. Preliminaries

Related to this paper, we have discussed some definitions, examples and results in this article.

Definition 1. A family $\gamma$ of subsets of a set $T$ is called $\sigma$-topology if the following conditions are satisfied:
(i) $\emptyset, T \in \gamma$.
(ii) $\gamma$ is closed under countable union.
(iii) $\gamma$ is closed under finite intersection.

The couple $(T, \gamma)$ is said to be a $\sigma$-topological space. The member of $\gamma$ is called $\sigma$-open set in $(T, \gamma)$ and the complement of $\sigma$-open set is called $\sigma$-closed set.

Note 1. Every topology on a non-empty set $T$ is a $\sigma$-topology but every $\sigma$-topology on $T$ may not be a topology. For an example, let $T=\mathbb{R}$, set of all real numbers and $\gamma=\{\emptyset, \mathbb{R}\} \cup\{S \subset \mathbb{R}: S$ is countable $\}$. Then $\gamma$ is $\sigma$-topology on $T$. But $\bigcup_{p \in \mathbb{R} \backslash \mathbb{Q}}\{p\} \notin \gamma$, i.e, $\gamma$ is not closed under arbitrary union. Hence $\gamma$ is not a topology on $T=\mathbb{R}$.

Definition 2. A non-empty family $J$ of subsets of $T$ is called an ideal on $T$, if (i) $M \in J$ and $N \subset M$ implies $N \in J$ (heredity).
(ii) $M \in J$ and $N \in J$ imply $M \cup N \in J$ (finite additivity).

Definition 3. Let $(T, \gamma)$ be a $\sigma$-topological space and $M \subset T$. The $\sigma$-interior and $\sigma$-closure of $M$ in $(T, \gamma)$ are defined as respectively:

$$
\cup\{V: V \subset M \text { and } V \in \gamma\} \text { and } \cap\{C: M \subset C \text { and } T \backslash C \in \gamma\}
$$

The $\sigma$-interior and $\sigma$-closure of $M$ in $(T, \gamma)$ are denoted as $\operatorname{Int}^{\sigma}(M)$ and $C l^{\sigma}(M)$ respectively.

Theorem 1. Let $(T, \gamma)$ be a $\sigma$-topological space and $M, N$ be two subsets of $T$, then (i) $p \in C l^{\sigma}(M)$ if and only if for any $\sigma$-open set $V$ containing $p, V \cap M \neq \emptyset$.
(ii) If $M \subset N$ then $C l^{\sigma}(M) \subset C l^{\sigma}(N)$.

Proof. (i) Let $p \in C l^{\sigma}(M)$. If possible let there exists a $\sigma$-open set $V$ containing $p$ such that $V \cap M=\emptyset$. This implies $M \subset T \backslash V$. Since $T \backslash V$ is $\sigma$-closed in $T$
containing $M$, so $C l^{\sigma}(M) \subset T \backslash V$. This implies $C l^{\sigma}(M) \cap V=\emptyset$, which contradicts the fact that $p \in C l^{\sigma}(M) \cap V$. Thus if $p \in C l^{\sigma}(M)$, then for any $\sigma$-open set $V$ containing $p, V \cap M \neq \emptyset$.
Conversely, let for any $\sigma$-open set V containing $\mathrm{p}, V \cap M \neq \emptyset$. If possible let $p \notin C l^{\sigma}(M)$. Then $p \in T \backslash C l^{\sigma}(M)=V($ say $)$. This implies $V \cap C l^{\sigma}(M)=\emptyset$ and hence $V \cap M=\emptyset$, as $M \subset C l^{\sigma}(M)$, which contradicts our assumption. Hence $p \in C l^{\sigma}(M)$.
(ii) Let $p \in C l^{\sigma}(M)$. Then for any $\sigma$-open set $V$ containing $p, V \cap M \neq \emptyset$. This implies $V \cap N \neq \emptyset$, since $M \subset N$. Thus $p \in C l^{\sigma}(N)$. Hence $C l^{\sigma}(M) \subset C l^{\sigma}(N)$.

Theorem 2. Let $(T, \gamma)$ be a $\sigma$-topological space and $M \subset T$, then $\operatorname{Int}^{\sigma}(M)=$ $T \backslash C l^{\sigma}(T \backslash M)$.

Proof. $C l^{\sigma}(T \backslash M)=C l^{\sigma}\left(M^{c}\right)=\cap\left\{F: M^{c} \subset F, F^{c} \in \gamma\right\}$ where $M^{c}=T \backslash M$ and $F^{c}=T \backslash F$. This implies $\left\{C l^{\sigma}(T \backslash M)\right\}^{c}=\cup\left\{F^{c}: M \supset F^{c}, F^{c} \in \gamma\right\}$. Thus $T \backslash C l^{\sigma}(T \backslash M)=I n t^{\sigma}(M)$. Hence the result.

Definition 4. Let $(T, \gamma)$ be a $\sigma$-topological space and $M \subset T$. Then $M$ is called $a$ $\sigma$-neighbourhood of $p \in T$, if there exists $V \in \gamma$ such that $p \in V \subset M$.

Definition 5. Let $(T, \gamma)$ be a $\sigma$-topological space and $J$ be an ideal on $T$. Then the triplicate $(T, \gamma, J)$ is called an ideal $\sigma$-topological space.
Definition 6. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. Then
$M^{*}(J, \gamma)=\{p \in T: M \cap V \notin J$ for every $V \in \gamma(p)\}$, where $\gamma(p)=\{V \in \gamma: p \in V\}$
is said to be the $\sigma$-local function of $M$ with respect to $J$ and $\gamma$.
When there is no confusion, we will write $M^{J}$ or simply $M^{* \sigma}$ or $M^{*}(J, \gamma)$ and call it the " $\sigma$-local function of $M$ ".

Example 1. Let $T=\{p, q, r\}, \gamma=\{\emptyset, T,\{p\},\{p, q\},\{p, r\}\}$ and $J=\{\emptyset,\{p\}\}$. Take $M=\{p, q\}$. Then $M^{* \sigma}=\{t \in T: M \cap V \notin J$ for every $V \in \gamma(t)\}=\{q\}$.

Theorem 3. Let $(T, \gamma)$ be a $\sigma$-topological space with $I$ and $J$ ideals on $T$ and let $M$ and $N$ be subsets of $T$. Then
(i) $\emptyset^{* \sigma}=\emptyset$.
(ii) $\left(M^{* \sigma}\right)^{* \sigma} \subset M^{* \sigma}$.
(iii) If $M \subset N$ then $M^{* \sigma} \subset N^{* \sigma}$.
(iv) If $I_{1} \in I$ then $I_{1}^{* \sigma}=\emptyset$.
(v) $I \subset J$ implies $M^{* \sigma}(J) \subset M^{* \sigma}(I)$.
(vi) $M^{* \sigma} \cup N^{* \sigma}=(M \cup N)^{* \sigma}$.
(vii) $\left(\bigcup_{i} M_{i}\right)^{* \sigma}=\bigcup_{i}\left(M_{i}^{* \sigma}\right)$.
(viii) $\stackrel{i}{( } M \cap N)^{* \sigma} \stackrel{i}{\subset} M^{* \sigma} \cap N^{* \sigma}$.
(ix) $M^{* \sigma} \backslash N^{* \sigma}=(M \backslash N)^{* \sigma} \backslash N^{* \sigma}$.
(x) For any $O \in \gamma, O \cap(O \cap M)^{* \sigma} \subset O \cap M^{* \sigma}$.
(xi) For any $I_{1} \in I,\left(M \cup I_{1}\right)^{* \sigma}=M^{* \sigma}=\left(M \backslash I_{1}\right)^{* \sigma}$.
(xii) $M^{* \sigma}(I \cap J)=M^{* \sigma}(I) \cup N^{* \sigma}(J)$.
(xiii) $\gamma \cap I=\{\emptyset\}$ if and only if $T=T^{* \sigma}$.
(xiv) $M^{* \sigma} \subset C l^{\sigma}(M)$.

Proof. (i) Here $\emptyset^{* \sigma}=\{p \in T: \emptyset \cap V \notin I$ for every $V \in \gamma(\mathrm{p})\}$. But $\emptyset \cap V=\emptyset \in I$ for every $V \in \gamma(p)$. Thus $\emptyset^{* \sigma}$ contains no element of T. Therefore $\emptyset^{* \sigma}=\emptyset$.
(ii) Let $p \in\left(M^{* \sigma}\right)^{* \sigma}$. Then for every $V \in \gamma(p), V \cap M^{* \sigma} \notin I$ and hence $V \cap M^{* \sigma} \neq \emptyset$. Let $y \in V \cap M^{* \sigma}$. Then $V \in \gamma(y)$ and $y \in M^{* \sigma}$. This implies $V \cap M \notin I$ and hence $p \in M^{* \sigma}$. Therefore $\left(M^{* \sigma}\right)^{* \sigma} \subset M^{* \sigma}$.
(iii) Let $p \in M^{* \sigma}$. Then for every $V \in \gamma(p), V \cap M \notin I$. Since $M \subset N$, therefore $V \cap M \subset V \cap N$. Since $V \cap M \notin I$, so $V \cap N \notin I$. This implies $p \in N^{* \sigma}$ and so $M^{* \sigma} \subset N^{* \sigma}$.
(iv) Since $I_{1} \in I$. Then for every $V \in \gamma, V \cap I_{1} \subset I_{1} \in I$ and by heredity, $V \cap I_{1} \in I$. So $I_{1}^{* \sigma}=\left\{p \in T: I_{1} \cap V \notin I\right.$ for every $\left.V \in \gamma(\mathrm{p})\right\}$ implies $I_{1}^{* \sigma}=\emptyset$.
(v) Let $p \in M^{* \sigma}(J)$. Then for every $V \in \gamma(p), M \cap V \notin J$ implies $M \cap V \notin I$ (since $I \subset J)$. So $p \in M^{* \sigma}(I)$. Hence $M^{* \sigma}(J) \subset M^{* \sigma}(I)$.
(vi) We know $M \subset M \cup N$ and $N \subset M \cup N$. This implies $M^{* \sigma} \subset(M \cup N)^{* \sigma}$ and $N^{* \sigma} \subset(M \cup N)^{* \sigma}$ (by Theorem3(iii)). So $M^{* \sigma} \cup N^{* \sigma} \subset(M \cup N)^{* \sigma}$. For reverse inclusion, let $p \notin\left(M^{* \sigma} \cup N^{* \sigma}\right)$. Then $p \notin M^{* \sigma}$ and $p \notin N^{* \sigma}$. So there exist $V$, $O \in \gamma(p)$ such that $V \cap M \in I$ and $O \cap N \in I$. This implies $(V \cap M) \cup(O \cap N) \in I$ since I is additive.
Now

$$
\begin{aligned}
(V \cap M) \cup(O \cap N) & =[(V \cap M) \cup O] \cap[(V \cap M) \cup N] \\
& =(V \cup O) \cap(M \cup O) \cap(V \cup N) \cap(M \cup N) \\
& \supset(V \cap O) \cap(M \cup N)
\end{aligned}
$$

This implies $(V \cap O) \cap(M \cup N) \in I$ (since I is hereditary). Since $V \cap O \in \gamma(p)$, $p \notin(M \cup N)^{* \sigma}$. Contrapositively $p \in(M \cup N)^{* \sigma}$ implies $p \in M^{* \sigma} \cup N^{* \sigma}$. Thus $(M \cup N)^{* \sigma} \subset M^{* \sigma} \cup N^{* \sigma}$. Hence we get $M^{* \sigma} \cup N^{* \sigma}=(M \cup N)^{* \sigma}$.
(vii) Proof is obvious and hence omitted.
(viii) We know $M \cap N \subset M$ and $M \cap N \subset N$. This implies $(M \cap N)^{* \sigma} \subset M^{* \sigma}$ and $(M \cap N)^{* \sigma} \subset M^{* \sigma}$ (by Theorem 3 (iii)). So $(M \cap N)^{* \sigma} \subset M^{* \sigma} \cap N^{* \sigma}$.

Independent Proof: If possible let $(M \cap N)^{* \sigma}$ not be a subset of $M^{* \sigma} \cap N^{* \sigma}$. Then there exists $p \in(M \cap N)^{* \sigma}$ but $p \notin M^{* \sigma} \cap N^{* \sigma}$. Now $p \in(M \cap N)^{* \sigma}$ implies $V \cap(M \cap N) \notin I$ for every $V \in \gamma(p)$, i.e., $(V \cap M) \cap(V \cap N) \notin I$ for every $V \in \gamma(p)$. This implies $V \cap M \notin I$ and $V \cap N \notin I$ for every $V \in \gamma(p)$. So $p \in M^{* \sigma}$ and $p \in N^{* \sigma}$ which implies $p \in M^{* \sigma} \cap N^{* \sigma}$ which contradicts the fact that $p \notin M^{* \sigma} \cap N^{* \sigma}$. Hence $(M \cap N)^{* \sigma} \subset M^{* \sigma} \cap N^{* \sigma}$.
(ix) We know $M=(M \backslash N) \cup(M \cap N)$. This implies

$$
\begin{aligned}
M^{* \sigma} & =[(M \backslash N) \cup(M \cap N)]^{* \sigma} \\
& =(M \backslash N)^{* \sigma} \cup(M \cap N)^{* \sigma}(\text { by Theorem } 3 \text { (vii) }) \\
& \subset(M \backslash N)^{* \sigma} \cup N^{* \sigma}(\text { by Theorem } 3 \text { (iii)) }
\end{aligned}
$$

This implies $M^{* \sigma} \backslash N^{* \sigma} \subset(M \backslash N)^{* \sigma} \backslash N^{* \sigma}$.
Again $M \backslash N \subset M$. Then $(M \backslash N)^{* \sigma} \subset M^{* \sigma}$ and hence $(M \backslash N)^{* \sigma} \backslash N^{* \sigma} \subset$ $M^{* \sigma} \backslash N^{* \sigma}$. Thus we obtain $M^{* \sigma} \backslash N^{* \sigma}=(M \backslash N)^{* \sigma} \backslash N^{* \sigma}$
(x) We have $O \cap M \subset M$. This implies $(O \cap M)^{* \sigma} \subset M^{* \sigma}$ (by Theorem 3 (iv)). So $O \cap(O \cap M)^{* \sigma} \subset O \cap M^{* \sigma}$.
(xi) We have $M \subset\left(M \cup I_{1}\right)$. This implies $M^{* \sigma} \subset\left(M \cup I_{1}\right)^{* \sigma}$. Let $p \in\left(M \cup I_{1}\right)^{* \sigma}$. Then for every $V \in \gamma(p), V \cap\left(M \cup I_{1}\right) \notin I$. This implies $V \cap M \notin I$. If not, suppose that $V \cap M \in I$. Since $V \cap I_{1} \subset I_{1} \in I$, by heredity $V \cap I_{1} \in I$ and hence by finite additivity $(V \cap M) \cup\left(V \cap I_{1}\right) \in I$. This implies $V \cap\left(M \cup I_{1}\right) \in I$, a contradiction. Consequently $p \in M^{* \sigma}$. Therefore $\left(M \cup I_{1}\right)^{* \sigma} \subset M^{* \sigma}$. So $\left(M \cup I_{1}\right)^{* \sigma}=M^{* \sigma}$.
Also $M \backslash I_{1} \subset M$ implies $\left(M \backslash I_{1}\right)^{* \sigma} \subset M^{* \sigma}$. For the converse, let $p \in M^{* \sigma}$, we claim that $p \in\left(M \backslash I_{1}\right)^{* \sigma}$. If not, there exists $V \in \gamma(p)$ such that $V \cap\left(M \backslash I_{1}\right) \in I$. This implies $I_{1} \cup\left(V \cap\left(M \backslash I_{1}\right)\right) \in I$, since $I_{1} \in I$ (by finite additivity). Thus $I_{1} \cup(V \cap M) \in I$. So $V \cap M \in I$, a contradiction to the fact that $p \in M^{* \sigma}$. Hence $M^{* \sigma} \subset\left(M \backslash I_{1}\right)^{* \sigma}$. So $M^{* \sigma}=\left(M \backslash I_{1}\right)^{* \sigma}$. Consequently $\left(M \cup I_{1}\right)^{* \sigma}=M^{* \sigma}=$ $\left(M \backslash I_{1}\right)^{* \sigma}$.
(xii) We have $I \cap J \subset I$ and $I \cap J \subset J$. This implies $M^{* \sigma}(I \cap J) \supset M^{* \sigma}(I)$ and $M^{* \sigma}(I \cap J) \supset M^{* \sigma}(J)$ (by Theorem 3 (v)). So $M^{* \sigma}(I \cap J) \supset M^{* \sigma}(I) \cup M^{* \sigma}(J)$.
For reverse, let $p \in M^{* \sigma}(I \cap J)$. Then for every $V \in \gamma(p), V \cap M \notin I \cap J$. Thus $V \cap M \notin I$ or $V \cap M \notin J$. This implies $p \in M^{* \sigma}(I)$ or $p \in M^{* \sigma}(J)$. These imply $p \in M^{* \sigma}(I) \cup M^{* \sigma}(J)$ and hence $M^{* \sigma}(I) \cup M^{* \sigma}(J) \supset M^{* \sigma}(I \cap J)$. So $M^{* \sigma}(I \cap J)=M^{* \sigma}(I) \cup M^{* \sigma}(J)$.
(xiii) From definition $T^{* \sigma} \subset T$.

For reverse inclusion let $p \in T$. If possible let $p \notin T^{* \sigma}$. Then there exists $V \in \gamma(p)$ such that $V \cap T \in I$. This implies $V \in I$, a contradiction. Hence $T \subset T^{* \sigma}$. Thus $T=T^{* \sigma}$.
Conversely, suppose that $T=T^{* \sigma}$ holds. If possible let $V \in \gamma \cap I$ and $p \in V$. Then $V \cap T \subset V \in \gamma \cap I$. This implies $V \cap T \in \gamma \cap I$ and hence $V \cap T \in I$. Thus $p \notin T^{* \sigma}$, a contradiction.
(xiv) Let $p \in M^{* \sigma}$. Then for every $V \in \gamma(p), V \cap M \notin I$. This implies $V \cap M \neq \emptyset$, for all $p \in M^{* \sigma}$. Thus $p \in C l^{\sigma}(M)$. Hence $M^{* \sigma} \subset C l^{\sigma}(M)$.

Result 1. Let $(T, \gamma)$ be a $\sigma$-topological space with $J$ an ideal on $T$ and $M \subset T$. Then $V \in \gamma, V \cap M \in J$ implies $V \cap M^{* \sigma}=\emptyset$.

Proof. If possible let $V \cap M^{* \sigma} \neq \emptyset$ and let $p \in V \cap M^{* \sigma}$. This implies $p \in V$ and for all $N_{p} \in \gamma(p)$ such that $N_{p} \cap M \notin J$. Since $p \in V \in \gamma$ then $V \cap M \notin J$, which is a contradiction. Hence the result.

Result 2. Let $(T, \gamma)$ be a $\sigma$-topological space with $J$ an ideal on $T$. Then $(M \cup$ $\left.M^{* \sigma}\right)^{* \sigma} \subset M^{* \sigma}$ for all $M \in \wp(T)$.

Proof. Let $p \notin M^{* \sigma}$. Then there exists $V_{p} \in \gamma(p)$ such that $V_{p} \cap M \in J$. This implies $V_{p} \cap M^{* \sigma}=\emptyset$. This implies $V_{p} \cap\left(M \cup M^{* \sigma}\right)=\left(V_{p} \cap M\right) \cup\left(V_{p} \cap M^{* \sigma}\right)=V_{p} \cap M \in J$. Thus $p \notin\left(M \cup M^{* \sigma}\right)^{* \sigma}$. Hence $\left(M \cup M^{* \sigma}\right)^{* \sigma} \subset M^{* \sigma}$.

Theorem 4. Let $(T, \gamma)$ be a $\sigma$-topological space with $J$ an ideal on $T$. Then the operator $C l^{* \sigma}: \wp(T) \rightarrow \wp(T)$ defined by $C l^{* \sigma}(M)=M \cup M^{* \sigma}$ for all $M \in \wp(T)$, is a Kuratowski closure operator and it generates a $\sigma$-topology $\gamma^{*}(J)=\{M \in \wp(T)$ : $\left.C l^{* \sigma}\left(M^{c}\right)=M^{c}\right\}$ which is finer than $\gamma$.

Proof. (i) Since $\emptyset^{* \sigma}=\emptyset$, then $C l^{* \sigma}(\emptyset)=\emptyset \cup \emptyset^{* \sigma}=\emptyset \cup \emptyset=\emptyset$.
(ii) $C l^{* \sigma}(M)=M \cup M^{* \sigma}$. This implies $M \subset C l^{* \sigma}(M)$.
(iii) $C l^{* \sigma}(M \cup N)=(M \cup N) \cup(M \cup N)^{* \sigma}=(M \cup N) \cup\left(M^{* \sigma} \cup N^{* \sigma}\right)=$ $\left(M \cup M^{* \sigma}\right) \cup\left(N \cup N^{* \sigma}\right)=C l^{* \sigma}(M) \cup C l^{* \sigma}(N)$.
(iv) Let $M, N \subset T$ with $M \subset N$. Then $C l^{* \sigma}(M)=M \cup M^{* \sigma} \subset N \cup N^{* \sigma}=$ $C l^{* \sigma}(N)$. This implies $C l^{* \sigma}(M) \subset C l^{* \sigma}(N)$. We have $M \subset C l^{* \sigma}(M)$. This implies $C l^{* \sigma}(M) \subset C l^{* \sigma}\left(C l^{* \sigma}(M)\right)$. But $C l^{* \sigma}\left(C l^{* \sigma}(M)\right)=C l^{* \sigma}\left(M \cup M^{* \sigma}\right)=$ $\left(M \cup M^{* \sigma}\right) \cup\left(M \cup M^{* \sigma}\right)^{* \sigma} \subset\left(M \cup M^{* \sigma}\right) \cup M^{* \sigma}=M \cup M^{* \sigma}=C l^{* \sigma}(M)$. Hence $C l^{* \sigma}\left(C l^{* \sigma}(M)\right)=C l^{* \sigma}(M)$. Consequently $C l^{* \sigma}(M)$ is a Kuratowski closure operator.
Now we have to show that $\gamma^{*}(J)=\left\{M \in \wp(T): C l^{* \sigma}\left(M^{c}\right)=M^{c}\right\}$ is a $\sigma$-topology on $T$.
Since $C l^{* \sigma}(\emptyset)=\emptyset$, then $\emptyset^{c} \in \gamma^{*}(J)$. This implies $T \in \gamma^{*}(J)$. Also since $T \subset$ $C l^{* \sigma}(T) \subset T$, then $C l^{* \sigma}(T)=T$. This implies $T^{c} \in \gamma^{*}(J)$. Hence $\emptyset \in \gamma^{*}(J)$
Let $M_{1}, M_{2}, \ldots, M_{n}, \ldots \in \gamma^{*}(J)$. Then $C l^{* \sigma}\left(M_{i}^{c}\right)=M_{i}^{c}$ for all $i \in \mathbb{N}$. Now $\bigcap_{i \in \mathbb{N}} M_{i}^{c} \subset M_{i}^{c}$ for all $i \in \mathbb{N}$. This implies $C l^{* \sigma}\left(\bigcap_{i \in \mathbb{N}} M_{i}^{c}\right) \subset C l^{* \sigma}\left(M_{i}^{c}\right)=M_{i}^{c}$ for all $i \in \mathbb{N}$. This implies $C l^{* \sigma}\left(\bigcap_{i \in \mathbb{N}} M_{i}^{c}\right) \subset\left(\bigcap_{i \in \mathbb{N}} M_{i}^{c}\right) \subset C l^{* \sigma}\left(\bigcap_{i \in \mathbb{N}} M_{i}^{c}\right)$. This implies $C l^{* \sigma}\left(\bigcap_{i \in \mathbb{N}} M_{i}^{c}\right)=\left(\bigcap_{i \in \mathbb{N}} M_{i}^{c}\right)$. Thus $C l^{* \sigma}\left(\bigcup_{i \in \mathbb{N}} M_{i}\right)^{c}=\left(\bigcup_{i \in \mathbb{N}} M_{i}\right)^{c}$. Hence $\bigcup_{i \in \mathbb{N}} M_{i} \in \gamma^{*}(J)$.
Therefore $\gamma^{*}(J)$ is closed under countable union.
Again let $M_{j} \in \gamma^{*}(J), j=1,2,3, \ldots n$. Then $C l^{* \sigma}\left(M_{j}^{c}\right)=M_{j}^{c}$ for all $j=1,2,3, \ldots n$.
Therefore $C l^{* \sigma}\left\{\left(\bigcap_{j=1}^{n} M_{j}\right)^{c}\right\}=C l^{* \sigma}\left(\bigcup_{j=1}^{n} M_{j}^{c}\right)=\bigcup_{j=1}^{n} C l^{* \sigma}\left(M_{j}^{c}\right)=\bigcup_{j=1}^{n}\left(M_{j}^{c}\right)=\left(\bigcap_{j=1}^{n} M_{j}\right)^{c}$.
This implies $\bigcap_{j=1}^{n} M_{j} \in \gamma^{*}(J)$. Therefore $\gamma^{*}(J)$ is closed under finite intersection.
Thus $\gamma^{*}(J)$ is a $\sigma$-topology on $T$.

Next from Theorem 3 (xiv), we have $M^{* \sigma} \subset C l^{\sigma}(M)$ implies $M \cup M^{* \sigma} \subset M \cup$ $C l^{\sigma}(M)=C l^{\sigma}(M)$ implies $C l^{* \sigma}(M) \subset C l^{\sigma}(M)$. Hence $\gamma \subset \gamma^{*}(J)$.

The member of $\gamma^{*}(J)$ is called $\sigma^{*}(J)$-open set or simply $\sigma^{*}$-open set and the complement of $\sigma^{*}(J)$-open set is called $\sigma^{*}(J)$-closed set or simply $\sigma^{*}$-closed set.
Result 3. Let $(T, \gamma)$ be a $\sigma$-topological space. If $J=\{\emptyset\}$, then $\gamma=\gamma^{*}(J)$.
Proof. If $p \in C l^{\sigma}(M)$, then (by Theorem 1 (i)), $V_{p} \cap M \neq \emptyset$, for all $V_{p} \in \gamma(p)$. This implies $V_{p} \cap M \notin\{\emptyset\}=J$, for all $V_{p} \in \gamma(p)$ implies $p \in M^{* \sigma}$ implies $p \in$ $M \cup M^{* \sigma}=C l^{* \sigma}(M)$. Since $p$ is an arbitrary member of $C l^{\sigma}(M)$, then $C l^{\sigma}(M) \subset$ $C l^{* \sigma}(M)$. Also by Theorem 3 (xiv), $M^{* \sigma} \subset C l^{\sigma}(M)$. This implies $M \cup M^{* \sigma} \subset$ $M \cup C l^{\sigma}(M)$ implies $C l^{* \sigma}(M) \subset C l^{\sigma}(M)$. Hence $C l^{* \sigma}(M)=C l^{\sigma}(M)$, for all $M \in \wp(T)$. Consequently $\gamma^{*}(J)=\gamma$ implies $\gamma=\gamma^{*}(\{\emptyset\})$.
Theorem 5. Let $(T, \gamma)$ be a $\sigma$-topological space and $J_{1}, J_{2}$ be two ideals on $T$. If $J_{1} \subset J_{2}$, then $\gamma^{*}\left(J_{1}\right) \subset \gamma^{*}\left(J_{2}\right)$.

Proof. Let $O \in \gamma^{*}\left(J_{1}\right)$. Then $C l_{J_{1}}^{* \sigma}\left(O^{c}\right)=O^{c} \Rightarrow O^{c} \cup O^{c^{* \sigma}}\left(J_{1}\right)=O^{c}$. This implies $O^{c^{* \sigma}}\left(J_{1}\right) \subset O^{c}$ implies $O^{c^{* \sigma}}\left(J_{2}\right) \subset O^{c^{* \sigma}}\left(J_{1}\right) \subset O^{c}$ (by Theorem $3(\mathrm{v})$ ). This implies $O^{c^{* \sigma}}\left(J_{2}\right) \cup O^{c}=O^{c}$ implies $C l_{J_{2}}^{* \sigma}\left(O^{c}\right)=O^{c}$ implies $O \in \gamma^{*}\left(J_{2}\right)$. Since $O \in \gamma^{*}\left(J_{1}\right)$ is arbitrary, then $\gamma^{*}\left(J_{1}\right) \subset \gamma^{*}\left(J_{2}\right)$.
Theorem 6. Let $(T, \gamma)$ be a $\sigma$-topological space with $J$ an ideal on $T$. Then
(i) $I \in J$ implies $I^{c} \in \gamma^{*}(J)$.
(ii) $M^{* \sigma}=C l^{* \sigma}\left(M^{* \sigma}\right)$, for all $M \in \wp(T)$.

Proof. : (i) We have for all $I \in J,(M \cup I)^{* \sigma}=M^{* \sigma}$. If we take $M=\emptyset$, then $I^{* \sigma}=\emptyset^{* \sigma}=\emptyset$, for all $I \in J$. Hence $C l^{* \sigma}(I)=I \cup I^{* \sigma}=I \cup \emptyset=I$. Therefore $I^{c} \in \sigma^{*}(J)$. This implies $I$ is $\gamma^{*}(J)$-closed, for all $I \in J$.
(ii) We have $\left(M^{* \sigma}\right)^{* \sigma} \subset M^{* \sigma}$. This implies $M^{* \sigma}=M^{* \sigma} \cup\left(M^{* \sigma}\right)^{* \sigma}=C l^{* \sigma}\left(M^{* \sigma}\right)$. Hence $M^{* \sigma}$ is a $\sigma^{*}(J)$-closed.
Theorem 7. Let $(T, \gamma)$ be a $\sigma$-topological space and $M \subset T$. Then $M$ is $\sigma^{*}$-closed if and only if $M^{* \sigma} \subset M$.

Proof. If $M$ is $\sigma^{*}$-closed, then $M=C l^{* \sigma}(M)=M \cup M^{* \sigma}$. This implies $M^{* \sigma} \subset M$. Conversely let $M^{* \sigma} \subset M$. This implies $M=M \cup M^{* \sigma}=C l^{* \sigma}(M)$. Hence $M$ is $\sigma^{*}$-closed.

Theorem 8. Let $\left(T, \gamma_{1}\right)$ and $\left(T, \gamma_{2}\right)$ be two $\sigma$-topological spaces and $J$ be an ideal on $T$. Then $\gamma_{1} \subset \gamma_{2}$ implies $M^{* \sigma}\left(J, \gamma_{2}\right) \subset M^{* \sigma}\left(J, \gamma_{1}\right)$.
Proof. Let $p \in M^{* \sigma}\left(J, \gamma_{2}\right)$. This implies $V_{p} \cap M \notin J$ for all $V_{p} \in \gamma_{2}(p)$ implies $V_{p} \cap M \notin J$ for all $V_{p} \in \gamma_{1}(p)$. This implies $p \in M^{* \sigma}\left(J, \gamma_{1}\right)$. Since $p$ is an arbitrary element of $M^{* \sigma}\left(J, \gamma_{2}\right)$, then $M^{* \sigma}\left(J, \gamma_{2}\right) \subset M^{* \sigma}\left(J, \gamma_{1}\right)$.

Theorem 9. Let $(T, \gamma)$ be a $\sigma$-topological space and $J$ be an ideal on $T$. Then the collection $\beta(J, \gamma)=\{M \backslash I: M \in \gamma, I \in J\}$ is a basis for the $\sigma$-topology $\gamma^{*}(J)$.

Proof. Let $M \in \gamma^{*}(J)$ and $p \in M$. Then $M^{c}$ is $\sigma^{*}$-closed, i.e, $C l^{* \sigma}\left(M^{c}\right)=M^{c}$ and hence $M^{c} \cup\left(M^{c}\right)^{* \sigma}=M^{c}$ implies $\left(M^{c}\right)^{* \sigma} \subset M^{c}$. This implies $p \notin\left(M^{c}\right)^{* \sigma}$ and there exists $V_{p} \in \gamma(p)$ such that $V_{p} \cap M^{c} \in J$. Take $K=V_{p} \cap M^{c}$, then $p \notin K$ and $K \in J$. Thus $p \in V_{p} \backslash K=V_{p} \cap K^{c}=V_{p} \cap\left(V_{p} \cap M^{c}\right)^{c}=V_{p} \cap\left(V_{p}^{c} \cup M\right)=$ $\left(V_{p} \cap V_{p}^{c}\right) \cup\left(V_{p} \cup M\right)=V_{p} \cap M \subset M$. Hence $p \in V_{p} \backslash K \subset M$, where $V_{p} \backslash K \in \beta(J, \gamma)$. Thus $\beta(J, \gamma)$ is an open base of $\gamma^{*}(J)$.

The example given below proves that $M^{* \sigma} \cap N^{* \sigma}=(M \cap N)^{* \sigma}$ is not satisfied in general.

Example 2. Let $T=\{p, q, r, s\}, \gamma=\{\emptyset, T,\{p\},\{s\},\{p, s\},\{q, s\},\{r, s\},\{p, r, s\},\{p, q, s\},\{q, r, s\}\}$, $J=\{\emptyset,\{p\}\}$. Then $\sigma$-open sets containing $p$ are: $T,\{p\},\{p, s\},\{p, r, s\},\{p, q, s\}$; $\sigma$-open sets containing $q$ are: $T,\{q, s\},\{p, q, s\},\{q, r, s\} ; \sigma$-open sets containing $r$ are: $T,\{r, s\},\{p, r, s\},\{q, r, s\} ; \sigma$-open sets containing $s$ are: $T,\{s\},\{p, s\},\{q, s\}$, $\{r, s\},\{p, q, s\},\{p, r, s\},\{q, r, s\}$. Take $M=\{p, q\}$ and $N=\{p, s\}$. Then $M^{* \sigma}=\{q\}$ and $N^{* \sigma}=\{q, r, s\}$ and hence $M^{* \sigma} \cap N^{* \sigma}=\{q\}$. Now $(M \cap N)^{* \sigma}=\{p\}^{* \sigma}=\emptyset$ and so $M^{* \sigma} \cap N^{* \sigma} \neq(M \cap N)^{* \sigma}$.

## 3. $\psi_{\sigma}$-Operator

In this part, we have introduced another set operator $\psi_{\sigma}$ in $(T, \gamma, J)$. This operator is as like similar of $\psi$-operator 5, 10, in ideal topological space.
Definition of $\psi_{\sigma}$-operator is given below:
Definition 7. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. An operator $\psi_{\sigma}$ : $\wp(T) \rightarrow \gamma$ is defined as follows:
for every $M \in \wp(T), \psi_{\sigma}(M)=\{p \in T$ : there exists a $V \in \gamma(p)$ such that $V \backslash M \in J\}$.

Observe that $(T \backslash M)^{* \sigma}=\{p \in T: V \cap(T \backslash M) \notin J$ for every $V \in \gamma(p)\}$.
This implies

$$
\begin{aligned}
T \backslash(T \backslash M)^{* \sigma} & =T \backslash\{p \in T: V \cap(T \backslash M) \notin J \text { for every } V \in \gamma(p)\} \\
& =\{p \in T: \exists V \in \gamma(p) \text { such that } V \cap(T \backslash M) \in J\} \\
& =\{p \in T: \exists V \in \gamma(p) \text { such that } V \backslash M \in J\} \\
& =\psi_{\sigma}(M) \\
\text { Hence } \psi_{\sigma}(M) & =T \backslash(T \backslash M)^{* \sigma} .
\end{aligned}
$$

Here we have to find out the value of $\psi_{\sigma}(M)$ of a set in $\sigma$-topological space.
Example 3. Let $T=\{p, q, r\},, \gamma=\{\emptyset, T,\{r\},\{p, r\},\{q, r\}\}, J=\{\emptyset,\{r\}\}$. Then for $M=\{p, q\}, \psi_{\sigma}(M)=T \backslash(T \backslash M)^{* \sigma}=T \backslash\{r\}^{* \sigma}=T \backslash \emptyset=T$.

The characteristics of the operator $\psi_{\sigma}$ has been studied in the following results:
Theorem 10. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. Then the following properties hold:
(i) If $M \subset N$, then $\psi_{\sigma}(M) \subset \psi_{\sigma}(N)$.
(ii) If $M, N \in \wp(T)$, then $\psi_{\sigma}(M) \cup \psi_{\sigma}(N) \subset \psi_{\sigma}(M \cup N)$.
(iii) If $M, N \in \wp(T)$, then $\psi_{\sigma}(M) \cap \psi_{\sigma}(N)=\psi_{\sigma}(M \cap N)$.
(iv) If $M \subset T$, then $\psi_{\sigma}(M)=\psi_{\sigma}\left(\psi_{\sigma}(M)\right)$ if and only if $(T \backslash M)^{* \sigma} \subset\left((T \backslash M)^{* \sigma}\right)^{* \sigma}$.
(v) If $M \in J$, then $\psi_{\sigma}(M)=T \backslash T^{* \sigma}$.
(vi) If $M \subset T, J_{1} \in J$, then $\psi_{\sigma}\left(M \backslash J_{1}\right)=\psi_{\sigma}(M)$.
(vii) If $M \subset T, J_{1} \in J$, then $\psi_{\sigma}\left(M \cup J_{1}\right)=\psi_{\sigma}(M)$.
(viii) If $V \in \gamma$, then $V \subset \psi_{\sigma}(V)$.
(ix) If $(M \backslash N) \cup(N \backslash M) \in J$, then $\psi_{\sigma}(M)=\psi_{\sigma}(N)$.
(x) $\operatorname{Int}^{\sigma^{*}}(M)=M \cap \psi_{\sigma}(M)$.

Proof. (i) $M \subset N$ implies $(T \backslash M) \supset(T \backslash N)$. This implies $(T \backslash M)^{* \sigma} \supset(T \backslash N)^{* \sigma}$ (by Theorem 3 (iii)). This implies $T \backslash(T \backslash M)^{* \sigma} \subset T \backslash(T \backslash N)^{* \sigma}$. Hence $\psi_{\sigma}(M) \subset \psi_{\sigma}(N)$. (ii) We know $M \subset M \cup N$ and $N \subset M \cup N$. This implies $\psi_{\sigma}(M) \subset \psi_{\sigma}(M \cup N)$ and $\psi_{\sigma}(N) \subset \psi_{\sigma}(M \cup N)$ (by Theorem $\left.10(i)\right)$. Hence $\psi_{\sigma}(M) \cup \psi_{\sigma}(N) \subset \psi_{\sigma}(M \cup N)$. (iii) Since $M \cap N \subset M$ and $M \cap N \subset N$. This implies $\psi_{\sigma}(M \cap N) \subset \psi_{\sigma}(M)$ and $\psi_{\sigma}(M \cap N) \subset \psi_{\sigma}(N)$ (by Theorem 10 (i)). Hence $\psi_{\sigma}(M \cap N) \subset \psi_{\sigma}(M) \cap \psi_{\sigma}(N)$.

For reverse inclusion let $p \in \psi_{\sigma}(M) \cap \psi_{\sigma}(N)$. Then $p \in \psi_{\sigma}(M)$ and $p \in \psi_{\sigma}(N)$. Then there exist $V, O \in \gamma(p)$ such that $V \backslash M \in J$ and $O \backslash N \in J$. This implies $(V \backslash M) \cup(O \backslash N) \in J$, since J is finite additive. Now

$$
\begin{aligned}
(V \backslash M) \cup(O \backslash N) & =\left[\left(V \cap M^{c}\right) \cup O\right] \cap\left[\left(V \cap M^{c}\right) \cup N^{c}\right] \\
& =(V \cup O) \cap\left(M^{c} \cup O\right) \cap\left(V \cup N^{c}\right) \cap\left(M^{c} \cup N^{c}\right) \\
& \supset(V \cap O) \cap\left(M^{c} \cup N^{c}\right) \\
& =(V \cap O) \backslash(M \cap N)
\end{aligned}
$$

This implies $(V \cap O) \backslash(M \cap N) \in J$, since J is heredity. Since $V \cap O \in \gamma(p)$ then $p \in \psi_{\sigma}(M \cap N)$. Thus $\psi_{\sigma}(M) \cap \psi_{\sigma}(N) \subset \psi_{\sigma}(M \cap N)$. Hence we obtain $\psi_{\sigma}(M) \cap \psi_{\sigma}(N)=\psi_{\sigma}(M \cap N)$.
(iv) Let $\psi_{\sigma}(M)=\psi_{\sigma}\left(\psi_{\sigma}(M)\right)$. Then $T \backslash(T \backslash M)^{* \sigma}=T \backslash\left[T \backslash \psi_{\sigma}(M)\right]^{* \sigma}=$ $T \backslash\left[T \backslash\left\{T \backslash\left(T \backslash \psi_{\sigma}(M)\right)\right\}\right]^{* \sigma}$. This implies $(T \backslash M)^{* \sigma}=\left((T \backslash M)^{* \sigma}\right)^{* \sigma}$.

Conversely, suppose that $(T \backslash M)^{* \sigma}=\left((T \backslash M)^{* \sigma}\right)^{* \sigma}$ holds. Then $T \backslash(T \backslash M)^{* \sigma}=$ $T \backslash\left((T \backslash M)^{* \sigma}\right)^{* \sigma}=T \backslash\left[T \backslash\left\{T \backslash\left(T \backslash \psi_{\sigma}(M)\right)\right\}\right]^{* \sigma}$. This implies $\psi_{\sigma}(M)=T \backslash(T \backslash$ $\left.\psi_{\sigma}(M)\right)^{* \sigma}=\psi_{\sigma}\left(\psi_{\sigma}(M)\right)$.
(v) We have $\psi_{\sigma}(M)=T \backslash(T \backslash M)^{* \sigma}=T \backslash T^{* \sigma}$ (by Theorem 3 (xi)).
(vi) We have $T \backslash\left[T \backslash\left(M \backslash J_{1}\right)\right]^{* \sigma}=T \backslash\left[T \backslash\left(M \cap J_{1}^{c}\right)\right]^{* \sigma}=T \backslash\left[T \cap\left(M^{c} \cup J_{1}\right)\right]^{* \sigma}=$ $T \backslash\left[\left(T \cap M^{c}\right) \cup\left(T \cap J_{1}\right)\right]^{* \sigma}=T \backslash\left[(T \backslash M) \cup J_{1}\right]^{* \sigma}=T \backslash(T \backslash M)^{* \sigma}$ (by Theorem 3 (xi)). So $\psi_{\sigma}\left(M \backslash J_{1}\right)=\psi_{\sigma}(M)$.
(vii) We have $T \backslash\left[T \backslash\left(M \cup J_{1}\right)\right]^{* \sigma}=T \backslash\left[T \cap\left(M^{c} \cap J_{1}^{c}\right)\right]^{* \sigma}=T \backslash\left[(T \backslash M) \backslash J_{1}\right]^{* \sigma}=$ $T \backslash(T \backslash M)^{* \sigma}$ (by Theorem 3 $\left.(\mathrm{xi})\right)$. So $\psi_{\sigma}\left(M \cup J_{1}\right)=\psi_{\sigma}(M)$.
(viii) Let $p \in V$. Then $p \notin T \backslash V$ and hence $V \cap(T \backslash V)=\emptyset \in J$. Thus $p \notin(T \backslash V)^{* \sigma}$. This implies $p \in T \backslash(T \backslash V)^{* \sigma}$ and hence $p \in \psi_{\sigma}(V)$. So $V \subset \psi_{\sigma}(V)$.
(ix) Let $J_{1}=M \backslash N$ and $J_{2}=N \backslash M$. Since $J_{1} \cup J_{2} \in J$, then by heredity $J_{1}, J_{2} \in J$. Also $N=\left(M \backslash J_{1}\right) \cup J_{2}$. This implies $\psi_{\sigma}(N)=\psi_{\sigma}\left(\left(M \backslash J_{1}\right) \cup J_{2}\right)$. So $\psi_{\sigma}(N)=\psi_{\sigma}\left(\left(M \backslash J_{1}\right)\right.$ and hence $\psi_{\sigma}(N)=\psi_{\sigma}(M)$, (by Theorem 10 (vi) and (vii)).
(x) Let $p \in M \cap \psi_{\sigma}(M)$. Then $p \in M$ and $p \in \psi_{\sigma}(M)$. Thus $p \in M$ and there exists a $V_{p} \in \gamma(p)$ such that $V_{p} \backslash M \in J$ implies $V_{p} \backslash\left(V_{p} \backslash M\right)$ is a $\sigma^{*}$-open neighborhood of $p$ and hence $p \in \operatorname{Int} t^{\sigma^{*}}(M)$. Hence $M \cap \psi_{\sigma}(M) \subset \operatorname{Int}^{\sigma^{*}}(M)$. Again, if $p \in \operatorname{Int} t^{\sigma^{*}}(M)$, then there exists a $\sigma^{*}$-open neighborhood $V_{p} \backslash I$ of $p$ where $V_{p} \in \gamma$ and $I \in J$ such that $p \in V_{p} \backslash I \subset M$ which implies $V_{p} \backslash M \subset I$ and $V_{p} \backslash M \in J$. Hence $p \in M \cap \psi_{\sigma}(M)$. Hence $\operatorname{Int}^{\sigma^{*}}(M)=M \cap \psi_{\sigma}(M)$.

Note 2. We have $V \subset \psi_{\sigma}(V)$, for every $V \in \gamma$. But there exists a set $M$ which is not $\sigma$-open set but satisfies $M \subset \psi_{\sigma}(M)$.

Example 4. Let $T=\{p, q, r\},, \gamma=\{\emptyset, T,\{r\},\{p, r\},\{q, r\}\}, J=\{\emptyset,\{r\}\}$. Then for $M=\{p, q\}, \psi_{\sigma}(M)=T \backslash(T \backslash M)^{* \sigma}=T \backslash\{r\}^{* \sigma}=T \backslash \emptyset=T$. Thus $M \subset \psi_{\sigma}(M)$ but $M$ is not a $\sigma$-open set.

The example given below shows that $\psi_{\sigma}(M) \cup \psi_{\sigma}(N)=\psi_{\sigma}(M \cup N)$ does not hold in general.
Example 5. In Example 2 we consider $M=\{r, s\}$ and $N=\{q, r\}$. Then $\psi_{\sigma}(M)=$ $T \backslash\{p, q\}^{* \sigma}=T \backslash\{q\}=\{p, r, s\}$ and $\psi_{\sigma}(N)=T \backslash\{p, s\}^{* \sigma}=T \backslash\{q, r, s\}=\{p\}$. Therefore $\psi_{\sigma}(M) \cup \psi_{\sigma}(N)=\{p, r, s\}$ and $\psi_{\sigma}(M \cup N)=T \backslash\{p\}^{* \sigma}=T \backslash \emptyset=T$. Hence $\psi_{\sigma}(M) \cup \psi_{\sigma}(N) \neq \psi_{\sigma}(M \cup N)$.

Definition 8. Let $\gamma$ be a $\sigma$-topological space on a non empty set $T$. If an ideal $J$ satisfies the property $\gamma \cap J=\{\emptyset\}$ then the ideal $J$ is called $\sigma$-codense ideal.

Theorem 11. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. Then the properties given below are equivalent.
(i) $\gamma \cap J=\{\emptyset\}$.
(ii) $\psi_{\sigma}(\emptyset)=\emptyset$.
(iii) If $J_{1} \in J$ then $\psi_{\sigma}\left(J_{1}\right)=\emptyset$.

Proof. $(i) \Rightarrow(i i)$ : Let $\gamma \cap J=\{\emptyset\}$. Then $T=T^{* \sigma}$. Then $\psi_{\sigma}(\emptyset)=T \backslash(T \backslash \emptyset)^{* \sigma}=$ $T \backslash T^{* \sigma}=\emptyset$.
(ii) $\Rightarrow($ iii $)$ : Let $\psi_{\sigma}(\emptyset)=\emptyset$ holds. Then $\psi_{\sigma}\left(J_{1}\right)=T \backslash\left(T \backslash J_{1}\right)^{* \sigma}=T \backslash T^{* \sigma}$ (by Theorem 3 (xi)) $=T \backslash(T \backslash \emptyset)^{* \sigma}=\psi_{\sigma}(\emptyset)=\emptyset$.
$($ iii $) \Rightarrow(i)$ : Let $J_{1} \in J$ be such that $\psi_{\sigma}\left(J_{1}\right)=\emptyset$. Now $\psi_{\sigma}\left(J_{1}\right)=\emptyset$ implies $T \backslash\left(T \backslash J_{1}\right)^{* \sigma}=\emptyset$. This implies $T \backslash T^{* \sigma}=\emptyset$, since $J_{1} \in J$ (by Theorem 3 (xi)). Thus $T=T^{* \sigma}$. Hence $\gamma \cap J=\{\emptyset\}$.

## 4. $\sigma$-Compatible Ideal

In this section, we have studied a particular type of ideal and its several features. This ideal is as like similar of $\mu$-compatible ideal 9 on supra topological space. This particular type of ideal is:

Definition 9. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. We say the $\sigma$-structure is $\sigma$-compatible with the ideal $J$ denoted $\gamma \sim J$, if the condition holds: for every $M \subset T$, if for all $p \in M$, there exists $V \in \gamma(p)$ such that $V \cap M \in J$, then $M \in J$.

Theorem 12. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. Then $\gamma \sim J$ if and only if $\psi_{\sigma}(M) \backslash M \in J$ for every $M \subset T$.

Proof. Suppose $\gamma \sim J$. Observe that $p \in \psi_{\sigma}(M) \backslash M$ if and only if $p \notin M$ and there exists $V_{p} \in \gamma(p)$ such that $V_{p} \backslash M \in J$. Now for each $p \in \psi_{\sigma}(M) \backslash M$ and $V_{p} \in \gamma(p), V_{p} \cap\left(\psi_{\sigma}(M) \backslash M\right) \in J$ (by heredity) and hence $\left(\psi_{\sigma}(M) \backslash M\right) \in J$, since $\gamma \sim J$.
Conversely, suppose the given condition holds and $M \subset T$ and assume that for each $p \in M$, there exists $V_{p} \in \gamma(p)$ such that $V_{p} \cap M \in J$. Observe that $\psi_{\sigma}(T \backslash M) \backslash(T \backslash$ $M)=M \backslash M^{* \sigma}=\left\{p \in T\right.$ : there exists $V_{p} \in \gamma(p)$ such that $\left.p \in V_{p} \cap M \in J\right\}$. Thus we have $M \subset \psi_{\sigma}(T \backslash M) \backslash(T \backslash M) \in J$ and hence $M \in J$, by heredity of J .

Example 6. Let $T=\{p, q\}, \gamma=\{\emptyset, T,\{p\},\{q\}\}, J=\{\emptyset,\{p\}\}$. Then $\emptyset^{* \sigma}=\emptyset,\{p\}^{* \sigma}=$ $\emptyset,\{q\}^{* \sigma}=\{q\}$ and $\{T\}^{* \sigma}=\{q\}$. Then $\psi_{\sigma}(\emptyset)=T \backslash T^{* \sigma}=\{p, q\} \backslash\{q\}=\{p\}$, $\psi_{\sigma}(\{p\})=T \backslash(T \backslash\{p\})^{* \sigma}=T \backslash\{q\}^{* \sigma}=T \backslash\{q\}=\{p\}, \psi_{\sigma}(\{q\})=T \backslash(T \backslash\{q\})^{* \sigma}=$ $T \backslash\{p\}^{* \sigma}=T \backslash \emptyset=T, \psi_{\sigma}(T)=T \backslash \emptyset^{* \sigma}=T \backslash \emptyset=T$. Then we see that $\psi_{\sigma}(\emptyset) \backslash \emptyset=$ $\{p\} \in J, \psi_{\sigma}(\{q\}) \backslash\{q\}=T \backslash\{q\}=\{p\} \in J, \psi_{\sigma}(\{p\}) \backslash\{p\}=\{p\} \backslash\{p\}=\emptyset \in J$ and $\psi_{\sigma}(T) \backslash T=T \backslash T=\emptyset \in J$. So $\gamma \sim J$.

Corollary 1. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space with $\gamma \sim J$. Then $\psi_{\sigma}\left(\psi_{\sigma}(M)\right)=\psi_{\sigma}(M)$ for every $M \subset T$.

Proof. We know $\psi_{\sigma}(M) \subset \psi_{\sigma}\left(\psi_{\sigma}(M)\right)$. Also since $\gamma \sim J$, then for every $M \subset T$, $\psi_{\sigma}(M) \backslash M \in J$. This implies $\psi_{\sigma}(M) \backslash M=J_{1}$ for some $J_{1} \in J$. This implies $\psi_{\sigma}(M) \subset M \cup J_{1}$. Then $\psi_{\sigma}\left(\psi_{\sigma}(M)\right) \subset \psi_{\sigma}\left(M \cup J_{1}\right)=\psi_{\sigma}(M)$. Thus $\psi_{\sigma}\left(\psi_{\sigma}(M)\right)=$ $\psi_{\sigma}(M)$.
Example 7. Consider $T=\{p, q\}, \gamma=\{\emptyset, T,\{p\},\{q\}\}$ and $J=\{\emptyset,\{p\}\}$. Then by Example 6, $\gamma \sim J$ and $\psi_{\sigma}\left(\psi_{\sigma}(\phi)\right)=\psi_{\sigma}(\emptyset), \psi_{\sigma}\left(\psi_{\sigma}(\{p\})\right)=\psi_{\sigma}(\{p\}), \psi_{\sigma}\left(\psi_{\sigma}(\{q\})\right)=$ $\psi_{\sigma}(T)=T=\psi_{\sigma}(\{q\})$ and $\psi_{\sigma}\left(\psi_{\sigma}(T)\right)=\psi_{\sigma}(T)$

Newcomb in 11 has defined $M=N(\bmod J)$, if $(M \backslash N) \cup(N \backslash M) \in J$. Further, he studied several characteristics of $M=N(\bmod J)$. Here we shall observe that if $M=N(\bmod J)$ then $\psi_{\sigma}(M)=\psi_{\sigma}(N)$.
Now we define Baire set in $(T, \gamma, J)$.

Definition 10. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. A subset $M$ of $T$ is called a Baire set with respect to $\gamma$ and $J$ denoted by $M \in \boldsymbol{B}_{r}(T, \gamma, J)$, if there exists a $\sigma$-open set $V \in \gamma$ such that $M=V(\bmod J)$.
Theorem 13. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space with $\gamma \sim J$. If $V \cup O \in \gamma$ and $\psi_{\sigma}(V)=\psi_{\sigma}(O)$, then $V=O(\bmod J)$.

Proof. $V \in \gamma$ implies $V \subset \psi_{\sigma}(V)$ and hence $V \backslash O \subset \psi_{\sigma}(V) \backslash O=\psi_{\sigma}(O) \backslash O \in J$. By heredity of J, $V \backslash O \in J$. Similarly, $O \backslash V \in J$. Then $(V \backslash O) \cup(O \backslash V) \in J$, by finite additivity of J . So $V=O(\bmod J)$.

Clearly, $M=N(\bmod J)$ is an equivalence relation. In this favour, following theorem is observable:
Theorem 14. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space with $\gamma \sim J$. If $M, N \in$ $\boldsymbol{B}_{r}(T, \gamma, J)$ and $\psi_{\sigma}(M)=\psi_{\sigma}(N)$. Then $M=N(\bmod J)$.

Proof. Let $V, O \in \gamma$ such that $M=V(\bmod J)$ and $N=O(\bmod J)$. Now $\psi_{\sigma}(M)=$ $\psi_{\sigma}(N)$ and $\psi_{\sigma}(N)=\psi_{\sigma}(O)$ (by Theorem $10(\mathrm{ix})$ ). Since $\psi_{\sigma}(M)=\psi_{\sigma}(V)$ implies that $\psi_{\sigma}(V)=\psi_{\sigma}(O)$, hence $V=O(\bmod J)$ (by Theorem 13). Hence $M=N$ $(\bmod J)$, by transitivity.
Theorem 15. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space.
(i) If $N \in \boldsymbol{B}_{r}(T, \gamma, J) \backslash J$, then there exists $M \in \gamma \backslash\{\emptyset\}$ such that $N=M(\bmod J)$.
(ii) Let $\gamma \cap J=\{\emptyset\}$, then $N \in \boldsymbol{B}_{r}(T, \gamma, J) \backslash J$ if and only if there exists $M \in \gamma \backslash\{\emptyset\}$ such that $N=M(\bmod J)$.

Proof. (i) Let $N \in \mathbf{B}_{r}(T, \gamma, J) \backslash J$, then $N \in \mathbf{B}_{r}(T, \gamma, J)$. Now if there does not exist $M \in \gamma \backslash\{\emptyset\}$ such that $N=M(\bmod J)$, we have $N=\emptyset(\bmod J)$. This implies $N \in J$, which is a contradiction.
(ii) Here we shall prove converse part only. Let $M \in \gamma \backslash\{\emptyset\}$ such that $N=M$ $(\bmod J)$. Then $M=\left(N \backslash J_{2}\right) \cup J_{1}$, where $J_{2}=N \backslash M, J_{1}=M \backslash N$ both belong to $J$. If $N \in J$, then $M \in J$, by heredity and additivity, which contradicts the fact $\gamma \cap J=\{\emptyset\}$.

$$
\text { 5. } \psi_{\sigma}-C \text { SETS }
$$

Modak and Bandyopadhyay in 8 have introduced a generalized set with the help of $\psi$-operator in ideal topological space. In this part, we have studied a set with the help of $\psi_{\sigma}$-operator in $(T, \gamma, J)$ space. Further, we have studied the properties of this type of sets.

Definition 11. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. A subset $M$ of $T$ is called $a \psi_{\sigma}-C$ sets, if $M \subset C l^{\sigma}\left(\psi_{\sigma}(M)\right)$.
The family of all $\psi_{\sigma}-C$ sets in $(T, \gamma, J)$ is denoted by $\psi_{\sigma}(T, \gamma)$.

Theorem 16. Let $(T, \gamma, J)$ be an ideal $\sigma$-topological space. If $M \in \gamma$ then $M \in$ $\psi_{\sigma}(T, \gamma)$.

Proof. By Theorem 10 (viii), it follows that $\gamma \subset \psi_{\sigma}(T, \gamma)$.
Now by the given example we are to show that the reverse inclusion is not true:
Example 8. From Example 4 we get $M \in \psi_{\sigma}(T, \gamma)$ but $M \notin \gamma$.
By the following example, we are to show that any $\sigma$-closed in $(T, \gamma, J)$ may not be a $\psi_{\sigma}-C$ set.

In the following example, by $C^{\sigma}(\gamma)$ we denote the family of all $\sigma$-closed sets in $(T, \gamma)$.

Example 9. We consider Example 2. Here $M=\{q\} \in C^{\sigma}(\gamma)$. Then $\psi_{\sigma}(M)=$ $T \backslash(T \backslash M)^{* \sigma}=T \backslash\{p, r, s\}^{* \sigma}=T \backslash\{q, r, s\}=\{p\}$. Hence $C l^{\sigma}\left(\psi_{\sigma}(M)\right)=\cap\{C$ : $\left.\psi_{\sigma}(M) \subset C, T \backslash C \in \gamma\right\}=\{p\}$. Therefore $M \in C^{\sigma}(\gamma)$ but $M \notin \psi_{\sigma}(T, \gamma)$.
Theorem 17. Let $\left\{M_{\alpha}: \alpha \in \Delta\right\}$ be a family of non-empty $\psi_{\sigma}-C$ sets in an ideal $\sigma$-topological space $(T, \gamma, J)$, then $\bigcup_{\alpha \in \Delta} \in \psi_{\sigma}(T, \gamma)$.

Proof. For each $\alpha \in \Delta, M_{\alpha} \subset C l^{\sigma}\left(\psi_{\sigma}\left(M_{\alpha}\right)\right) \subset C l^{\sigma}\left(\psi_{\sigma}\left(\bigcup_{\alpha \in \Delta} M_{\alpha}\right)\right)$. This implies that $\bigcup_{\alpha \in \Delta} M_{\alpha} \subset C l^{\sigma}\left(\psi_{\sigma}\left(\bigcup_{\alpha \in \Delta} M_{\alpha}\right)\right)$. Thus $\bigcup_{\alpha \in \Delta} M_{\alpha} \in \psi_{\sigma}(T, \gamma)$.

## 6. CONCLUSION

In this writeup, we have introduced a new topology called $\sigma$-topology and defined ideals on that spaces. Using this idea, we have discussed relationship of various operators namely ()$^{* \sigma}$ operator, $\psi_{\sigma}$-operator. The result of this writeup can be extended to $\sigma$-connected sets, $\sigma$-compact sets, $\sigma$-paracompact sets. The separation axioms can also be introduced in this space. The other properties of $\psi_{\sigma}$-sets can be found and one can introduce some operators on this type of sets to the development of mathematical knowledge.
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#### Abstract

In this Erratum we would like to clarify statement and the proof of Theorem 2 in our paper: "Zero-based invariant subspaces in the Bergman space Commun. Fac. Sci. Univ. Ank. Ser. A1 Math. Stat., 67(1) (2018), 277-285."


## 1. Main Part

Theorem 2 in the paper 2 had been already proved in 1 . The citation of the Reference [1] was omitted in the original article [2. The authors would like to correct this deficiency as follows:

Theorem 2 (1) Let $M$ be a zero-based invariant subspace of $L_{a}^{p}(D), 0<p<+\infty$. Then $M$ is generated by its extremal function $G$, that is, $M=[G]$.
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