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  ARTICLE INFO  ABSTRACT 

 In this study, AISI 1050 carbon steel samples were boronized with the powder pack boriding 

technique at 875°C for 2, 4 and 6 hours using Ekabor 2 boriding powder. The boride layer 

thicknesses obtained with the boriding time increased and after 2, 4 and 6 hours of boriding, a 

30.6, 40.0 and 71.8 µm boride layer, predominantly composed of Fe2B phase, was obtained. Boride 

layers were formed in tooth-like morphology. Thanks to this boride layer, the surface hardness of 

the substrate was improved 6.2-6.4 times and a maximum surface hardness of 1543.8 HV was 

reached. With the Daimler-Benz Rockwell-C adhesion tests, it was determined that the adhesion 

quality of the boride layer was generally at the HF1 level. With the boriding carried out, the 

specific wear loss of AISI 1050 steel was reduced from 421.25 mm3/Nm x10-6 to 17.67 mm3/Nm 

x10-6, and the wear resistance was increased approximately 24 times. 
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1. Introduction 

Boriding is a surface coating process performed with a 

thermochemical technique. In this process, boron (B) 

atoms are transferred to the metal substrate by diffusion 

and it is aimed to increase the surface quality by obtaining 

high hardness, excellent wear and improved corrosion 

resistance [1-5]. Among the boriding methods that can be 

performed in a solid, salt solution, electrolytic, plasma and 

gas environments. The solid boriding is used more widely 

than others due to its low cost and ease of application [6-

8]. 

The solid boriding method is carried out by keeping the 

metal substrate in boron powder at temperatures between 

850-1050 °C for 1-10 hours. [9-11]. At the end of this 

waiting period, the formation of a single- or bi-phase layer 

(FeB+Fe2B) is observed on the surface by the diffusion of 

boron atoms onto the metal substrate [12,13]. The FeB 

phase is more fragile. In addition, the two phases have 

different expansion coefficients, the formation of the Fe2B 

phase is more desirable than the formation of the double-

layer FeB+Fe2B phase. [7, 14, 15]. 

Boriding process is also widely used in non-ferrous 

metals. Liu et al. were borided 99.9% pure tungsten discs 

at 950-1050 °C for 2-8 hours with the pack boriding 

process. After boriding, a boride layer consisting of 

WB+W2B phases with 18-116.2 µm thickness was 

obtained. As a result, in the applied tests, it was determined 

that the neutron attenuation capabilities of the samples 

increased with boriding [16]. Gunen et al. boronized 

Monel 400 alloy at temperatures of 900-1000 °C Celsius 

at 2-6 temperatures. A boride layer had 35-290 µm 

thickness and a hardness of 1002-1476 HV0.025, 

consisting of the N2B phase, was obtained with the 

boriding process. The boron activation energy was 

calculated as 300.7 kjmol-1 [17]. Yıldız boronized Cobalt-

Magnesium (CM) and Nickel-Magnesium (NM) alloys at 

900 °C for 1.5-4.5 hours with pack boriding technique. 

NiB in the NM alloy and Co2B in the CM alloy were 

obtained. While the layer thickness obtained in the CM 

alloy was 47.9-145.21 µm, 67.21-179.84 µm boride layers 

were obtained in the NM alloy [18]. Kaner et al. boronized 

powder metal pure chromium samples for 2, 4, 6 and 8 

hours at 1000 °C to obtain a boride layer consisting of CrB, 

Cr2B, Cr2B3 and Cr3B4 phases [19]. Kanca boronized 

Invar-36 superalloy with powder-pack boriding technique 

for 975 °C for 5 and 7 h, and a boride film consisting of 

FeB, NiB and Fe2NiB phases had 176.9-189.1 μm 

thickness was obtained. The tribological investigations 

carried out showed that the boride film decreased the wear 

loss of Invar-36 superalloy 28.6-105 times [20]. 

In borided iron-based materials, high hardness, 

improved tribological properties and chemical stability are 
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obtained on the surface due to the boride films formed on 

the substrate surface [21-25]. Because of these results, 

boriding is applied in many areas (implants, agricultural 

machinery, tools, etc.) [2, 3, 26, 27]. Many studies have 

been conducted in the literature on the effect of boriding 

on wear. Boriding is also a highly effective 

thermochemical process in increasing the wear resistance 

of various steel alloys. In particular, it provides high wear 

resistance to steel under low loads due to its brittle 

structure [22]. Arslan et al. borided AISI 8620 steel by 

electrolysis method. They found the wear loss of the 

unborided and borided samples to be 0.265 ± 0.01 mm3 

and 0.003 ± 0.001 mm3, respectively [14]. Türkmen et al. 

borided SAE 1020 steel with the powder boriding method. 

As a result of the tribological studies carried out, they 

determined that the abrasion resistance increased 

approximately 47 times [7]. Ulutan et al. applied the 

powder boriding process to AISI 4140 steel and identified 

that the wear resistance increased nearly 3-4 times 

compared to the unborided sample [8]. Taktak reported 

that when he borided 52100 and 440C steel alloys with 

powder boriding, their abrasion resistance improved 3 and 

2.5 times, respectively [24]. Sezgin and Hayat obtained a 

boride film of 26.13-109.04 μm, consisting of FeB, Fe2B 

and MnB phases, with the powder pack boriding technique 

for 2, 4, and 6 h at 850-950 °C for novel high manhanese 

steels. With the corrosion tests carried out, it has been 

reported that the borided samples have a higher corrosion 

resistance than the unborided samples [28]. 

As can be understood from the outcomes of previous 

studies, boriding increases the mechanical properties of the 

surface and improves corrosion and wear resistance in both 

non-ferrous metal alloys and various steel alloys. 

However, some alloying elements such as Cr, Ni and Si 

have a negative effect on the formation and morphological 

properties of the boride film. Some of them cause the 

thickness of the layer to be formed as a result of boriding 

process to decrease, while others cause a flat layer by 

disrupting the tooth-like morphology of the boride film. 

For this reason, boriding process is a thermo-diffusional 

coating process that is more widely applied in plain carbon 

steels. In this study, AISI 1050 steels, which are used in a 

wide range of parts in many different machinery 

manufacturing, are boronized. The microstructural 

properties, hardness profile and adhesion strength of the 

borided boride film were investigated and its effect on the 

wear behaviour of AISI 1050 steel was presented. 

 

2. Materials and Methods  

In this study, AISI 1050 steel alloy samples with a 

diameter of 20 mm and a height of 10 mm were used as 

substrate material. The samples were borided using Ekabor 

2 boriding powder in 50 mm diameter and 50 mm high AISI 

304L stainless steel alloy boriding boxes. The boriding 

process was carried out at 875 °C for 2, 4 and 6 hours. After 

boriding, the cross-sections of the surfaces of the samples 

were obtained. The cross-sectional surfaces of the borided 

samples were sanded with 100-1200 grit sandpapers. The 

sanded sample surfaces were polished using 3 and 1 µm 

diamond suspensions, respectively. The polished surfaces 

were etched using 3% Nital solution. The thickness of the 

boride films was measured with the Nicon Eclipse LV150N 

optical microscope (OM) and Clemex image analysis 

software. In addition, the microstructures of the boride films 

were examined with the scanning electron microscope (SEM) 

(FEI QUANTA 250 FEG) in the backscattered electron 

(BSE) mode was performed. 

Microhardness changes of boride films from surface to 

substrate were performed using Future-Tech FM-700 

(Future-Tech Corp, JAPAN) Vickers microhardness tester 

for 100 gf and 10 s. Tribological examinations were carried 

out with a Anton Paar CSM Tribometer model wear tester 

(Switzerland) in accordance with ASTM G99-17 (2017) 

standards. The tests were carried out with 6 mm diameter 

100Cr6 balls under 10N load with a sliding distance of 

1000m and a sliding speed of 0.2 m·s-1. The wear type of the 

boride film was identified by performing SEM examinations 

of the worn surfaces. 

 

3. Results and Discussion 

In Figure 1, SEM micrographs are given from the cross-

sectional surfaces of boride films obtained in AISI 1050 steel 

borided with box boriding technique for 2, 4 and 6 hours at 

875 °C boriding temperature. As it is well known, since 

boron atoms diffuse faster in the [001] direction of the lattice 

structure, boride grains grow faster in the [001] direction than 

in other directions, perpendicular to the surface. For this 

reason, boride films are formed in a sawtooth-like 

morphological structure. Thanks to this sawtooth 

morphological structure, improved adhesion strength 

between the boride film and the substrate is obtained [27, 29]. 

As seen in Figure 1, this sawtooth morphological boride film 

was formed in AISI 1050 steel as well. In addition, it was 

observed that the formed boride film was generally Fe2B 

compound. Another phenomenon observed from SEM 

micrographs was the porous structure of the boride film 

surface of AISI 1050 steel. Kirkendall explained that in 

thermo-diffusional methods, the porous structure occurs 

when the diffusion rate differs locally. This phenomenon is 

termed the "Kirkendall effect" [9, 30]. 

In Figure 2, the thicknesses of the boride films formed in 

AISI 1050 steel as a result of different boriding times are 

presented. The thickness of the boride films obtained as a 

result of boriding for 2, 4 and 6 hours at 875 °C boriding 

temperature were measured as approximately 30.6, 40.0 and 

71.8 µm, respectively. Atik et al. reported that when they 

borided AISI 1010 steel at 900 °C for 8 hours, they obtained 

a 140 µm thick boride film [31]. For the same boriding 
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parameters as temperature and boriding time, the boride film 

thickness was measured as 130 µm in AISI 1040 steel. 

Petrova and Suwattananont, on the other hand, obtained a 76 

µm thick boride film consisting of FeB and Fe2B boride 

compounds in AISI 1018 steel in consequence of boriding at 

850 °C for 4 hours [32]. Boztepe and Bayramoğlu reported 

that after boriding at 900 °C for 6 hours, a 79 µm thick boride 

film consisting of FeB and Fe2B phases was obtained on the 

surface of AISI 1050 steel [33]. 

In Figure 3, the microhardness change of the boride film 

formed in AISI 1050 steel borided for 2, 4 and 6 hours at 

875 °C boriding temperature, depending on the depth, is 

presented graphically. In microhardness measurements, the 

microhardness of the substrate material was determined as 

230-240 HV0.1. After 2, 4 and 6 hours of boriding, the 

maximum microhardness values of the surfaces were 

measured as 1431.9, 1499.7 and 1543.8 HV0.1, respectively. 

Therefore, the microhardness values of the surface of AISI 

1050 steel have been improved by approximately 6.2-6.4 

times. As seen in Figure 1, the boride films formed generally 

consisted of Fe2B phase. The measured hardness values are 

in agreement with similar studies in the literature in which 

the Fe2B phase is formed. Milinovic et al. reported that when 

they borided AISI 1015 steel at 970 °C for 8 hours, they 

obtained a boride film consisting of Fe2B phase with a 

hardness of 1541 HV [34]. Türkmen and Yalamaç measured 

the microhardness of the boride film consisting of Fe2B 

phase in AISI steel in the range of 1329.19 ± 54.96 - 1541.85 

± 168.21 HV0.1 after 4 hours of boriding at 850 °C [9]. 

 

Figure 1. Cross-sectional SEM micrographs of the borided samples: a) 2 h, b) 4 h and c) 6 h 

 
Figure 2. Boride layer thickness for various boriding time 



 

 

 
Figure 3. Microhardness variation depending on layer thickness for different boriding times 

 

In Figure 4a-c, SEM images of the craters formed as a 

outcomes of Daimler-Benz Rockwell-C adhesion tests can 

be seen on the surfaces of the samples that were borided at 

875 °C for 2, 4 and 6 hours, respectively. No delamination 

failure was observed when the craters were examined. In 

addition, radial cracks around the craters were clearly seen in 

the SEM images. While this type of crack was observed in 

all borided samples, an increase in the number and thickness 

of cracks was detected with the increase in boriding time. 

The cohesion quality of the boride films was found 

acceptable according to the HF1 grade according to the 

adhesion strength quality maps [35]. Success in adhesion 

strength is a result of its single-phase structure. It has been 

reported that the single-phase layer (Fe2B) has good adhesion 

properties [9]. 

 

 

Figure 4. SEM images of craters formed after the Daimler-Benz Rockwell-C adhesion test: a) 2 h, b) 4 h and c) 6 h 
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The specific wear rates obtained as a result of the wear 

tests are given in Fig. 5. The specific volumetric wear rate of 

unborided AISI 1050 carbon steel was determined as 421.25 

mm3/Nm x10-6. The specific wear rates of the borided 

samples at 875 °C for 2, 4 and 6 hours using Ekabor 2 

boriding powder with the pack boriding method were 

determined as 31.47, 17.67, 22.47 mm3/Nm x10-6, 

respectively. Therefore, the wear resistance of AISI 1050 

steel has been increased ~13-24 times by boriding. 

Küçükkurt borided AISI M35 and AISI M42 high speed-tool 

steels at 850, 900 and 950 °C for 2, 4 and 6 hours using 

Ekabor II powder in his master's thesis. After the wear tests, 

the lowest specific volumetric wear rate in AISI M35 steel 

was reported as 1.540 mm3/Nm x10-5. In AISI M42 steel, the 

lowest specific wear rate was measured as 1.820 mm3/Nm 

x10-5 [36]. Güneş and Yıldız borided AISI 310 stainless steel 

alloy with Ekabor II powder in their study. 10 N load and 

1000 m road parameters were used in the wear tests. In 

consequence of the wear tests, the lowest specific volumetric 

wear rate was determined as mm3/Nm x10-5 in the borided 

sample at 1050 °C for 6 hours [37]. García-Leon et al. 

determined the specific volumetric wear rate of borided AISI 

316L steel as 14.1 mm3/Nm x10-6 [38]. Soydan et al. 

thespecific wear rates of AISI 4140, AISI 8620 and AISI 

1050 steels, which they boron for 6 hours at 950 °C using 

Ekabor 1 powder, were determined as 16, 18 and 20 

mm3/Nm x10-6, respectively, against carburized AISI 1020 

steel [39]. As can be seen, the results obtained are in 

agreement with the literature. In Figure 6, SEM images of 

the worn layers of the unborided, 2, 4 and 6 hours borided 

samples are given. In the unborided sample, it is clear from 

the deep grooves on the worn surface that the wear type is 

predominantly abrasive wear (Fig. 6a). After 2 hours of 

boriding, it was observed that the abrasive wear of the sample 

was greatly reduced (Fig. 6b). Wear failure in the form of 

pitting was noticed on the worn layer of this sample. It was 

observed that a flat worn layer was formed in the 4 hours 

borided sample (Fig. 6c), in which the lowest specific wear 

rate was determined. In addition, some wear debris was 

observed in this sample. Similarly, this wear debris was 

observed in the borided sample for 6 hours (Fig. 6d). 

However, when the worn layer was examined, delamination 

areas and some abrasive grooves were detected. With the 

occurrence of these wear types, the specific volumetric wear 

rate increased in this sample. 
 

 

Figure 5. The specific wear rate of the samples 

 

 

Figure 6. SEM images of the worn surfaces of non-borided (a), 2 h (b), 4 h (c), and 6 h(d) borided AISI1050 steels 

005 



 

 
4. Conclusion 

In this study, the microstructural and tribological 

properties of the samples borided at 875 °C for 2, 4 and 6 

hours using Ekabor 2 boriding powder on AISI 1050 

carbon steel and the cohesion quality of the boride films 

were investigated. The summary of the obtained data is as 

follows: 

• As a result of boriding, a boride film consisting 

of Fe2B phase was obtained. 

• After 2, 4 and 6 hours of boriding, approximately 

30.6, 40.0 and 71.8 µm boride films were 

obtained, respectively. 

• Microhardness values of the surface of AISI 1050 

steel were improved by approximately 6.2-6.4 

times with boriding. 

• The abrasion resistance of AISI 1050 steel 

increased ~13-24 times with boriding. 
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 Global warming is impacting almost every nation of the world and causing excessive 

socioeconomic damage to human civilization. India is presently the second most inhabited country 

on the planet and possesses the noteworthy potential to curb global greenhouse gas emissions. 

Most of the stakeholders of the global communities have signed the Paris treaty of 2015 to curtail 

the surface temperature rise. As the central government of India has announced its target to attain 

net zero-emission by the end of 2070, the electricity generation sector of the country needs to 

utilize renewable resources like wind energy rapidly. This paper focuses to optimize the wind 

energy generation cost in the Tirumala region of the country using the Genetic Algorithm and 

Particle Swarm intelligence concurrently. Tirumala is located in the area of Tirupati in the southern 

state of Andhra Pradesh. A relative analysis of the optimization outcomes validates the superiority 

of the Genetic Algorithm over the Binary Particle Swarm Optimization Algorithm for minimizing 

the wind energy generation cost. The application of the Genetic Algorithm has been proven to cut 

down the generation cost by up to 7.56% as compared to the usage of Binary Particle Swarm 

Optimization for similar terrain conditions and wind flow conditions in the Tirumala Area.        
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1. Introduction 

Climate change is impacting human communities across 

the continents of the world and devastating economies 

extensively [1]. Because of the universal concern for the 

restricted reserve of non-renewable fuels and their life-

threatening after-effects on the ecosystem, renewable 

energy resources expound rich substitutes for global 

scientific society [2]. International renewable energy 

utilization has advanced rapidly in the current century [3]. 

Worldwide collective Wind Power Generation (WPG) 

competence has increased by more than 32 times in the 

past 20 years [4]. Worldwide wind energy utilization per 

capita augmented by 230 times in the past 30 years. 

Currently, India generates around 10% of its combined 

electricity generation capability from WPG systems [5]. 

The expenditure of WPG has been economical for the 

previous few decades and is anticipated to shrink by 7% in 

2022 [6].  

Hasager et al. [7] dealt with the probability of Indian 

offshore WPG with ENVISAT information. Nagababu et 

al. [8] scrutinized the Indian offshore WPG capacity with 

the OSCAT evidence. Singh and Kumar S.M. [9] 

evaluated the Indian offshore WPG competence and 

strived for minimizing the generation expenditure. the 

WPG capacity in the Tirumala district of India has been 

explored with Artificial Intelligence (AI) methods [10]. In 

another study, the reevaluation and bathymetry 

information have been employed for gauging the WPG 

fitness in the special commercial parts in India, 

formulating lenience for the prevalent salt-water biotic 

conditions [11]. Investigators have calculated a larger 

offshore WPG proposal in the western seashore of Gujarat 

state of India with the biological examination, and 

generation expense has been projected [12]. The lightning 

search algorithm was involved in multi-objective WPG 

farm layout improvement with more than a few airflow 

settings for upgraded efficiency regarding energy 

generation and venture expenditures [13]. The wind farm 

design proposal has been improved for a Spanish WPG 

farm with the coral reefs’ optimization procedure counting 

the substrate level [14]. Gradient-centered optimization 

method has been directed for WPG farm layout 

enhancement, and the scrutiny conclusions have been 

juxtaposed with the same accomplished through large-

eddy simulation [15]. 

This research aims for recognizing the optimum charge 

of WPG for the Tirumala zone in India. Due to the 

Optimizing the wind power generation cost in the Tirumala Region of India 
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computing might of AI systems have been employed in 

quite a lot of engineering disciplines [16][17]. That is why 

the Genetic Algorithm (GA) and Binary Particle Swarm 

Optimization Algorithm (BPSOA) were applied 

concurrently to optimize the WPG cost in the Tirumala 

area to assess the relative efficiency of the two AI methods 

for optimizing the generation cost and improving the 

design of WPG farm accordingly due to their ability to deal 

with the binary values (‘1’ for presence and ‘0’ for the 

absence of turbine in a layout). Moreover, this study can 

aid concerned researchers and businesses to measure the 

effect of AI in the planning of WPG systems.  

 

2. Problem Formulation 

WPG systems are expected to remain economically 

worthwhile by competently controlling the generation cost 

(Gc). The generation cost has been evaluated using Eqs. (1)-

(4) suggested in the 22nd Genetic and Evolutionary 

Computation Conference [18]. 

 𝐺𝑐 =
{𝐴}+(𝐵)

(1−(1+𝑟)−𝑦) 𝑟⁄
∗

1

8760∗𝑃
+

0.1

𝑁
 (1) 

 𝐴 = 𝐶 (
2

3
+

1

3
𝑒−0.00174𝑁

2
) (2) 

 𝐵 = 𝐶𝑜𝑚𝑁 (3) 

 𝐶 = {𝐶𝑡𝑁 + 𝐶𝑠𝑓𝑙𝑜𝑜𝑟 (
𝑁

𝑚
)} (4) 

where Ct represents the expenditure of a Wind Turbine 

(WT). Cs signifies the expenditure for a sub-station. N 

designates the sum of WTs in a WPG farm and m is WT per 

sub-station. Com designates the yearly operative and upkeep 

charge. P symbolizes the energy harvest of the whole WPG 

farm. r denotes the fraction of interest. y shows the lifetime 

of the WPG farm. The directional wind-flow pattern in the 

Tirumala region has been shown in Fig. 1.  

The contemplated terrain settings for this research are 

displayed in Figs. 2 and 3. Layout 1 is of 2000 m x 2000 m 

dimension and lacks any obstruction. Layout 2 is 2000 m x 

2000 m with an internal obstruction of 1000 m x 1000 m. 

The internal obstruction has been marked in red and the 

available area for turbine placement has been shown in green 

in Figs. 2 and 3.  

AI algorithms have been utilized in the current work to 

optimize the generation cost in the Tirumala area of India. 

The algorithms considered randomly generated locations 

(with horizontal and vertical distances) of WT inside the 

limitations of the considered terrain setting. Subsequently, 

the generation cost of wind power has been computed by 

applying Eqs. (1)-(4). The minimal WPG cost has been 

found after iterating the above-mentioned optimization 

process up to the maximum generation number and the 

optimal locations of WT for each considered terrain 

condition in the present study.  

 

 
Figure 1. Wind-Flow Form in Tirumala, India 

 

 
Figure 2. Layout 1 

 

 

Figure 3. Layout 2 
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3. Optimization Algorithm  

3.1 Genetic Algorithm (GA) 

GA can be termed as a bio-enthused metaheuristic scheme 

to suggest resolutions for optimization trials representing the 

evolvement of natural preference as projected by Turing 

[19][20]. The algorithm has been described as follows [16]. 

1. Organize the parameters such as population span, 

replication tally, potentials for crossover, and mutation. 

2. Administer the suitability of every chromosome. 

3. Engage the population unsystematically. 

4. Scrutinize the suitability of every chromosome. 

5. Launch the arithmetic crossover procedure. 

6. Initiate the mutation action. 

7. Measure the properness of the renewed beings. 

8. Classify the most remarkable consequence by tracking 

the choice maker’s penchant. 

 

3.2 Binary Particle Swarm Optimization Algorithm 

(BPSOA) 

The BPSOA is an altered preparation of particle swarm 

optimization algorithm that considers all constituents as 

strings of bits [21]. The BPSOA can be described as follows.  

1. Comprehensively construct a basic population. 

2. Arbitrarily form the essential velocities inside the 

restrictions. 

3. Allot the opening values for local and global finest sites. 

4. Calculate the weights obligatory for velocity 

development. 

5. Adjust the velocities of the particles consequently. 

6. Swap the positions of the particles. 

7. Settle if the ultimate conditions are grasped, else revert 

to stage 3. 

 

4. Results and Discussion  

AI algorithms like Genetic Algorithm and Binary Particle 

Swarm Optimization have been employed for optimizing the 

WPG cost in the Tirumala area in India. Two dissimilar 

terrain settings have been considered and the AI algorithms 

utilized numerous randomly created positioning of WTs in 

each terrain setting for computing the WPG cost up to the 

extreme generation count. After ranking the calculated WPG 

costs, the most optimal value of generation charge has been 

found for both terrain conditions. Later, the optimal values 

of WPG costs computed using GA and BPSOA have been 

compared to select the most efficient AI algorithm for the 

considered optimization scenario. 

The values of vital factors associated with WT and 

optimization processes have been displayed in Table 1. They 

have been deemed as per Wilson et al. (2018). The WPG cost 

has been calculated using Eqs. (1)-(4). The optimum 

locations of WTs for both layouts utilizing both optimization 

processes have been shown in Figs. 4-7. The vertical and 

horizontal axes symbolize the length and breadth of the 

proposed terrains for WPG systems. The red dot indicates the 

placement of a WT within the layout. 

Table 1. Values of Vital Factors  
 

Factor Value 

Populace Range 20 

Utmost Generation number 50 

Turbine Output 1.5 MW 

Blade Diameter 77 m 

Inter-Turbine Space 308 m 

Lowest Allowable Wind Velocity 12 km/hr. 

Supreme Allowable Wind Velocity 72 km/hr. 

Capital Charge per WT $ 750,000 

Sub-Station Cost per Sub-Station $ 8,000,000 

Total WTs per Sub-Station 30 

Proportion of Interest 3% 

Annual Maneuver and Upkeep 

Expenditure 
$ 20,000 

Possible Working Time 20 Years 

 

 
Figure 4. Optimal Placement of WTs for Layout 1 Using GA 

 

 

Figure 5. Optimal Placement of WTs for Layout 1 Using 

BPSOA 
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Figure 6. Optimal Placement of WTs for Layout 2 Using GA 

 

 

Figure 7. Optimal Placement of WTs for Layout 2 Using 

BPSOA 

 

Table 2. Assessment of Optimized WPG Cost Achieved by GA 
and BPSOA 

 

Layout GA Optimized 

Generation Cost (in 

USD/kWh) 

BPSOA 

Optimized 

Generation 

Cost (in 

USD/kWh) 

Layout 1 0.0110 0.0111 

Layout 2 0.0110 0.0119 

 

The generation costs of the WPG in the Tirumala area 

calculated employing GA and BPSOA have been offered in 

Table 2. The results show that the optimal generation costs 

attained for both the layouts by GA are more financially 

viable than the same achieved by BPSOA. The WPG costs 

achieved by GA are 0.90 % and 7.56% more optimal than 

the same attained by BPSOA. The optimization 

consequences authenticate the pre-eminence of GA over 

BPSOA for optimizing the WPG cost in the Tirumala area in 

India. The improved generation cost can assist the WPG 

businesses to stay economical and feasible for practical 

implementation. 

 

5. Conclusions 

The Paris agreement of 2015 guides the associated 

countries to control the emancipation of greenhouse gases for 

lessening the penalties caused by global climate change. The 

resourceful management of renewable energy generation 

expertise can abet countries realize their carbon neutrality 

ambitions. Wind power can play a crucial role in limiting the 

carbon footprint of electricity businesses.  

This present research aims for minimizing the WPG cost 

in the Tirumala area of India. GA and BPSOA have been 

exercised to optimize the layouts for better financial 

feasibility. The outcomes validate the supremacy of GA over 

BPSOA for minimizing the WPG cost. This work can 

prompt innovative prospects for WPG layout optimization. 

In the forthcoming works, WTs with advanced generation 

capability and wheel area can be tried. As the current study 

has been conducted considering the cost function provided 

by Wilson et al. (2018), the results need to be verified using 

other similar functions in future studies. 
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 Air multiplier fans, which are produced as an alternative to the convectional propellers used today, 

have come into prominence with the advantages providing in both efficiency and usage. In this 

study, three different blade profiles based on NACA 0012, NACA 1408, and EPPLER 1214 were 

used in the fan body. The design based on the NACA 0012 of body profile provided the highest 

flow rate. This profile was optimized using CFD analysis according to seven different geometrical 

parameters determined as the angle of attack, width, length, gap, inner and outer diameters, and 

tail length. The profile that provides less noise against the highest flow rate was determined as the 

optimal design. With CFD analysis, the sound pressure level of the optimal design was calculated 

by the k-ω and LES method, and the results were compared with each other. 
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1. Introduction 

Today, while designing the fan, new and special designs 

are made by trying to improve the features of the fan. Despite 

the fact that fans are typically divided into axial or radial, the 

bladeless mechanism is distinct from both, this novel fan was 

developed by the English company Dyson in 2009 as an 

alternative to conventional fans. This fan design has become 

remarkable due to the simple shape of the model, the absence 

of a visible rotating fan, stable air supply, portability, easy 

cleaning, and reliability for children and pets. The device 

called as bladeless fan or air multiplier consists of two parts 

the cylindrical lower part and the circular air frame [1]. As 

shown in Figure 1, the air is sucked in by the fan in the body, 

accelerated, and forced to pass through the circular 

narrowing gap under high pressure at the back of the frame. 

According to Bernoulli’s equation, the air accelerates while 

the passing through the narrowing slit and pressure drops [2]. 

Initially, it dwelled on the practical applications, social and 

economic implications of the air multiplier rather than its 

theoretical research. Li et al. [3] examined the effect the 

Coanda surface in the different curvatures on the 

performance of the air multiplier. They designed and 

simulated 5 types of Coanda surfaces with different 

curvatures and compared the results with the prototype. 

Lasse and Simon [4] analyzed the flow characteristics of the 

Dyson air multiplier, performed CFD analysis for two 

different turbulence models, k-ε and k-ω, and determined 

that the k-ε turbulence model produced more accurate results 

for the air multiplier fan. Li et al. [5] investigated the outlet 

flow field of the air multiplier numerically and 

experimentally, analyzed it according to the k-ε model and 

confirmed the results with CTA, and concluded that the RNG 

k-ε model is a reliable model for estimating the time-

dependent flow cycle in the fan outlet area. 

Jafari et al. [6] investigated the potential of using a 

bladeless fan of 60 cm diameter inside a cubic room for 

industrial applications with numerical analysis and also 

examined its performance with experimental tests. 

According to the results of this study, the bladeless air 

multiplier can be designed in large sizes and used in a variety 

of industries such as underground tunnels or to remove 

smoke and dust from industrial environments. 

Zafer and Gürsoy [7] in this study is concerned with the 

computational aero-acoustic analysis of an airfoil with jet 

blowing. The airfoil shape is chosen as NACA0015 profile 

with jet blowing on upper surface. The calculations of 

analysis are done by using commercial finite volume solver. 

The k-ε turbulence model is used for the turbulence 

modeling and the Ffowcs Williams and Hawking acoustic 
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analogy model is run for determination of acoustic data. The 

numerical results are compared with experimental data for 

computed Sound Pressure Level without jet blowing and 

well agreement is observed. The effects of different jet 

angles, velocity ratios, and angles of attack on airfoil are 

investigated in the case of jet blowing, and noise levels of 

non-jet and jet blowing cases are studied. 

Kocak at al. [8] in this investigation flow performance of 

the rod-airfoil configurations is taken into consideration in 

order to understand the flow physics and acoustic 

performance of turbomachines, such as fans, wind and water 

turbines. Shear layer and Von-Karman vortex structures 

break apart at the leading edge of the airfoil and small 

vortices are generated through the airfoil. Due to the flow-

solid surface interaction, noise and vibration arise. Rod-

airfoil configurations can perfectly model turbomachines 

because the main cause of broadband noise in turbomachines 

is also incoming turbulent and stator interaction. The airfoil 

is placed in the wake region of the cylinder and the obtained 

results are compared with the experimental results from the 

literature. It was shown that, the developed numerical 

method and Computational Aeroacoustics Analysis (CAA) 

methodology compare well with the measurements obtained 

in an accompanying experiment. After validating, the results 

obtained with the developed numerical methodology, the 

cylinder diameter effects on vortex zones, separation point, 

reattachment point and sound pressure level is investigated. 

It was observed that with the increase in the Strouhal number, 

the Sound Pressure Level (SPL) levels of the configuration 

rises. 

İlter [9] computed the flow around NACA 0012 foil using 

numerical techniques, and the effects of edge angle of attack 

and trailing edge shape on flow noise were investigated in 

two dimensions. In order to validate this study, the flow noise 

around a circular cylinder has also been investigated. The 

pressure fluctuations around the body were obtained by 

numerically solving Navier Stokes equations, and the 

equations were discretized using the Finite Volume Method 

(FVM), which is widely used in fluid dynamics The 

quadrupole component of sound was investigated by using 

Curle and Proudman methods which were derived from 

Lighthill analogy and far field noise was computed by using 

Ffowcs Williams and Hawkings (FW-H) equations.  

 

 
Figure 1. Working Principle of Fan 

The sound pressure levels of an axial fan are numerically 

investigated in this paper using the Ffowcs-Williams & 

Hawkings (FW-H) analogy and the computational fluid 

dynamics (CFD) method. A simulation model based on 

unstructured mesh structure and Standard k-epsilon (k-ε) 

turbulence model is established for high speed rotation (3000 

RPM), and the numerical simulation results are compared 

with experimental data specified by blade manufacturer 

company. Noise generation mechanism in the axial fan 

shroud are discussed using with the numerical results. [10] 

    Li [11] created and studied a bladeless fan prototype using 

numerical simulations in the current study. The entire fan 

prototype, including wind channel, base, rotor, and stator, is 

used to characterize the aerodynamic and aeroacoustic 

performances of the bladeless fan; when investigating the 

influence of the wind channel's geometric parameters, only 

the wind channel is considered in simulations. The effects of 

slit width, cross-section height, slit location, and cross-

section profile are investigated. 

   Mehmood et al. [12] computationally analyzed a circular 

type bladeless ceiling fan in a standard empty room (4m x 

4m x 4m). Different design features such as fan radius, height 

from the ceiling and floor, fan jet width, mass flow rate, and 

orientations were studied metrically, and their effect on 

perceived comfort level in terms of velocity spread and 

average velocities was computed. The results show that the 

fan height in the close vicinity of ceiling does not affect the 

flow field in the occupied zones, however, as the fan gets 

closer to the floor the velocity field in the occupied zone 

changes due to creation of a strong vortex at the center of 

floor. Thus, fan installation closer to the ceiling (less than 

0.5m from the ceiling) is a preferred choice. With an increase 

in fan radius from 0.3m to 0.5m, an increment of 33% was 

observed in velocity spread thus increasing the zone of 

influence.  

Ravi and Rajagopal. [13] conducted a three-dimensional 

numerical study to investigate the effect of various geometric 

shapes and slit angles on bladeless fan performance for 

various aerodynamic profiles. Airfoils considered for the 

present study are E169, E473 and E479 which are then 

reformed into a typical bladeless fan arrangement.  The 

three-dimensional fluid flow variations through and across 

the airfoil were simulated by solving the governing equations, 

namely the continuity and Reynolds Averaged Navier-

Stokes equations (RANS). The three-dimensional fluid flow 

variations through and across the airfoil have been simulated 

by solving the appropriate governing equations namely 

continuity and Reynolds Averaged Navier-Stokes equations 

(RANS). Numerically predicted results of lift, drag and 

streamwise velocity decay along the jet centerline of a 

cylindrical channel are compared with literature and a very 

close agreement exists between the two. Upon validation, 

geometric shapes - circular and square cross section with 

aspect ratios of 1, 1.5 and 2 and slit angles of 20, 40, 60 and 

80 degrsee for all the above three airfoil configurations are 

analyzed numerically for various inlet Reynolds number. 

From the study it is observed that Eppler 473 airfoil profile 
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with slit thickness of 1 mm and slit angle of 80° provided the 

maximum discharge ratio of 34.17 for an inlet mass flow rate 

of 80 LPS.  

Jafari et al [14] investigated effect of five geometric 

parameters on well aeroacoustic sound performance of a 

Bladeless fan. Li et al [15] investigated the outlet flow field 

of an annular jet for a bladeless fan experimentally using 

constant temperature anemometer hot-wire system at five 

Reynolds numbers. Joshi et al [16] investigated the influence 

of the airfoil’s outlet slit thickness on the discharge ratio by 

varying the outlet slit thickness of an Eppler 473 airfoil from 

1.2 mm to 2 mm in intervals of 0.2 mm. Results indicated 

that smaller slits showed higher discharge ratios. 

In this study, three different bladeless fan geometries were 

created based on NACA 0012, NACA 1408 and EPPLER 

1214 airfoils. As a result of CFD analysis, NACA 0012 was 

chosen because it gave the highest flow rate. The 

optimization study was made in the ANSYS Response 

Surface Optimization module according to seven different 

geometrical design parameters for the NACA 0012 profile to 

obtain the least noise against the best flow rate. The optimal 

geometry of the circular airfoil profile was determined as a 

result of the optimization by CFD analyses. Also, the sound 

pressure levels of the bladeless fan were calculated with both 

k-ω and the LES method and the results were compared with 

each other. 

2. Design and CFD Analysis 

Figure 2 shows the airflow in the propeller geometry of air 

multiplier manufactured by Dyson. Air, which is forced pass 

through the circular narrow gap at high velocity and low 

pressure, causes that air behind into the device also sucks 

towards the circular frame with the Coanda effect, thus total 

flow rate becomes a lot of times increased, it is defined as the 

multiplied flow rate. The ratio of the flow rate coming out of 

the airfoil circular body and the flow rate suctioned the inlet 

pipe by the rotating fan can be defined as follows. 

 𝑄𝑖𝑛𝑙𝑒𝑡 = 𝑉𝑖𝑛𝑙𝑒𝑡 × 𝐴𝑖𝑛𝑙𝑒𝑡   (1) 

However, Dyson company stated that this ratio is about 15.  

 

 
Figure 2. The effect of the Coanda effect on the air multiplier 

propeller [2] 

Lasse and Simon [4] analyzed the device with a bladeless 

profile section without a bottom cylinder. Thermophysical 

properties of the air are accepted as density (ρ) is 1.225 kg/m3, 

dynamic viscosity (µ) is 1.7894.10-5 kg/ms airflow velocity 

(V) is 2.5 m/s. They stated that the fan generates less noise 

due to low turbulence generation, there is some high 

turbulence near the jet nozzle, the output current is relatively 

constant. 

Three different geometries were created for the same 

parameters based on three different airfoils, which are 

NACA0012, NACA1408 and EPPLER1214. Among these 

profiles, NACA0012 was chosen because it is generally used 

in the literature, NACA1408 was chosen because it is similar 

to the NACA 0012 profile as symmetrical characteristic. 

EPPLER1214 model was chosen as an alternative model. 

The determined airfoils are given in Figure 3. 

The model shown in Figure 4 was drawn in the ANSYS 

DesignModeller tool. The system consists of two units. The 

lower unit is the section where the air enters and the second 

unit is the section through which the air is directed and sent 

from a circular narrow gap. The view of the airfoil on the 

geometry is shown in Figure 4. The mesh is shown  in Figure 

5. The skewness value of the mesh is greater than 0.7, 

however the number of elements with these skewness values 

is extremely low. The same is valid for orthogonal quality 

values less than 0.2. Because it has a very complex geometry 

and extremely small gaps through which the fluid passes, the 

best available mesh has been developed after mesh 

independence tests. 

For the turbulence model, a solution was tried by both k-ε 

and k-ω and the analyzes were continued with k-ω since 

better convergence. In order to capture the boundary layer 

correctly, the mesh density in the boundary layer was 

determined for the y+ value, which was obtained about as 1 

and maximum 1.8 for all three profiles. 

(a) 

(b) 

(c) 

Figure 3. Chosen airfoiller (a) NACA0012, (b) NACA1408 and 

(c) EPPLER1214 

 



 

 

 
Figure 4. Geometry model based on NACA 0012 airfoil. 

 

Figure 5. Mesh (NACA 0012) 

3. Results of Aerodynamic Analysis  

Boundary conditions for aerodynamic analysis of 

bladeless fan are shown in Table 1. The design parameters 

are shown in Table 2. and Figure 6. 

 

Table 1.  Boundary Conditions 

Velocity inlet  Outlet pressure Turbulence model 

0.02 m3/s 0 Pa k-ω 

 
Table 2.  Initial values of design parameters  

Parameter Initial Values 

Width [mm] 9 

The angle of Attack [°] 7 

Gap [mm] 5 

Diameter [mm] 116 

Tail Length [mm] 10 

Tail Angle [°] 45 

Length [mm] 200 

 

When the velocity vectors in Figure 7 and the velocity 

contours in Figure 8 are examined for the three airfoil 

geometries, it is seen that the circular airfoil geometry 

designed based on the NACA0012 profile accelerates the 

airflow more than the others. While the maximum velocity 

is approximately 18 m/s in the NACA 0012 profile, it is 

calculated as 12.5 m/s in the NACA1408 profile and 12 m/s 

in the EPPLER1214 profile. In addition, the flow is more 

stable and homogeneous in the NACA0012 profile. Due to 

the airfoil structure, the flow is more turbulent in the 

NACA1408 profile.  

 

Figure 6. Design parameters determined for analysis in NACA 

0012 airfoil geometry 

 
(a) 

 
(b) 

 

 
(c) 

Figure 7. a) Velocity vectors of a) NACA0012, b) NACA1408, 

c) EPPLER 1214 profiles 
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(a) 

 
(b) 

 
(c) 

Figure 8. a) NACA 0012, b) NACA 1408, c) EPPLER 1214 

velocity contours for shell design 

The ratios of the flow rate at outlet to the flow rate at inlet 

are shown in Figure 9 for the profiles. Due to it was 

determined that the NACA0012, NACA1408 and 

EPPLER1214 profiles multiplied the flow rate by 11 times, 

6 times, and 5 times, respectively. Regarding to the results, 

since the geometry created based on the NACA0012 profile 

increases the flow rate and velocity more than the others, and 

provides a more stable and homogeneous air flow, acoustic 

analyzes were continued with NACA0012 profile in the 

study. 

4. Optimization 

The optimization study was carried out to obtain the 

geometric design that provides the desired target values 

(highest flow, highest speed, least noise) by determining the 

lower and upper values for the geometric parameters given 

in Table 2. 

 
Figure 9. Rates of NACA0012, NACA 1408 and EPPLER 1214 

airfoil based geometries of outlet flow to inlet flow 

CFD analyzes were performed with geometries between 

the lower and upper ranges of the design parameters as based 

on the NACA0012 airfoil profile by using k-ω turbulence 

model in ANSYS Fluent. As a result of the analysis, it was 

also calculated how the design parameters in the range 

changed the target values. 

A volumetric flow rate of 0.02 m3/s is required at the fan 

inlet, and it is expected that the approximate air flow rate at 

the outlet will increase by 15 times (Table 3.). Air inlet 

velocity is calculated as 1.89 m/s for the multiplier air inlet 

area.  

Because the diameter of the air inlet is one of the design 

parameter values, the change in diameter causes the velocity 

of the inlet air to change. For this reason, the input velocity 

was defined as a parameter. Outlet pressure is 0 Pa, 

turbulence model is k-ω.  

Table 4. shows the lower and upper limit values of the 

design parameters. The lower and upper values were 

determined by taking care not to cause any distortion in the 

geometry when the value of any parameter is changed. 

Response surface methodology (RSM) is a collection of 

mathematical and statistical techniques, which was applied 

to establish a mathematical model between independent 

variable and dependent variable, and find the effect of 

parameters affecting a response in a process [17]. Originally, 

RSM was developed to model experimental responses and 

then migrated to the modelling of numerical experiments.   

 
Table 3. Expected value as a result of calculation 

Air inlet volume flow Air outlet volume flow 

0.02 m3/s 0.3 m3/s 

 
Table 4. Parameter values 

Parameters 
Lower 

values 

Upper 

Values 

Width [mm] 8 12 

      Angle of attack [°] 0 20 

Gap [mm] 2 10 

Diameter [mm] 110 130 

Tail length [mm] 7 15 

Tail angle [°] 30 60 

Length [mm] 180 220 

 

017 



 

 

 

(a) 

 

 

(b) 

 

 

(c) 

 

 

(d) 

The Response Surface Optimization method allows us to 

determine how the parameters change the target values in the 

specified ranges and to perform the optimization by 

determining the design parameter values that provide the 

desired target value. The Response Surface Optimization 

module was connected to the Fluent analysis and the targets 

was selected the minimum noise-and maximum flow rate.  

The changes in sound pressure caused by the change of 

each parameter are given in Figure 10. Other parameters 

were kept constant at the values indicated in Table 2 while 

examining the changes. As can be seen in Figure 10.a, the 

sound pressure level increased parabolically from 6.3° to 

6.94° of angle attack and reached the maximum sound 

pressure level of 77 dB, then the sound level decreased 

parabolically with from 7° to 7.7° of angle attack. As can be 

seen in Figure 10.b, The sound pressure increased linearly 

until the gap value was 4,8 mm, and at 5 mm it reached the 

highest sound pressure level of 77 dB. Although the gap 

value increased, the sound pressure level decreased linearly. 

The sound pressure level increased linearly up to the value 

of the width parameter was 8,8 mm, reaching the highest 

sound pressure level of 77 dB at 9 mm of. While the width 

value increased, the sound pressure level decreased linearly 

(Figure 10.c). As can be seen Figure 10.d, while the value of 

the length parameter was 195 mm and above, the sound 

pressure level increased linearly. It reached the highest sound 

pressure level of 92 dB at 220 mm.  

 

(e) 

 

(f) 

Figure 10. Effect of design parameters of NACA 0012 on sound 

level (a) Angle of attack (b) gap (c) width (d) length (e) tail 

angle (f) diameter 
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As can be seen Figure 10.e, the sound pressure level 

increased linearly up to the value of the tail angle parameter 

was 44°, and the highest sound pressure level reached 77 dB 

at 45°. In the following values, although the value of the tail 

angle increased, the sound pressure level decreased linearly. 

As can be seen Figure 10.f, the sound pressure level 

increased linearly up to the value of the diameter parameter 

was 103 mm, and reached the highest sound pressure level 

of 77 dB at 115.03 mm. While the diameter increased, the 

sound pressure level decreased linearly. 

Optimization results made with Multi Objective Genetic 

Algorithm (MOGA) method on ANSYS with the help of 

response surface data created with RSM are given in Table 

5. Three different optimal design points, P1, P2 and P3, 

which provide the highest the ratio of the output flow rate to 

the flow rate suctioned into the body by the radial fan 

(multiplied flow rate) and lowest sound pressure level targets, 

and the values of the design parameters at these points are 

given in the Table 5. 

4.1 Calculation of Sound Pressure Level with k-ω 

Turbulence Model  

A mesh structure has been created for the geometry that 

produces the least noise and corresponds to the highest ratio 

of flow rates. The k-ω method yields more accurate results 

in boundary layer calculations. Moreover, in calculations of 

acoustic pressure variation, the k-ω method is more suitable 

for calculating tonal noise. Time dependent flow field 

analyzes were performed using k-ω turbulence model and 

Ffowcs William-Hawkings (FW-H) acoustic analogy 

approach with ANSYS Fluent. 

Reference microphones are placed on the geometry in 

order to examine the sound pressure distribution results. The 

locations of the microphone points are given in Figure 11. 

Figure 12 shows the values obtained from the microphones 

at the reference points at different frequencies. 

Table 6. shows the sound pressure level at the microphone 

points. The 6th and 7th points are in the gap region where the 

fluid in the body comes out. Since the air velocity is high and 

the pressure is low here, the air at stagnant atmospheric 

pressure behind the body moves towards this low pressure 

region. Therefore, eddies are formed in this region and noise 

increases for high frequency values. A decrease of 

approximately 30 dB was observed in the noise level of the 

microphones at the 4th point, where located just at the exit of 

the body, and the 5th point, where located more distance of 

outlet of body. The lowest noise level was calculated as 90 

dB at the 5th point.The noise value measured at the 2nd point 

50 mm behind the body in the air flow direction is lower than 

the value at the 1st point, which is the starting point of the 

body. The noise level at the microphones at point 8 and point 

9, which are inside the body but further upstream of the 

output gap, have a lower value than those at points 6 and 7.  

Table 5. Optimization results 

Parameters P1 P2 P3 

Width [mm] 9.8193 9.8678 9.8968 

The angle of Attack [°] 7.6962 7.6769 7.6848 

Gap [mm] 5.4976 5.4898 5.4975 

Diameter [mm] 115.21 115.93 112.73 

Tail length [mm] 9.3284 9.3161 9.5405 

Tail angle [°] 42.801 42.984 42.396 

Length [mm] 201.74 199.12 199.14 

Ratio of flow rates 4.437 4.4831 4.5213 

Sound pressure level [dB] 84 84 84 

 

 
(a) 

 
(b) 

 
(c) 

Figure 11. Microphone points of the NACA 0012 airfoil k-w 

turbulence model (a) 1.point, 2.point and 3.point, (b) 4.point 

and 5.point,  (c) 6.point, 7.point, 8.point and 9.point  
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(a) 

 

(b) 

 
(c) 

Şekil 12. According to the k-w turbulence model For 1.point, 

2.point and 3.point, (a) 4.point,5.point and 6.point (b) 7.point, 

8.point and 9.point (c) The effect of frequency on sound 

pressure level of points 

Table 6. Sound pressure level 

Points Sound Pressure Level (dB) 

1.point [mm] 97 dB 

2.point [mm] 94 dB 

3.point [mm] 98 dB 

4.point [mm] 95 dB 

5.point [mm] 90 dB 

6.point [mm] 110 dB 

7.point [mm] 120 dB 

8.point [mm] 97 dB 

9.point [mm] 105 dB 
 

Sudden changes in the sound pressure level at high 

frequency values are due to the effect of eddy regions caused 

by pressure changes. Since the eddy represents the high 

energy in the flow field, the change in high frequencies 

increases the noise level due to the eddies. 

4.2 Calculation of Sound Pressure Level with LES Model 

Using LES turbulence model instead of the k-ω turbulence 

model in computational fluid dynamics allows to obtain 

more accurate solutions [10]. With models such as LES, 

large-scale eddy structures in the flow can be solved with the 

help of additional models (such as WALE Subgrid Scale, and 

Smagorinsky Subgrid Scale models), and the turbulence 

behavior can be solved mathematically at a rate of 90% 

directly [10]. Time dependent flow field analyzes were 

performed using LES turbulence model and FW-H acoustic 

analogy approach with ANSYS Fluent. 

Figure 13 shows the values obtained from the 

microphones at the reference points at different frequencies. 

 
(a) 

 
(b) 

 
(c) 

Figure 13 For the LES turbulence model, For 1.point, 2.point 

and 3.point, (a) for 4.point,5.point and 6.point (b) for 7.point, 

8.point and 9.point ( c) The effect of frequency on sound 

pressure level 
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Table 7. Sound Pressure Levels 

Points Sound Pressure Levels (dB) 

1.point [mm] 70 dB 

2.point [mm] 66 dB 

3.point [mm] 72 dB 

4.point [mm] 71 dB 

5.point [mm] 57 dB 

6.point [mm] 93 dB 

7.point [mm] 98 dB 

8.point [mm] 84 dB 

9.point [mm] 81 dB 

 

Table 7. demonstrates the sound pressure level at the 

microphone points. At 6th and 7th points, since air around 

the profile body has moved towards the low-pressure region, 

eddies have formed. According to the LES model calculation 

results; at the 6th and 7th points, the noise increased for high-

frequency values. The noise level of the microphones at the 

4th and 5th points showed a decrease of approximately 20 

dB and 40 dB, respectively, from the noise levels at the 6th 

and 7th points. The lowest noise level was calculated as 57 

dB at the 5th point. The value measured at the 2nd point has 

a lower noise value than the 1st point. As seen in 

microphones at 8th and 9th points, the velocity has a lower 

value compared to points 6 and 7. Therefore, the noise level 

has been reduced by about 13 dB. The rapid changes seen in 

the sound pressure level data at high-frequency values are 

due to the effect of pressure drops and eddy zones.  

The results obtained from the calculations with k-ω at the 

6th and 7th points, 22 dB higher sound pressure level was 

measured than the values calculated with the LES. The 

results obtained from the calculations with k-ω at the 1st 

point and the 2nd point, 28 dB higher sound pressure level 

was measured compared to the values calculated with the 

LES. The lowest sound pressure level was calculated at the 

5th point in the solution with the k-ω turbulence model and 

LES model, and the results obtained from the calculation 

with the LES are 33 dB lower than the noise value calculated 

with the k-ω turbulence model. Points 4 and 5 are two points 

outside the air multiplier fan. The noise difference between 

calculations with the k-ω turbulence model and LES model 

is 24 dB at 4th point, and is 33 dB at 5th point, and is 26 dB 

at 3th point. 

 

 
Figure 14. Fan Noise Level by Dyson company [2] 

The results obtained with the LES method are more 

sensitive than the results calculated with the k-ω turbulence 

model. However, the solution time is longer. While the k-ω 

method solves turbulence by modeling, LES provides a 

direct solution. Therefore, the results of the calculations 

using the LES method are closer to the noise results 

announced by the Dyson company (Figure 14).  

 

5. Conclusions 

In this stud, three different air multiplier fan geometries 

were created based on NACA 0012, NACA1408, and 

EPPLER 1214 airfoils. As a result of the calculations made 

with CFD analysis, it was determined that the body profile 

providing the highest flow rate was NACA 0012. Using the 

ANSYS Response Surface optimization tool with seven 

geometric design parameters, a CFD-based study was 

conducted to determine the design that generates the least 

noise against the ratio of flow rate. 

In the design that produces the least noise, the ratio of the 

output flow to the input flow is calculated as approximately 

4.5. The geometry with the body profile of the bladeless fan 

determined as a result of this optimization was calculated 

using CFD analyzes and sound pressure level k-ω and LES 

turbulence models. 

According to the results of these calculations, the noise 

decreases as the gap parameter value increases, the noise 

decreases as the angle of attack parameter value increases, 

the noise decreases as the width parameter value increases, 

the noise decreases up to a certain value of the length 

parameter value increases, then it has a constant value. The 

tail angle value increases, the noise decreases up to the 45º 

of the value of the parameter. As the diameter parameter 

increases, the noise decreases parabolically. When the value 

of the tail length parameter is up to 9 mm, the noise decreases 

and then increases. 

 By using the k-ω and LES method, the pressure 

distribution over 9 different microphones (observation) 

points were examined depending on time. It has been 

observed that the results obtained from the solutions made 

with the LES method are more sensitive and closer to the 

results announced by the Dyson company. The results 

obtained with the LES method showed that the determined 

design was usable. 
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Research Article 

Energy and exergy analysis in the ejector expansion refrigeration cycle under 

optimum conditions 
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  ARTICLE INFO  ABSTRACT 

 Refrigeration systems progress in parallel with the development of technology and the ways of 

saving energy in refrigeration systems are being researched. The literature suggests that 

incorporating ejectors in refrigeration systems can boost the coefficient of performance (COP) of 

the system. By utilizing ejector expansion, it is possible to improve the performance of the vapor 

compression refrigeration cycle (VCRC) by recapturing the expansion work that is typically lost 

during the expansion valve process. The present study investigation aims to contribute to the field 

of refrigeration by exploring the optimum pressure drop for three commonly utilized refrigerants. 

Specifically, the study scrutinizes the performance of an ejector based refrigeration cycle that 

incorporates a constant pressure mixing ejector. Utilizing the energy and exergy analyses are 

conducted to assess the system's performance with R134a, R600a, and R290 refrigerants across 

five distinct evaporator temperatures, namely 0°C, -5°C, -10°C, -20°C, and -30°C. The study 

further determines the optimum pressure drops in the secondary nozzle and the ejector area ratio 

at a specified condenser temperature, and examines the resultant total exergy destruction and 

exergy efficiency of the system. For R290 refrigerant; performance improvement ratio, decrease 

in total exergy destruction and exergy efficiency improvement ratios were found as 1.23, 54.02% 

and 22.97%, respectively. As a result, R290 is the most appropriate refrigerant for ejector 

expansion refrigeration cycle (EERC) among the refrigerants investigated as a result of the energy 

and exergy analyses. 

Keywords: 
Ejector  

Ejector expansion refrigeration 

cycle 
Exergy analysis 

 

 
 

 

 
1. Introduction 
 

Refrigeration systems are preservation methods using 

in various applications that not only create a livable 

environment (commercial, residential vehicles, and 

buildings, etc.) but also serve to industrial sector, 

healthcare sectors etc. Therefore, performance 

improvements for the VCRC cover a wide range of 

applications. Reducing the throttling losses in the 

expansion valve is one of the methods to improve the 

system performance [1]. 

The conventional refrigeration cycle typically treats 

the expansion work that occurs during throttling as a 

form of energy loss. To compensate for this expansion 

work loss, it is conceivable to include a turbine instead 

of a throttling valve. However this is not practically 

possible. Instead, the ejector is preferred because of its 

simplicity, low cost and absence of moving parts [2]. 

One possible way to recover some of the kinetic energy 

lost during the expansion process in the VCRC is to 

replace the expansion valve with an ejector. By doing 

so, the compressor suction pressure can be increased, 

leading to a reduction in compression work when 

compared to a conventional cycle. 

Theoretical studies [3-7] and experimental studies [8-

12] on refrigeration systems using ejectors instead of 

expansion valves presented that the COP is higher than 

the conventional systems. Ersoy and Bilir [13] 

performed an ejector system exergetically and examined 

the effects of ejector components on system 

performance. During their investigation, they observed 

that the efficiency of the ejector improved as the 

performance of the system increased, but this 

improvement was accompanied by a decrease in the 

ejector's area ratio. In their study, Bilir et al. [14] 

conducted a theoretical analysis of the COP in an ejector 

expander refrigerator, focusing on the influence of the 

refrigerant type on COP variations. The highest COP 

value was obtained for isobutane (R600a) among the 

refrigerants studied, followed by R134a. A modified 

VCRC utilizing an ejector as an expansion device was 

evaluated using three commonly used refrigerants: 
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R134a, R407C, and R410A. The study focused on 

analyzing the efficiency of the system, taking into 

account the condenser temperature of 35°C and 

evaporator temperature of 5°C. The results showed that 

the highest efficiency based on the second law was 

achieved under these conditions [15]. 

Gao et al. [16] studied a modified double evaporator 

EERC with R290. The study's findings indicate that the 

newly developed cycle exhibits superior energy and 

exergy performance compared to the conventional 

cycle. Specifically, the modified cycle's COP and exergy 

efficiency were observed to attain higher values than 

those of the conventional cycle under specific operating 

conditions. 

A study conducted to compare ejector compression 

and VCRC found that at an evaporator temperature of 

5°C and a condenser temperature of 40°C, the ejector 

compression system showed approximately 16% higher 

COP and second law efficiency compared to the VCRC 

system. Furthermore, the total exergy destruction 

observed in the VCRC was approximately 24% greater 

than that in the ejector expander cycle, given the same 

operating conditions [17]. 

Takleh and Zare [18] introduced a new EERC and 

performed a thermodynamic analysis using the first and 

second laws of thermodynamics with six different 

refrigerants: R134a, R236fa, R227ea, R500, R1234yf, 

and R1234ze. The authors found that, of the refrigerants 

examined, R1234ze exhibited 5.7% and 15.5% higher 

exergy efficiency compared to the conventional EERC 

and conventional VCRC, respectively, when operating 

at 40°C condenser temperature and 5°C evaporator 

temperature. 

Cui et al. [19] proposed a new ejector-supported dual-

evaporator refrigeration cycle for household refrigerator 

applications. According to their analysis results, the new 

cycle showed a 7.7% and 5.5% increase in the 

coefficient of performance and volumetric cooling 

capacity, respectively, compared to the split-ejector 

cycle with condenser output. Furthermore, the new cycle 

exhibited a 57% and 58% increase in these parameters, 

respectively, compared to the classical VCRC. 

For household refrigerator/freezer applications, Chen 

et al. [20] introduced an ejector vapor compression 

refrigeration cycle (EVRC) that utilizes a zeotropic 

hydrocarbon mixture of R290/R600a. When compared 

to the classical VCRC, the new cycle showed significant 

improvements of 13.5%, 19.3%, and 13.4% in its 

coefficient of performance, volumetric cooling capacity, 

and exergy efficiency, respectively. 

Bai et al. [21] conducted an experimental 

investigation of an ejector-automatic cascading 

refrigeration cycle that employed a zeotropic refrigerant 

mixture of R134a/R23. They conducted performance 

comparisons between the ejector cycle and two classical 

refrigeration cycles under selected operating conditions.             

According to the authors, the ejector cycle 

demonstrated notable benefits in terms of achieving 

lower cooling temperatures and higher energy 

utilization efficiency when compared to conventional 

cycles. Specifically, the improvements in the COP and 

exergy efficiency of the ejector cycle were observed to 

be 9.6% and 25.1%, respectively. 

Jeon et al. [22] researched the performance traits of a 

household refrigerator-freezer using R600a refrigerant 

with a condenser split ejector refrigeration cycle. To 

investigate the impact of entrainment ratio on pressure 

lift effect, mass flow rate variation, and performance 

coefficient improvement, the authors employed a test 

rig. Their findings revealed that, for comparable cooling 

capacity conditions, the COP of the condenser split 

ejector cycle could be enhanced by up to 11.4% when 

the entrainment ratio reached 0.18, as compared to 

conventional cycles. 

The primary purpose of incorporating an ejector in the 

EERC is to minimize the level of irreversibility that 

typically occurs during the throttling process. When an 

ejector is used as an expansion valve in a refrigeration 

system, it is crucial to conduct an exergy analysis to 

determine the extent to which the irreversibility is 

reduced in the system and its components. By applying 

exergy analysis, it becomes possible to assess the 

irreversibilities that arise within energy systems, 

identify their origins, magnitudes, and distribution, and 

consequently, devise strategies for efficient energy 

utilization [23]. Despite this result, possibilities to 

improve performance should be investigated by using 

different fluids and, if any, different methods. 

The purpose of this study and how it differs from 

previous studies in the literature is to find the optimum 

pressure drop for different evaporator temperatures and 

three  different refrigerants, to perform exergy analysis 

for the optimum situation, and to determine the losses in 

each component in the system. During the analyses, 

optimum pressure drops were determined for each 

evaporator temperature, and each component's exergy 

destruction was examined. The originality of this study 

lies in determining the optimum pressure drop for 

R134a, R600a, and R290 refrigerants in a constant 

pressure mixing ejector at evaporator temperatures of 0, 

-5, -10, -20, and -30°C, and continuing with exergy 

analysis using these optimum pressure drops. In this 

context, while the optimum pressure drop is found; the 

pressure lift ratio, performance improvement ratio 

created by the use of the ejector system, and the ejector 

area ratio, which determines the ejector design 

parameter, based on the pressure drop in the secondary 

nozzle were obtained. 
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2. Thermodynamics Model and System 

Description 

Figure 1 and Figure 2 demonstrate the operating 

schematic presentation of VCRC and EERC, 

respectively. As seen from these figures, the EERC is an 

improvement of the VCRC due to the addition of a 

vapor-liquid separator instead of the expansion valve, as 

well as an ejector to minimize throttling losses.  

Figure 3 illustrates the P-h diagram obtained for the 

R600a refrigerant at -30°C evaporator temperature in the 

VCRC, and Figure 4 indicates the P-h diagram obtained 

for the EERC at -30°C evaporator temperature using the 

R600a refrigerant.  

 

Figure 1. Schematic presentation of VCRC 

 

 

Figure 2. Schematic presentation of EERC 

 

Figure 3. P-h diagram for R600a refrigerant of the VCRC. 

 

Figure 4. P-h diagram for R600a refrigerant of the EERC 

This research involved the development of a 

thermodynamics model using a FORTRAN code 

specifically designed for EERC that utilizes a constant 

pressure ejector. The thermodynamic states of the 

refrigerants were obtained using REFPROP version 9.1. 

The model incorporates the conservation equations for 

mass, momentum, and energy. The thermodynamic 

properties of each point in the cycle were determined by 

considering the isentropic efficiency values for the 

irreversibilities in the ejector and compressor. The 

equations required for (constant pressure mixing) CPM 

modeling were used and the efficiency was assumed to 

be 100% for the separator (steam-liquid separator) [24]. 

The performance improvement ratio, ejector area ratio, 

and pressure lift ratio were calculated using the 

following methods: 

Equations (1-3) are utilized to define the functioning 

of the motive nozzle of the ejector. Similarly, equations 

(4-6) are employed to represent the operations occurring 

in the secondary nozzle of the ejector. Moreover, 

equations (7-8) capture the mathematical relationships 

utilized to model the behavior of the ejector during 

constant pressure mixing. Lastly, equations (9-10) are 

utilized to define the functioning of the diffuser section 

of the ejector at the outlet. [24]. 
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Table 1. CPM Ejector theory equations 

 CPM Ejector Theory Equations 

Eq. (1) 𝜂𝑚𝑛 =
ℎ𝑚𝑛,𝑜𝑢𝑡 − ℎ𝑚𝑛,𝑖𝑛

ℎ𝑚𝑛,𝑜𝑢𝑡,𝑠 − ℎ𝑚𝑛,𝑖𝑛

 

Eq. (2) 𝑉𝑚𝑛,𝑜𝑢𝑡 = √2(ℎ𝑚𝑛,𝑖𝑛 − ℎ𝑚𝑛,𝑜𝑢𝑡) 

Eq. (3) 𝑎𝑚𝑛 =
𝜈𝑚𝑛,𝑜𝑢𝑡

𝑉𝑚𝑛,𝑜𝑢𝑡(1 + 𝑤)
 

Eq. (4) 𝜂𝑠𝑛 =
ℎ𝑠𝑛,𝑜𝑢𝑡 − ℎ𝑠𝑛,𝑖𝑛

ℎ𝑠𝑛,𝑜𝑢𝑡,𝑠 − ℎ𝑠𝑛,𝑖𝑛

 

Eq. (5)  𝑉𝑠𝑛,𝑜𝑢𝑡 = √2(ℎ𝑠𝑛,𝑖𝑛 − ℎ𝑠𝑛,𝑜𝑢𝑡) 

Eq. (6) 𝑎𝑠𝑛 =
𝜈𝑠𝑛,𝑜𝑢𝑡

𝑉𝑠𝑛,𝑜𝑢𝑡(1 + 𝑤)
 

Eq. (7) 𝑉𝑑𝑖𝑓𝑓,𝑖𝑛(𝑚𝑖𝑥,𝑜𝑢𝑡) = 𝑟𝑉𝑚𝑛,𝑜𝑢𝑡 + (1 − 𝑟)𝑉𝑠𝑛,𝑜𝑢𝑡 

Eq. (8) 
ℎ𝑑𝑖𝑓𝑓,𝑖𝑛(𝑚𝑖𝑥,𝑜𝑢𝑡) = 𝑟ℎ𝑚𝑛,𝑖𝑛 + (1 − 𝑟)ℎ𝑠𝑛,𝑖𝑛 −

𝑉𝑑𝑖𝑓𝑓,𝑖𝑛
2

2
 

Eq. (9) ℎ𝑑𝑖𝑓𝑓,𝑜𝑢𝑡 =
ℎ𝑚𝑛,𝑖𝑛 + 𝑤ℎ𝑠𝑛,𝑖𝑛

1 + 𝑤
 

Eq. 

(10) 
ℎ𝑑𝑖𝑓𝑓,𝑜𝑢𝑡 =

ℎ𝑚𝑛,𝑖𝑛 + 𝑤ℎ𝑠𝑛,𝑖𝑛

1 + 𝑤
 

 

With the help of the COP of VCRC and EERC, the 

performance of these two cycles can be compared with 

the help of Eq. (11). 

  𝑅 =
𝐶𝑂𝑃𝐸𝐸𝑅𝐶

𝐶𝑂𝑃𝑉𝐶𝑅𝐶
                                                          (11) 

The area ratio given by Eq (12) is an important 

parameter obtained as a result of thermodynamic 

analysis for ejector designs. 

𝐴𝑟 =
𝑎𝑚,𝑜𝑢𝑡+𝑎𝑠,𝑜𝑢𝑡

𝑎𝑚,𝑜𝑢𝑡
                                                      (12) 

The pressure lift ratio is determined as the ratio 

between the outlet pressure of the ejector and the 

pressure of the secondary fluid that enters the ejector, 

and it can be calculated by using Equation (13). The 

secondary flow is the flow out of the evaporator. 

𝑃𝑙𝑟 =
𝑃𝑑𝑖𝑓𝑓,𝑜𝑢𝑡

𝑃𝑠𝑛,𝑖𝑛
                                                            (13) 

Mass ratio is a parameter obtained from the 

entrainment ratio and is determined by Eq. (14) [24]. 

The primary flow is the flow out of the condenser. 

𝑟 =
𝑚𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑓𝑙𝑜𝑤

𝑚𝑡𝑜𝑡𝑎𝑙
                                                   (14) 

The reference state is denoted by a subindex of 0, an 

atmospheric pressure of 101.325 kPa, and 25°C ambient 

temperature are accepted for this study. To estimate the 

exergy for each component of the EERC, the mass flow 

rate per unit mixture in the ejector is used (Eq. 15). 

𝐸𝑖 = [(ℎ𝑖 − ℎ0) − 𝑇0(𝑠𝑖 − 𝑠0)]𝑚𝑖                              (15) 

When   𝑖 = 1, 2, 3, 4 ,  𝑚𝑖 = 𝑟 

When   𝑖 = 5, 6 ,  𝑚𝑖 = 1 

When   𝑖 = 7, 8, 9, 10 ,  𝑚𝑖 = 1 − 𝑟 

The exergy losses in each component of the EERC 

can be obtained with the following equations (Eq. 16-

20):  

For compressor: 

𝐸𝑥𝑐𝑜𝑚𝑝 = (𝐸1 − 𝐸2) + 𝑊𝑐𝑜𝑚𝑝                   (16) 

For condenser:  

 𝐸𝑥𝑐𝑜𝑛𝑑 = 𝐸2 − 𝐸3                    (17) 

For evaporator: 

𝐸𝑥𝑒𝑣𝑎𝑝 = (𝐸8 − 𝐸9) + [𝑄𝑒𝑣𝑎𝑝 (1 −
𝑇0

𝑇𝑙
)]                   (18) 

𝑇𝑙 = 𝑇𝑒𝑣𝑎𝑝 + 5   

For ejector: 

𝐸𝑥𝑒𝑗𝑒𝑐𝑡𝑜𝑟 = 𝐸3 + 𝐸9 − 𝐸6                       (19) 

For expansion valve: 

𝐸𝑥𝑒𝑥𝑝 = 𝐸7 − 𝐸8                            (20) 

    The total exergy destruction in the system can be 

determined by summing up the exergy destruction of 

each individual component using Equation (21). 

𝐸𝑥𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑥𝑐𝑜𝑚𝑝 + 𝐸𝑥𝑐𝑜𝑛𝑑 + 𝐸𝑥𝑒𝑣𝑎𝑝 + 𝐸𝑥𝑒𝑗𝑒𝑐𝑡𝑜𝑟 +

𝐸𝑥𝑒𝑥𝑝                                                                              (21) 

The exergy efficiency of the EERC is determined 

with the Eq. (22). 

Ψ𝑒𝑗 = 1 −
𝐸𝑥𝑡𝑜𝑡

𝑊𝑐𝑜𝑚𝑝
                                                          (22) 

3. Operation Conditions and Model Validation 

The operating conditions in the analyses are given in 

Table 2. Five different temperatures (0°C, -5°C, -10°C, 

-20°C, -30°C) were determined for the evaporator. 

Table 2. Operation conditions for analyses 

Evaporator temperature 

Te [˚C] 
0, -5, -10, -20, -30 

Condenser temperature 

Tc [˚C] 
40 

Compressor isentropic 

efficiency (ηcomp) 
0.75 

Primary nozzle 

isentropic efficiency (ηm) 
0.9 

Secondary nozzle 

isentropic efficiency (ηs) 
0.9 

Diffuser isentropic 

efficiency (ηd) 
0.8 

 

Some general physical properties of R600a, R134a, 

and R290 are provided in Table 3. 
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Table 3. Physical properties of R600a, R134a and R290 [25] 

Refrigerants R600a R134a R290 

Chemical 

name 
Isobutane 

1,1,1,2-

Tetrafl

oretan 

Propane 

Molar mass 

(g/mol) 
58.12 102.03 44.1 

Normal 

boiling Point 

(°C) 

-11.75 -26.07 -42.1 

Critical 

temperature 

(°C) 

134.66 101.06 96.74 

Critical 

pressure 

(MPa) 

3.629 4.059 4.251 

Safety class A3 A1 A3 

ODP 0 0 0 

GWP 4 1301 3 

 

Figure 5 illustrates the comparison between the model 

created in this study and the reference model of under 

the same operating conditions (Tcond = 40°C, ηmn = ηsn = 

0.9, ηcomp =0.75) using R134a as the refrigerant [26]. 

This comparison was performed to investigate COP with 

a changing evaporator temperature, with an 

inconsistency of 1.03%. 

Figure 6 demonstrates the calculation procedure for 

the thermodynamic modeling of the ejector with 

iterative solution method. 

4. Results and Discussion 

Graphs of the changes in pressure lift ratio and 

performance improvement ratio were obtained to 

determine the optimum pressure drop using a constant 

pressure ejector for three different refrigerants while 

considering the basic factors affecting the performance 

of the ejector. Exergy analyses are performed with the 

pressure drops determined by these parameters. 

 

 

Figure 5. Comparison of the current model with (Yadav and 

Neeraj, 2018) 

Figure 6. Flow chart of computation procedure 

Figure 7-9 demonstrate the graphs obtained as a result 

of thermodynamic analyses using R600a refrigerant. 

Figure 7 displays the change in pressure lift ratio 

depending on the pressure drop in the secondary nozzle. 

The pressure lift ratio in the ejector is an important 

performance parameter. The higher this ratio, the higher 

the system performance. Because the compression work 

required is reduced. The aforementioned statement 

implies a discussion about an EERC, wherein a 

reduction in the compressor's work requirement could 

lead to an enhancement in the COP of the EERC.  

In the given context, it is stated that the pressure drop 

at the maximum pressure lift ratio has been observed to 

be 5 kPa for R600a refrigerant at evaporator 

temperatures of 0°C, -10°C, -20°C, and -30°C. For -5°C 

evaporator temperature, the optimum pressure drop is 

approximately 9 kPa. Figure 7 and Figure 8 are actually 

Input Parameters: Refrigerant selection, 

Tmn,in, Tsn,in, 𝜂𝑚𝑛, 𝜂𝑠𝑛 , 𝜂𝑑𝑖𝑓𝑓 , 𝜂𝑐𝑜𝑚𝑝 

Guess r value 

Motive nozzle  

Equations (1-3) 

 

Secondary nozzle  

Equations (4-6) 

Constant pressure mixing ejector 

Equations (7-8) 

 

Diffuser equations 

Equations (9-10) 

 

Check (CPM) 

𝑟 = 𝑥𝑑𝑖𝑓𝑓,𝑜𝑢𝑡 

 

Yes No 

Outputs: Ejector 

improvement ratio, 

ejector area ratio, pressure 

lift ratio, mass ratio, 

optimum pressure drop, 

exergy destruction, 

exergy efficiency 
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graphs that support each other, as an increase in the 

pressure lift ratio means an increase in the system 

performance improvement ratio. The maximum value 

reached in the system performance improvement ratio 

was obtained as approximately 1.22 with a pressure drop 

of 5 kPa for -30°C evaporator temperature. After 

approximately 35 kPa pressure drop value for -30°C 

evaporator temperature, the performance improvement 

ratio decreased below 1 and has no advantage over 

VCRC. Looking at the same graph for -20°C evaporator 

temperature, it has been seen that the performance 

improvement ratio drops below 1 after a pressure drop 

of 50 kPa. This situation is also reflected in Figure 9 of 

the ejector area ratio graph. For evaporator temperatures 

of 0, -10, -20, -30°C, the optimum ejector area ratio can 

be found from Figure 9 by considering the optimum 

pressure drop amounts found in Figure 7 and Figure 8. 

The area ratios for each evaporator temperature are: 

8.144 for 0°C, 5.85 for -5°C, 6.933 for -10°C, 5.852 for 

-20°C, 4.892 for -30°C. 

Figure 10-12 illustrates the graphs acquired as a result 

of thermodynamic analyses using R134a refrigerant. For 

R134a refrigerant, the pressure drop with the maximum 

pressure lift ratio for evaporator temperatures of 0, -5 

and -10°C is 15 kPa. It is approximately 14 kPa for -

20°C evaporator temperature and 12 kPa for -30°C 

evaporator temperature. 

 

 
Figure 7. Variation of pressure lift ratio with pressure drop in 

secondary nozzle. 

 

 
Figure 8. Variation of the performance improvement ratio 

with the pressure drop in the secondary nozzle. 

 
Figure 9. Variation of the ejector area ratio with the pressure 

drop in the secondary nozzle. 

 

The maximum value reached in the system 

performance improvement ratio was obtained as 

approximately 1.221 with a pressure drop of 12 kPa for 

-30°C evaporator temperature. There is no case where 

the performance improvement ratio or the pressure lift 

ratio falls below 1 for the pressure drop values observed. 

The area ratios for each evaporator temperature are: 

6.573 for 0°C, 6.082 for -5°C, 5.616 for -10°C, 4.892 for 

-20°C, 4.358 for -30°C. 

 

 
Figure 10. Variation of pressure lift ratio with pressure drop 

in secondary nozzle. 

 

 
Figure 11. Variation of the performance improvement ratio 

with the pressure drop in the secondary nozzle. 
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Figure 12. Variation of the ejector area ratio with the pressure 

drop in the secondary nozzle. 

 

Under the conditions of a -30°C evaporator 

temperature and a 12 kPa pressure drop, the system 

performance improvement ratio for R134a refrigerant 

was found to be 1.221, the highest value obtained. The 

system performance improvement ratio for R600a 

refrigerant was found to be highest at approximately 

1.22 under the conditions of a -30°C evaporator 

temperature and a 5 kPa pressure drop. 

Figure 13, Figure 14, and Figure 15 indicate the 

graphs obtained as a result of thermodynamic analyses 

using R290 refrigerant. For R290 refrigerant, the 

pressure drop with the maximum pressure lift ratio for 

0, -5, -10, -20, and -30°C evaporator temperatures is 20 

kPa. The highest value obtained in the system 

performance improvement ratio was obtained as 

approximately 1.23 with a pressure drop of 20 kPa for -

30°C evaporator temperature. The ejector area ratios for 

each evaporator temperature are: 6.705 for 0°C, 6.286 

for -5°C, 5.881 for -10°C, 5.121 for -20°C, 4.424 for -

30°C. 

The maximum system performance improvement 

ratio for R134 refrigerant was achieved under the 

conditions of a -30 °C evaporator temperature and a 12 

kPa pressure drop, with a value of 1.221.  

 

 
Figure 13. Variation of pressure lift ratio with pressure drop 

in secondary nozzle. 

 

 
Figure 14. Variation of the performance improvement ratio 

with the pressure drop in the secondary nozzle. 

 
Figure 15. Variation of the ejector area ratio with the pressure 

drop in the secondary nozzle. 

 

Under the conditions of a -30°C evaporator 

temperature and a 5 kPa pressure drop, the maximum 

value attained for the system performance improvement 

ratio of R600a refrigerant was approximately 1.22. The 

maximum value obtained in the system performance 

improvement ratio for R290 refrigerant was obtained as 

approximately 1.23 with a pressure drop of 20 kPa for -

30°C evaporator temperature. 

The primary objective of the ejector is to minimize 

irreversibility in the system. In the EERC and VCRC, 

the exergy analyses conducted in this study solely 

considered physical exergy, neglecting chemical, 

kinetic, and potential exergy.  

Figure 16-21 present how the use of ejectors in the 

cycle will lead to a reduction in the amount of 

irreversibility in each component and the overall system. 

Exergy destruction values for each component and the 

overall system were computed in Figure 16 and Figure 

17, utilizing the optimum pressure drop values identified 

earlier for R134a refrigerant at evaporator temperatures 

of -5°C and -30°C. For R134a, the optimum pressure 

drop values for evaporator temperatures of -5 and -30°C 

are 15 and 12 kPa, respectively. When utilizing R600a 

refrigerant, the optimum pressure drop values for 

evaporator temperatures of -5°C and -30°C are 

determined to be 9 kPa and 5 kPa, respectively. In the 
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use of R290 refrigerant, the optimum pressure drop 

value for evaporator temperatures of -5 and -30°C is 20 

kPa.  

It has been calculated that the amount of exergy 

destruction occurring in each element of the ejector 

system is less than in the conventional vapor 

compression system. Based on the exergy analysis 

outcomes presented in Figure 16 for the evaporator 

temperature of -5°C, employing R134a refrigerant, the 

total exergy destruction value for the VCRC was 

determined to be 26.92 kJ/kg, whereas the EERC 

recorded a total exergy destruction value of 13.10 kJ/kg. 

As per the results, the total exergy destruction of the 

EERC reduced by 51.34% in comparison to the VCRC. 

The exergy destruction attributed to the expansion valve 

in the VCRC is calculated as 6.032 kJ/kg, whereas the 

EERC's expansion valve exergy destruction value is 

computed to be 0.0322 kJ/kg. Due to its negligible value, 

the expansion valve exergy destruction for the EERC 

was excluded from the chart. 

Based on the exergy analysis outcomes presented in 

Figure 17 for the -30°C evaporator temperature using 

R134a refrigerant, the total exergy destruction values for 

the VCRC and EERC were determined to be 44.352 

kJ/kg and 20.47 kJ/kg, respectively. The findings 

indicate that the total exergy destruction in the EERC 

was reduced by 53.84% when compared to that of the 

VCRC. 

Upon analyzing the exergy outcomes presented in 

Figure 18 for the -5°C evaporator temperature with 

R600a refrigerant, the total exergy destruction of the 

VCRC was determined to be 47.22 kJ/kg, while the 

EERC registered a total exergy destruction value of 

23.18 kJ/kg. Accordingly, the total exergy destruction of 

the EERC decreased by 50.91% compared to the VCRC. 

In view of the exergy analysis results for -30°C 

evaporator temperature using R600a refrigerant in 

Figure 19, the total exergy destruction of the VCRC was 

calculated to be 75.97 kJ/kg, while the total exergy 

destruction of the EERC was determined to be 35.37 

kJ/kg. Accordingly, the total exergy destruction of the 

EERC decreased by 53.44% compared to the VCRC. 

Considering the exergy analysis outcomes presented 

in Figure 20 for the -5°C evaporator temperature 

utilizing R290 refrigerant, the total exergy destruction 

values for the VCRC and EERC were determined to be 

51.91 kJ/kg and 25.04 kJ/kg, respectively. Based on the 

results, the total exergy destruction of the EERC 

decreased by 51.75% in comparison to the VCRC. 

The exergy analysis results for R290 refrigerant and 

an evaporator temperature of -30°C showed that the total 

exergy destruction of the VCRC was 85.13 kJ/kg, 

whereas the total exergy destruction of the EERC was 

found to be 38.99 kJ/kg. Hence, the total exergy 

destruction in the EERC decreased by 54.20% compared 

to that of the VCRC. 

In conclusion, upon comparing the exergy destruction 

values obtained from the analyses conducted for six 

different scenarios presented in Figures 16-21 for both 

VCRC and EERC, the most significant decrease of 

54.20% was observed when using R290 refrigerant with 

a -30°C evaporator temperature. 

 

 
Figure 16. Comparison of EERC and VCRC exergy 

destruction amounts (R134a, Tevap=-5°C) 

 
Figure 17. Comparison of EERC and VCRC exergy 

destruction amounts (R134a, Tevap=-30°C) 
 

 
Figure 18. Comparison of EERC and VCRC exergy 

destruction amounts (R600a, Tevap=-5°C) 
 

 
Figure 19. Comparison of EERC and VCRC exergy 

destruction amounts (R600a, Tevap=-30°C) 
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Figure 20. Comparison of EERC and VCRC exergy 

destruction amounts (R290, Tevap=-5°C) 

 

 
Figure 21. Comparison of EERC and VCRC exergy 

destruction amounts (R290, Tevap=-30°C) 

 

Figures 22-23-24 exhibit how the exergy efficiency 

improvement ratio changes with the condenser 

temperature for R134a, R600a, and R290 refrigerants, 

respectively. As the condenser temperature increases, 

the rate of exergy efficiency improvement ratio also 

increases. Upon analyzing the situation for a single 

evaporator temperature, it can be noticed that the losses 

in the expansion valve rise as the pressure differential 

between the condenser and evaporator grows, which is 

directly proportional to the increase in the condenser 

temperature. Utilizing an ejector instead of the 

expansion valve in a refrigeration system can lead to an 

increase in the recycling rate of losses and thereby result 

in an improvement in the exergy efficiency 

improvement ratio. The exergy efficiency improvement 

ratios for R134a, R600a, and R290 refrigerants at a 

condenser temperature of 40°C were found to be 

22.09%, 20.74%, and 22.97%, respectively. Therefore, 

the highest increase in terms of exergy efficiency 

improvement ratio was achieved with R290 refrigerant. 

In Figure 25, the variation of the COP value of the 

EERC depending on the pressure drop in the ejector is 

given for R134a, R600a, R290 used in this study and 

R134a used in the reference model. As a result of the 

comparative energy and exergy analyzes for the fluids 

used in the study, the use of R290 refrigerant was 

suggested. For R290 refrigerant, the COP was found to 

be 6.33 at a pressure drop of 15 kPa, for R600a 

refrigerant at a pressure drop of 10 kPa, COP 6.243, and 

for R134a at a pressure drop of 25 kPa, COP was found 

to be 6.182. The comparison of the COP was conducted 

by using the graph, which takes into account the 

previous study in the literature that utilized R134a 

refrigerant. The results of this study were validated, and 

it was highlighted that R290 refrigerant is the preferred 

option among these refrigerants (Tcond = 40°C, Tevap = 

5°C, ηmn = ηsn = 0.9, ηcomp =0.75).  

 

 

 
Figure 22. Alteration of the exergy efficiency improvement 

ratio with condenser temperature for R134a refrigerant 

 

 
Figure 23. Alteration of exergy efficiency improvement ratio 

with condenser temperature for R600a refrigerant 

 

Figure 24. Alteration of exergy efficiency improvement ratio 

with condenser temperature for R290 refrigerant 
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Figure 25. Alteration of pressure drop with COP 

 

5. Conclusions 

In VCRC, the use of ejectors in the system has been 

investigated in order to reduce the losses caused by the 

expansion valve and to reduce the work spent on the 

compressor. EERC energy and exergy analyses based on 

the constant pressure ejector flow model were 

performed. The present study focused on determining 

the optimum pressure drop in the secondary nozzle and 

corresponding ejector area ratio, total exergy destruction 

values, and exergy efficiency improvement ratio for a 

given condenser temperature. In addition, energy and 

exergy analyses were conducted for five different 

evaporator temperatures using three different 

refrigerants at optimum conditions. The study yielded 

the following findings: 

• For R134a refrigerant, the pressure drop with the 

maximum pressure lift ratio for evaporator 

temperatures of 0, -5 and -10°C is 15 kPa. It is 

approximately 14 kPa for -20°C evaporator 

temperature and 12 kPa for -30°C evaporator 

temperature. The maximum value reached in the 

system performance improvement ratio was 

obtained as approximately 1.221 with a pressure 

drop of 12 kPa for -30°C evaporator temperature. It 

was obtained as approximately 1.13 with a pressure 

drop of 15 kPa for -5°C evaporator temperature. 

• For R600a refrigerant, the pressure drop with the 

maximum pressure lift ratio for evaporator 

temperatures of 0, -10, -20 and -30 °C is 5 kPa. For 

an evaporator temperature of -5 °C, it is 

approximately 9 kPa. The maximum value reached 

in the system performance improvement ratio was 

obtained as approximately 1.22 with a pressure 

drop of 5 kPa for -30°C evaporator temperature. It 

was obtained as approximately 1.13 with 9 kPa 

pressure drop for -5°C evaporator temperature. 

• For R290 refrigerant, the pressure drop with the 

maximum pressure lift ratio for 0, -5, -10, -20, and 

-30°C evaporator temperatures is 20 kPa. The 

maximum value reached in the system performance 

improvement ratio was obtained as approximately 

1.23 with a pressure drop of 20 kPa for -30°C 

evaporator temperature.  

• When comparing the exergy destruction values 

obtained from the exergy analyses for six different 

cases, it was found that the greatest decrease in total 

exergy destruction of the system was achieved 

when R290 refrigerant was used and the evaporator 

temperature was set to -30°C, resulting in a 

reduction of 54.02% for both EERC and VCRC. 

Also, as a result of the analyses made to determine 

the increase in exergy efficiency, the highest exergy 

efficiency improvement ratio was obtained in R290 

refrigerant. As a result of the energy and exergy 

analyses, it can be concluded that R290 is the most 

suitable refrigerant for EERC among the 

refrigerants investigated. 

• In the further studies; Thermoeconomic analysis 

using R290 refrigerant and performance analysis of 

other environmentally friendly fluids for EERC can 

be recommended. 
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Nomenclature 

Ar                        :Area ratio 

h         :Specific Enthalpy [kJ/kg]  

m         :Mass [kg] 

mn         :Primary nozzle 

o         :Reference situation 

out        :Outlet 

P         :Pressure [kPa] 

𝑃𝑏         :Mixing pressure [kPa] 

𝑃𝑙𝑟         :Pressure lift ratio 

r         :Mass ratio 

R         :Performance improvement ratio 

s         :Specific Entropy [kJ/kgK] 

sn                   :Secondary nozzle 

T         :Temperature [°C] 

tot                  :Total 

Greek symbols 
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W         :Work per unit mass [kJ/kg] 

η         :Isentropic efficiency 

𝛹         :Exergy efficiency improvement ratio 

 

Abbreviations 

 

1, 2, 3, .         :State points 

comp         :Compressor 

cond         :Condenser 

COP         :Coefficient of Performance 

CPM         :Constant Pressure Mixing 

diff         :Diffuser 

E                    :Exergy [kJ/kg] 

EERC         :Ejector Expansion Refrigeration Cycle 

evap         :Evaporator 

Ex         :Exergy destruction [kJ/kg] 

exp         :Expansive valve 

GWP             :Global Warming Potential 

in        :Inlet 

ODP              :Ozone Depletion Potential 

VCRC            :Vapor Compression Refrigeration Cycle 
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Application of reverse engineering method on agricultural machinery parts  
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  ARTICLE INFO  ABSTRACT 

 Reverse engineering, the production of parts without CAD data, the reproduction of damaged 

parts, the creation and production of new parts by making innovations on parts with CAD data is 

a significant area. Considering the field of mechanical engineering, the surface and geometric 

properties of an existing part can be reconstructed by reverse engineering application. Within the 

scope of this study, the possibilities offered by reverse engineering are used to create a three-

dimensional (3D) model of an agricultural part and the production of its prototype. The agricultural 

part was scanned in 3D with the help of a scanner, and a mesh model was created. Afterward, the 

solid model of the part was created, and the prototype was produced with the help of a 3D printer. 

The deviations of geometric dimensions between the mesh and solid models were analysed, and 

their convergence levels were determined. At the end of the study, the geometric values between 

the solid model and the prototype model were compared, and the deviations from the actual value 

were determined. Thus, it has been shown that both surface modelling studies and solid model 

designs can be integrated with reverse engineering software.         

Keywords: 

Reverse engineering 
3D deviation analysis 

3D prototyping 

3D scanning 
  

 

 

1. Introduction 

Today's production environment is a highly 

competitive, dynamic and uncertain process. In an 

environment where competition in the global market is 

high and customer expectations are constantly changing, a 

production system must be flexible and reconfigurable [1]. 

These conditions have led companies to new ways to 

reduce design times, enable rapid prototyping, and provide 

commercial benefits [2]. Reverse engineering is used to 

redesign an existing part, reproduce damaged parts, 

develop a different product from the existing part, etc. 

Reverse engineering has a wide range of uses such as 

machinery, aviation, medicine and archaeology [3,4]. The 

main purpose of reverse engineering is to create a 3D CAD 

model suitable for the design of the object. The first stage 

of reverse engineering is scanning the surface of the part 

with the help of contact or non-contact scanners. The 

second stage is the arrangements made to increase the 

similarity of the model obtained as a result of scanning to 

the original product. The data obtained at the end of this 

stage is in the form of points and these data are called point 

clouds. The third stage is the conversion of the obtained 

point cloud to the mesh structure and the creation of the 

CAD model by processing this structure (Figure 1). The 

last stage is the creation of the prototype of the product by 

taking the CAD model as a reference [5,6].      

Since the reverse engineering method has a wide field 

of study, it is frequently used in interdisciplinary studies. 

Önçağ et al. [2] analyzed literature studies using reverse 

engineering method for redesign or repair of mechanical 

parts that are widely used in industry and created a 

workflow. They used their workflow to create a 

turbocharger elbow part. They produced the solid model 

obtained with the reverse engineering approach with the 

help of 3D printers in 1/1 scale. Kaplan et al. [7] utilized 

reverse engineering processes in the repair of impeller 

blades of water turbines in a hydroelectric power plant 

undergoing maintenance work. By using reverse 

engineering method, the impeller blades of the water 

turbine were repaired. Mian et al. [8] combined contact 

system (with probe) and laser non-contact scanning 

(without probe) in their work and used contact system for 

digitization of geometric shapes and non-contact scanning 

for non-geometric surface forms. They have obtained an 

advantage for reverse engineering by scanning the part 

with complex surface form, which is relatively inefficient 

to scan with the help of the contact system, with the help 

of the non-contact system.  
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Figure 1. Flowchart of general reverse engineering approach 

 

For the study, although reverse engineering was applied 

to many fields, we thought there was a shortage of parts in 

the agricultural field. Because, due to the production 

processes of the parts in the agricultural field, they usually 

consist of inhomogeneous geometries. In our study, we 

tried to apply the reverse engineering method on a non-

homogeneous (produced by forging) agricultural piece. 

 

2. Materials and Methods  

In order to create a 3D model of a part in a computer 

environment, it is necessary to take the image of the part 

down to the smallest detail. Reflections that occur during 

the scanning of metal parts can prevent reliable data from 

some parts of the part. As a result, incomplete data 

formation occurs because sufficient data cannot be 

obtained from certain parts of the part. In order to eliminate 

this problem, after the surface of the part was cleaned, the 

surface of the part was matted. Then, markers were 

attached to both surfaces of the part to facilitate part image 

matching (Figure 2). The purpose of the marking process 

is to ensure that the scanning data overlaps as a result of 

different scanning operations. As a result of these 

processes, the agricultural part was fixed on the movable 

scanner table and made ready for scanning. 
 

 
Figure 2. Preparing the agricultural machine part for 3D 

scanning 

2.1 3D Scanning, Data Capture and Pre-Processing 

The scanning process of the agricultural part was made 

with the NextEngine (NextEngine Inc.) device, which 

scans with a noncontact method. The scanner in question 

sends laser beams on the part with its 3 detector eyes. 

While doing this, it detects the surfaces and details on the 

part according to the angle of reflection of the beams and 

the angle of incidence of the returning beams. It converts 

this mathematical data into small triangle particles called 

"mesh" and transfers it to the computer program. At this 

point, it is necessary to check whether the details of the 

part are captured by the scanner. Because during the 

scanning process, due to parameters such as the quality of 

the scanner, surface roughness, color, transparency and 

brightness of the scanned part, situations such as obtaining 

more or less data than necessary may occur. In cases where 

more data is obtained, a decrease in the processing speed 

of the computer can be observed with the increase in file 

size. On the other hand, in cases where less data is 

obtained, problems such as not creating the 3D model 

properly may occur. For all these reasons, it is necessary 

to plan the scanning process well and to organize the data 

obtained after the scanning process before proceeding to 

3D modeling. Data processing was carried out in the 

reverse engineering software Geomagic Design X. In this 

program, the data processing part is carried out with a 

certain hierarchy (Figure 3). 

All scans made on the part surface from different angles 

were combined in the "Mesh Healing" section in the 

program, unwanted data on or around the part were 

cleaned and the noises found were removed. In the “Global 

Remesh” section, the triangle edge length must be below 

the current length value for the surface features to be more 

pronounced. 
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Figure 3. Data processing flowchart in reverse engineering 

 

 
Figure 4. Applying segmentation and feature classification 

processes to the agricultural part 

 

As a result of these operations, the number of meshes 

may increase and slow down the processing speed of the 

computer. Reducing the mesh size in the "Decimate" 

section speeds up the operations on the model and causes 

deformities on the model. Therefore, in this study, mesh 

size reduction was not done manually by us, but it was 

reduced automatically within the program. Then, with the 

"Fill Holes" process, the existing gaps on the mesh surface 

of the model are automatically determined and filled by the 

program. In the “Enhance Shape” section, the mesh 

structure is rebuilt and the quality of the mesh structure is 

improved. In the “Mesh Optimization” section, the mesh 

structure is optimized and the most suitable mesh structure 

is created by eliminating the errors (Figure 3). 

2.2 Segmentation and Feature Classification 
 

Segmentation can be described as dividing an image into 

meaningful regions, each of which contains different features, 

using point cloud and mesh structure data, and plays an 

important role in reverse engineering [9,10]. The 

segmentation process regulates the setting of region 

recognition and parameters that affect the type and size of 

defined regions [11]. Since the feature classification process 

was carried out using the segmentation method, 

segmentation was applied on the agricultural part after the 

data processing part (Figure 4). 

 

2.3 Modeling 
 

After determining the mesh model properties, firstly, 

plane and 2D drawings of the part were created. This step 

needs to be done very carefully and carefully, as the surface 

formation can differ significantly depending on the strategy 

chosen during the modeling of the surfaces. Since it is 

necessary to scan the surfaces in detail in surface modeling, 

the number of elements is high. The large number of 

elements causes an increase in surface irregularity and makes 

it difficult to define surfaces [12]. For the detailed description 

of irregular surfaces, NURBS (Non-uniform rational B-

spline) method was used as surface modeling method and 

part surfaces were created (Figure 5).  

 

2.4 CAD Model and Rapid Prototyping 
 

The final stage of the reverse engineering process is the 

creation of the CAD model and the production of the created 

CAD model (Figure 6). The creation of the CAD model is 

carried out using heterogeneous methods (parametric or non-

parametric), depending on the reverse engineering strategy. 

Procedures applied at this stage; clamping adjacent surfaces, 

creating radius and chamfers, and realizing geometric 

constraints [13].  Rapid prototyping is an integral factor of 

the reverse engineering process. Rapid prototyping is the 

process of rapidly producing a physical part with CAD data 

[14]. Thanks to the production realized in a short time, rapid 

prototyping has a wide range of uses such as automotive, 

aviation, medicine, and pharmaceutical industries [5].  

 

 
Figure 5. Modeling processes in reverse engineering 

 



 

 

 
Figure 6. Reverse engineering processes of agricultural part 

 

Rapid prototyping has been an interesting field of study 

for reverse engineering in recent years. With the rapidly 

developing technology and the gradual expansion of the 

application area, many rapid prototype production 

technologies have been developed. These systems can be 

listed as Stereolithography Apparatus (SLA), Solid Ground 

Curing (SGC), Fused Deposition Modeling (FDM), 

Laminated Object Manufacturing (LOM), Selective Laser 

Sintering (SLS), Electron Beam Melting (EBM), Shape 

Deposition Manufacturing (SDM) Direct Metal Laser 

Sintering (DMLS) and Three-Dimensional Printing (3DP) 

[5,15–17]. In this study, the prototype of the part was created 

using the FDM method. The geometric accuracy of the part 

could be achieved by many additive manufacturing methods. 

In our study, the availability of the device, the accuracy of 

the part geometry, the ease of material supply, etc. We chose 

the FDM method, taking into account the factors. Many 

studies have been carried out on the advantages of the FDM 

method and the reasons for its use in the study [18,19]. In FDM 

process, a plastic material is extruded through a nozzle that 

follows the cross-sectional geometry of the part. A thin 

plastic filament is used as the model material [20]. PLA 

material, which has better mechanical characteristics than 

ABS material, was used in the study [19]. Properties and 

process parameters of PLA filament material were 

determined as nozzle temperature 200 C0, Table temperature 

60 C0, ambient temperature 23 C0, material density 1.2 kg/m3, 

Tensile strength 62 MPa, infill density 50%, printing speed 

45 mm/s [21,22]. 

 

3. Results and Discussion 

In this study, an agricultural part was scanned with a 3D 

laser scanner, converted into mesh form, and then a 3D 

model was created. The prototype of the part was produced 

with the help of 3D printer from the rapid prototyping tools 

and 3D created part model. The fact that the part does not 

have a flat form in the reverse engineering process 

complicates the scanning process and thus increases the 

applied processing time. The agricultural part used in the 

study also caused an increase in the processing time due to 

its difficult geometry. The dimensional accuracy of the part 

is extremely important as a backward modeling is done in 

reverse engineering. The combination of devices, software, 

and/or operator-induced errors used in the reverse 

engineering process gives the total error in the resulting 

model. For this reason, careful examination and analysis 

should be made for each stage applied. The accuracy analysis 

between the mesh model and the solid model created by the 

reverse engineering method was performed and the results 

are shown in Figure 7. 

Looking at the color scale of the deviation analysis results 

given in Figure 7, it is seen that the green area is the desired 

region. It is seen that the divergence values of the geometric 

form of the part increase as one goes from green to red or 

blue tones. When the part surface is looked at, the abundance 

of green regions means that the model accuracy is high. A 

number of different color tones can be seen around the small 

and large hole circles of the part. Since the part has a non-

uniform structure as a whole, modeling was also difficult. 

The difference in deviation values in the hole circles is due 

to the difficulty of modeling. The deviation analysis provides 

a detailed comparison of the mesh and the part. Since only 

the visible surface of the real part (Figure 1) was scanned, the 

deviation analysis was also created for this surface only. 

The differences between the dimensions of the 3D model 

created by the reverse engineering method and the 

dimensions of the part created by rapid prototyping were 

revealed by morphometric comparison (Table 1). Some 

dimensions are important for the identification of the part and 

these dimensions are given in Table 1. The deviation values 

between the solid model and the prototype model are shown 

as distance (mm) and percent (%). According to the values 

in Table 1, the average deviation distance was 0.5 mm and 

the average deviation percentage was 97.63. 

The close relationship between 3D digitization and rapid 

prototyping makes it easy for us to model 2D and 3D parts 

with difficult and complex geometries. By combining these 

two techniques, the creation of 3D solid models necessary 

for the modification or reconstruction of parts forms the basis 

of reverse engineering [23]. In this context, increasing the 

prevalence of studies in the field of reverse engineering 

provides more accurate results in the field of design and 

production. This issue is at the forefront of the results of our 

study. When we examine Table 1, it is seen that the deviation 

percentage values are above 95. This value is the result of 

how closely we produce this part with accuracy. In addition, 

the accuracy analysis results in Figure 7 show how accurate 

the transition to 3D solid model geometry is in the mesh 

structure. 
 

 
Figure 7. Deviation analysis results between mesh and solid model
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Table 1. Morphometric comparison of Agricultural Machinery part 

 

Parameters 
Dimension on 3D Model 

(mm) 

Dimension on Prototype Model 

(mm) 

Deviation 

(mm) 

Deviation 

(%) 

a 67.39 66.72 0.67 99 

b 5.99 6.3 0.31 95 

c 381.51 380.8 0.71 99 

d 140.37 139.6 0.77 99 

e 29.33 28.97 0.36 98 

f 29.33 28.97 0.36 98 

g 18.08 18.27 0.19 98 

h 20.46 21.07 0.61 97 

i 29.18 29.27 0.09 99 

Rj 20.99 21.6 0.61 97 

Rk 17.99 17.1 0.89 95 

  Average: 0.5 97.63 

The 3D model developed with the CAD program was 

produced with 3D Printing technology. FDM method was 

used in production and PLA was chosen as the material. The 

accuracy of the part geometry produced in 3D Printing 

technology depends on many factors. In our study, we used 

the parameter values that are frequently selected during the 

printing process. 

4. Conclusions 

In our study, we examined the processes of creating a 3D 

solid model and prototype of a non-uniform agricultural 

machine part by reverse engineering method and comparing 

them with each other. In the reverse engineering method, 3D 

scanning and solid modeling methods [24–27] and rapid 

prototyping methods [28,29] were examined and procedures 

were carried out using the systems available in our institution. 

In the study carried out, the active and passive aspects of the 

processes were evaluated and certain gains were made. 

These gains constitute a preliminary experience for future 

studies. 
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 A simple, environmentally friendly, inexpensive, and one-step alternative method was reported 

for the green biosynthesis of silver nanoparticles (AgNPs) operating the Spirogyra sp. extract as a 

reducing and stabilizing substance. Concentration of AgNO3 and reaction time were optimized to 

prepare AgNPs under controlled conditions. The synthesized silver nanoparticles were 

characterized by UV-Vis absorption spectroscopy, fourier transform infrared spectroscopy (FT-

IR), transmission electron microscopy (TEM), energy dispersive X-ray analysis (EDX), and 

elemental mapping. The TEM analysis showed that the average particle size of AgNPs was 18.3 

nm. Structural details of silver nanoparticles elucidated by Selected Area Electron Diffraction 

(SAED) based on TEM images. In addition, biological activity tests were applied to 

nanoparticles and algal extracts to determine antioxidant activity (3 different tests: DPPH (1,1-

diphenyl-2-picrylhydrazil) radical scavenging activity, total phenolic content (TPC) and total 

flavonoid content (TFC)) and α-glucosidase enzyme inhibition. Antioxidant activity and α-

glucosidase enzyme inhibition values of silver nanoparticles are higher than the values of 

Spirogyra sp. extracts.   

 

 

1. Introduction 

High-tech materials advanced on the nano-scale, that 

have many benefits as compared with the research 

performed on the macro-scale, are actively used in many 

fields such as medicine, biotechnology, environment, 

energy, defense industry, textile, electronics and space 

research. Nanotechnology is typically well-known as a 

crucial branch of science that objectives natural and 

synthetic practical materials, that have a size distribution 

on the scale of nanometers (10-9 m) and feature attracted 

the eye of many scientists in the modern century. 

Nanotechnology involves understanding the basic physics, 

chemistry, biology, and technology of nanometer-scale 

materials.  In recent decades, advances in nanotechnology 

have accelerated, with numerous engineered nanoparticles 

(NPs) having outstanding optical, magnetic, catalytic, and 

electrical properties being produced. Thanks to the 

development and diversification of nanoparticles, which 

are at the core of the field of nanotechnology, final 

products with pre-designed functional properties can be 

obtained. Nanostructures are the subject of all 

nanotechnological applications everywhere in nature and 

the dimension of nanoparticles determines their 

characteristic properties [1]. In the context of nanosciences 

and nanotechnologies, it is widely accepted to focus on 

units of size [2]. Nano-sized particles have a larger surface 

area/volume ratio and surface molecule fraction, making 

them unique materials because of  superior 

physicochemical properties like optical property [3], 

magnetic property [4], catalytic property [5], and 

antimicrobial property [6] at the nano-size compared to the 

bulk materials with the same chemical composition [7, 8]. 

Among the nanoparticles, silver nanoparticles (AgNPs) 

are widely used in scientific research due to unique 

predictable properties. About 5000 years ago, people of 

many races such as Greeks and Egyptians used silver to 

keep meals products safe [9]. In many dynasties in ancient 

times, the use of silver ware and utensils for various 

purposes such as eating, drinking, and storage various 

foods were quite common all over the world, in all 

probability because of the information of antimicrobial 

action [10]. It is mentioned in the Indian Ayurvedic 

medicine book known as “Charak Samhita” in the medical 
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literature that some metals such as silver have therapeutic 

potentials. As before, silver utensil is still used for the 

preparation of "panchamrit" in the worship of Hindu 

religion [11]. Also, silver was widely used as an 

antimicrobial agent until the determination of antibacterial 

effect of penicillin by Alexander Fleming 70 years ago. 

Silver nanoparticles (AgNPs) commonly used in 

scientific research, are also preferred in different 

application areas of biomedical material [12], drug 

delivery [13], water treatment [14], agriculture (food 

storage-containers) [15], textile [16], energy [17], 

cosmetic [18] because of their particular properties such as 

good electrical conductivity, antifungal, antimicrobial, 

antiviral, antibacterial, anti-inflammatory, anticancer, 

photoelectrochemical, antibiofilm, and enzyme activity. 

AgNPs are synthesized by numerous strategies, together 

with chemical reduction, impregnation, laser ablation, 

ultrasonic radiation, and explosion. Since the potent 

reducing and capping agents often utilized by the chemical 

methods are deadly to humans, and the environment, there 

is a desire to synthesize AgNPs in additional economical 

and eco-friendly manners. Some chemicals known to be 

toxic, such as sodium borohydride [19], citrate [20] or 

ascorbate [20], are widely used as reducing agents. In this 

classical preparation methods, the usage of several 

synthetic reactants as precursors, diverse of chemicals as 

reducing agent, large quantities of surfactants as 

stabilizing agents and, carcinogenic solvents firstly 

changed into dangerous to the living life, and then the 

future of the world. As a sub-branch of nanotechnology, 

the nanobiotechnology approach based on nanoparticle 

synthesis using herbal extracts, which has made significant 

progress in recent years, arouses interest as a popular 

research area. In this context, the procedures used have a 

green synthesis perspective, thus providing energy savings 

by bringing a very effective and environmentally friendly 

approach compared to classical methods, as well as being 

more cost-effective compared to conventional materials, 

offers a very interesting and innovative alternative to 

researchers working in this field. The production of silver 

nanoparticles by the green synthesis method has also 

paved the way for their use in biological systems.  

The principle of green chemistry was first mentioned in 

the book "Green Chemistry" written by Anastas and 

Warner in 2000 [21]. The book "Green Chemistry" 

contains 12 principles that should be applied to limit the 

release of hazardous chemicals into the environment and 

human exposure to them. The headlines that stand out in 

principles of green chemistry are: -preventing the 

production of waste,- limiting energy usage - need 

materials in synthesis strategies have nominal or no 

toxicity to the surroundings or individual,- Organic 

solvents and auxiliary chemicals should not be used, -

Using Renewable Raw Materials,   - Performing Real-

Time Analysis for Pollution Prevention. Moreover, the 12 

of principles were explained in detail by Gałuszka et al. in 

2012 [22]. The main issue emphasized by both working 

groups is the use of agricultural products as reducing and 

limiting agents. Biosynthesis of AgNPs consist of bacteria 

like Escherichia Coli (E. coli) [23], yeast like 

Saccharomyces cerevisiae [24], fungi like Coriolus 

versicolor [25] and Penicillium brevicompactum [26],  

Algal Species like Caulerpa racemose [27], Gracilaria 

corticata [28] and Laminaria japonica [29] and plant/plant 

extracts like tea [30], Artemisia quttensis [31], Gardenia 

Jasminoides Ellis [32] and P. granatum L. [33]. 

Plants show biological activities because of their rich 

phenolic compounds content. Therefore, besides their use 

as food, plants are also widely used for medicinal purposes 

[34]. One of the applications used to more effective 

biological activity values of plant compounds is to form 

metal nanoparticles from plant compounds [35]. 

Biological activity determination studies on macroscopic 

terrestrial plants are more than other groups of organisms. 

However, algae, which contribute to the primary 

production of aquatic ecosystems, have an important place 

among organism groups in terms of biological activity 

[36].  

Silver nanoparticles are usually formed in the presence 

of AgNO3 salt solution. Ag+ ions originating from the 

silver nitrate salt are first reduced to Ag atoms by reducing 

agents. Then, the reduced Ag atoms create several 

nucleates. Finally, the nucleates carried out in tiny clusters 

grow the particles. The size and shape of the nanoparticles 

can be controlled with the presence of atoms based on the 

concentration ratio of silver salt to reducing agent. The 

present study regarding the synthesis and characterization 

of AgNPs using the aqueous alga Spirogyra sp. and, their 

antioxidant and enzyme activities. This study purpose to 

form a new biological source for the synthesis of silver 

nanoparticles besides evaluating their antioxidant and 

enzyme activities of silver nanoparticles by comparing 

with that of the algal extract. There are limited studies in 

which algae are used as a source for silver nanoparticle 

production. [27-29, 37]. It should be especially noted that 

silver nanoparticles have been synthesized the usage of  

the Spirogyra varians in a study by Salari et al., and the 

antibacterial properties of  was studied  through measuring 

the inhibition zone, MIC and MBC [38].  In our study, the 

algal extracts could be available as reducing and 

stabilizing substance to make stable AgNPs operating a 

green chemistry road as a different method over other toxic 

chemical reducing substance.  
 

2. Materials and Methods 

2.1. Materials 

All chemical compounds are of analytical grade and do 

not need any purification before using in the study. The 
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standart solution of silver nitrate (AgNO3, 1000 mg/L)) 

was bought from Merck. The silver nitrate solutions 

(1mM, 2 mM and 3 mM) were prepared in deionized 

water. The deionized water was achieved by using the 

Sartorius Milli-Q system (arium 611UV; Sartorius AG, 

Göttingen, Germany). Also the filter paper is Whatman 

No. 1.  The chemical for bioactivity tests were purchased 

from Sigma Aldrich (chemicals of DPPH, gallic acid and 

α-Glucosidase enzyme), Merck (chemicals of folin-

ciocalteu and quercetin) and Biosynth Carbosynth (4-

nitrophenyl-α-D-glucopyranoside). 

The algal sample (Spirogyra sp.) was collected from a 

spring in Torul district of Gümüşhane province. The 

collected algal biomass were washed with deionized water 

a couple of times to clear from the dust and particles. Next 

procedure is an drying under the sun to remove the 

ultimate moisture from the algae Spirogyra sp.. The well-

dried algae were easily pulverized by hand crumbling. 

 

2.2. Preparation of Spirogyra sp. extract 

The Spirogyra sp. extract was carried out according to 

the similar methods described earlier with modifications 

[29, 32]. The algal extract was obtained by placing 7.5 g 

of fine powders together with 100 mL of deionized water: 

For the preparation of the algal extract, at first, this 

Spirogyra sp. aqueous solution was heated until boiling. 

After boiling, it was incubated at 60ºC in water bath for 30 

minutes. The mixture changed its color from watery to 

darkish brown. The algal extract was given time to cool 

down to room temperature, filtered using filter paper. 

Also, to take away the suspended particles, this extract was 

centrifuged at 10000 rpm for 10 minutes. The filtrate 

volume was finally maintained to 50 mL with deionized 

water. The stock filtrate of the Spirogyra sp. was stored 

further as a reducing substance for the biosynthesis of 

AgNPs in refrigerator at 4 ◦C.  

 

2.3. Biosynthesis of silver nanoparticles (AgNPs) 

The Spirogyra sp. extract was biologically served as 

reducing substance in the synthesis of silver nanoparticles. 

For the reduction of Ag+ ions, the algal extract was added 

to aqueous solution of AgNO3 (45 mL) and heated at 60 ºC 

under magnetic stirring at 500 rpm/min for 2 h (C-MAG 

HS7 digital magnetic stirrer, IKA Co., Staufen, Germany) 

[29]. The incubation of the reacting solution in a dark place 

protects against the excitation of nanoparticals’ atoms by 

light energy at room temperature.  

In many studies, the effect of different AgNO3 

concentrations on the biosynthesis of AgNPs has been 

studied [18, 23, 33].AgNPs were also synthesized with 

various concentration of AgNO3 (1mM, 2 mM and 3 mM) 

by ensuring the concentration of the extract the same (5 

mL, 7.5% w\v). For all AgNO3 concentrations, the color 

of the reaction mixtures was changed shortly after the 

addition of the algae extract, demonstrating the presence 

of specified reduction reaction. As the reduction reaction 

continues, the initial slightly yellowish color of the 

solution mixture turned to gray, brown and finally reddish 

color. The strong absorbance created by the excitation of 

the nanoparticle surface plasmons causes the change in 

color which was the strongest evidence for the formation 

of the silver nanoparticle [39, 40]. The reduction reactions 

in the formation of silver nanoparticles were observed with 

the changes in their color of the reaction mixtures 

including different AgNO3 concentrations and also were 

spectrophotometrically monitored as a function of time of 

reaction (1 h, 3 h, 24 h, 48 h and 72 h) on a 

spectrophotometer [29,32].  

For the purification of AgNPs, the reaction mixture of 

AgNPs were centrifuged at 10000 rpm for 15 min: The 

aqueous silver nanoparticle solution was centrifuged and 

then the supernatant solution was decanted. The resulting 

pellet was redispersed in deionized water and centrifuged 

again. The process of centrifugation and redispersion was 

iterated three times for the supporting separation of AgNPs 

from the freely available proteins/enzymes. 

 

2.4. Characterization of silver nanoparticles 

UV–vis spectral analyzes were done by Shimadzu UV-

vis spectrophotometer (UV-1800 UV, Japan).  4 mL of the 

aqueous solutions of AgNPs were pipetted into a 1 cm 

quartz cell and subsequently analysed using UV-Vis 

absorption spectrophotometer with a resolution of 1.0 nm 

between 200 and 800 nm at room temperature.  

The surface functional groups of AgNPs were 

investigated by Fourier transform infrared spectroscopy. 

The spectral analyzes were done with Perkin-Elmer 

Spectrum Two FTIR spectrometer in a spectral range of 

400–4000 cm−1 at room temperature. AgNPs was purified 

before FT-IR spectra of was recorded: 20 mL of 

bioreduced AgNPs solution using 1mM AgNO3 after 24 h 

of reaction was centrifuged at 10000 rpm for 15 min. 

Subsequent to the centrifugation, a novel solution mixture 

was prepaired by dispersing the pellet in 20 mL of 

deionized water to remove any proteins/enzyme molecules 

that are freely found in the solution of the silver 

nanoparticles. Three replicates were performed in both the 

centrifugation and the dispersion. Furthermore, FTIR 

spectra of the Spirogyra sp. extract was recorded. The 

aqueous Spirogyra sp. solution was removed from water 

by rotary evaporation before FT-IR spectra of was 

recorded.  

Transmission electron micrographs were performed at 

200 kV by using a Talos F200S microscope (FEI, USA) in 

the Research Laboratory of Bayburt University. 1.5 mL of 

AgNPs solution after 24 h of reaction was removed from 

water by heating at 60ºC. Then, AgNPs was dried with N2 

gas and redispersed with alcohol treating by an ultrasonic 

probe for about 10 s. Two drops of the AgNPs solution was 
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poured on a carbon-coated copper grid. The grid was kept 

at room temperature until the solvent disappeared before 

the morphological images of AgNPs were acquired. 

 

2.5. Antioxidant activity of extract and silver 

nanoparticles of Spirogyra sp. 

2.5.1. DPPH radical scavenging activity 

The DPPH antioxidant activities of extract and silver 

nanoparticle of the algae were measured in three parallel 

based on method of Brand-Williams [41], it was also 

determined sample reagent blanks. In the study, 750 µL of 

100 µM methanolic DPPH radical solution was added onto 

750 µL sample solutions. The mixture was vortexed and 

incubated at room temperature for 60 minutes. At the end 

of the period, it was determined at 517 nm absorbance with 

spectrophotometer. 

 The change of absorbance of DPPH radical in 

different sample concentration was measured. The graph 

was plotted based on absorbance corresponding to the 

concentrations. The results were expressed as the IC50 

value. Lower IC50 values indicate higher radical 

scavenging potential. 

 

2.5.2. Total phenolic content (TPC) 

Total phenolic contents of the extract and the silver 

nanoparticle were determined according to the method of 

Slinkard and Singleton [42] using Folin-Ciocalteu reagent. 

Firstly, 50 µL of the sample (the solution of extract and 

synthesized silver nanoparticle) was diluted with 2.5 mL 

of distilled water. Then 250 µL of 0.2 N Folin-Ciocalteu 

reagent and 750 µL of Na2CO3 (7.5%) was on the mixture, 

respectively. It was vortexed. After the tubes were kept at 

room temperature for 2 h, absorbance values were 

determined at 765 nm. 

The antioxidant standard of gallic acid (500-250-125-

62.5-31.25 µg/mL) was used to draw the standard 

calibration graphic. The amounts of phenolic compounds 

in the samples were calculated in gallic acid equivalents 

(GAE µg/mL). 

 

2.5.3. Total flavonoid content (TFC) 

Method developed by Fukumoto and Mazza [43] was 

applied to determine the flavonoid contents of extracts and 

the nanoparticle. As in the other tests, the sample 

measurments were carried out in three parallels. In 

addition, measurements were also made for sample and 

reagent blanks. First of all, 250 µL equal amounts of 

samples were pipetted into the tubes. Then 2.1 mL of 

methanol was added to all tubes. Finally, 50 µL of 1M 

ammonium acetate (CH3COONH4) and 10% aluminum 

nitrate (Al(NO3)3
.9H2O) were transferred to the tubes, 

respectively, except the sample blank and vortexed. At the 

end of the 40 minutes incubation period, absorbance 

values were read at 415 nm. 

Quercetin was used as the antioxidant standard. 

Quercetin (0.25 mg/mL). It was prepared at six different 

concentrations and absorbance values-concentration 

graphs were drawn. According to the graphic, the total 

amount of flavonoid substance in the samples was 

determined as quercetin equivalent (QAE µg/mL). 

 

2.6. % α-Glucosidase enzyme inhibition 

The α-glucosidase inhibitory activities of extract and 

silver nanoparticle of the Spirogyra sp. were determined 

with modified method which developed by Zhipeng Yu et 

al. [44]. Firstly, 650 μL of phosphate buffer (pH: 6.8 and 

0.1 M)  was transferred onto 20 μL sample in test tubes. 

Then, 30 μL of α-glucosidase enzyme (Saccharomyces 

cerevisiae, lyophilized powder, ≥ 10 units/mg protein) 

prepared in phosphate buffer was added to mixture. After 

that it was incubated at 37 °C for 10 minutes, 75 μL of 

substrate (4-Nitrophenyl-α-D-glucopyranoside) was 

added. This time, the mixture was kept at 37 °C for 20 

minutes, then 650 μL of 1M Na2CO3 was added and the 

reaction was stopped. As in α-glucosidase, the control 

solution was also prepared. Absorbance values of the 

mixture were measured at 405 nm in a UV-vis 

spectrophotometer. The % inhibition values of the samples 

were calculated according to the following Equation (1) 

% 𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑖𝑜𝑛 =  [(
𝐴𝑐𝑜𝑛𝑡𝑟𝑜𝑙 − 𝐴𝑠𝑎𝑚𝑝𝑙𝑒

𝐴𝑐𝑜𝑛𝑡𝑟𝑜𝑙
)] × 100      (1) 

Acontrol: The absorbance value of the control solution 

Asample: Absorbance value of the sample extract 

 

3. Results and Discussion 

3.1. Synthesis and characterization of the AgNPs 

A one-step green chemistry-based approach involving 

the algal (Spirogyra sp.) biosynthesis method was 

performed to synthesis silver nanoparticles (Figure 1). 

When the algal extract was placed in Ag+ solution, the 

colorless mixture became reddish color as Ag+ was 

reduced to silver metal (Ag0) through the algal extract. 

 In this study, the prepared AgNPs was characterized by 

UV-Vis spectroscopy, FT-IR spectroscopy, and 

transmission electron microscopy (TEM).  

After adding the algal extract to the Ag+ solution, the 

formation of AgNPs was visually noticed by the color 

change of the reaction mixtures. At the end of the reaction, 

the transparent color of the silver nitrate solution changed 

to reddish color forming a colloidal dispersion, verifying 

the growth of silver particles. The formation of colloidal 

AgNPs was also confirmed by UV−vis spectroscopy: 

Figure 2 consists of the UV-Vis absorption spectra for both 

the algal extract solution and AgNPs solution.  
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Figure 1. Schematic representation for the green biosynthesis of AgNPs from Spirogyra sp. 

 

The spectra of the algal extract solution indicated the 

absence of an SPR peak. The location of SPR peaks are 

particularly attached to the size and shape of the 

nanoparticles, surface charge and, environmental medium 

conditions. The free electrons belonging to groups such as 

-OH and -COOH as well as -NH2 on the surface of silver 

nanoparticles interact with the incident light in UV-Vis 

spectrophotometry is the most important factor for the 

decision of the SPR particularities of AgNPs. SPR 

emerged when the wavelength of incident light combined 

with the vibration frequency of free electrons, and intense 

absorption peaks were exhibited in UV-Vis spectra. 

Surface plasmon resonance, SPR, to be briefly expressed, 

is a physical phenomenon that develops due to the 

vibrational movements that occur on the metal surface 

when plane polarized light hits a metal surface and is 

reflected. As seen in Figure 2, AgNPs has a SPR 

absorption peak at about 488 nm which has been 

documented for various silver nanoparticles [1, 45, 46]. It 

is well known that Ag nanospheres have only one SPR 

peak. In the study, the synthesized-AgNPs consist of 

spherical- and oval-shaped. In addition to the surface 

plasmon resonance, the other peak at 378 nm may 

attributed to the presence of contaminating proteins in the 

AgNPs solution. In the typical algal (Spirogyra sp.) 

synthesis,three different concentrations of aqueous AgNO3 

solutions (1 mM, 2 mM and 3 mM) were used to prepare 

AgNPs keeping the algal extract concentration constant (5 

mL, 7.5% w\v ). The reduction of the Ag+ at different 

concentrations by the constant amounts of aqueous the 

algal extract were also monitored as a function of time of 

reaction by UV–Vis spectroscopy measurements and the 

spectra obtained are shown in Figure 3. 

So, the changes of SPR absorption peak with the 

concentration of AgNO3 were examined as a function of 

time from Figure 3. In Figure 3a, it was observed that for 

1mM of AgNO3 a broad peak recorded at about 480 nm 

appeared as a shoulder in the UV-Vis spectra after 24 h of 

reaction and increased in intensity and shifted from 480 

nm to 488 nm until 72 h of reaction.  

 
Figure 2. UV−vis spectra of the water-diluted Spirogyra sp. 

extract solution and the synthesized AgNPs solution using 1mM 

AgNO3 at the end of 24 h of reaction 

      

 

   
Figure 3. The reduction of the Ag+ at different concentrations 

by the constant amounts of aqueous Spirogyra sp. extract were 

also monitored as a function of time of reaction by UV–vis 

spectroscopy measurements. The spectra obtained as a function 

of time in the presence of 1mM  (a)  2 mM (b) and 3 mM (c) of 

AgNO3. 
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In addition to the SPR absorption peak corresponding to 

the excitation of longitudinal plasmon vibrations, another 

peak at about 370 nm was also seen due to probably 

contaminating proteins in the presence of 1mM of AgNO3 

that increased in intensity with 8 nm of shift until 72 h of 

reaction. Similar changes in the absorbance band, such as 

increase in intensity and band-shifted, were also observed 

in the presence of 2 mM and 3 mM of AgNO3 (Figure 

3b,c). 

In order to observe which concentration (1 mM, 2 mM 

and 3 mM of AgNO3) would be more appropriate for the 

reduction of Ag+ ion, the absorbance values of synthesized 

AgNPs solutions at about 488 nm were plotted against the 

time of reaction (in Figure 4). From the graph, it could be 

clearly seen that the greatest increase in absorbance of the 

SPR peak were obtained with AgNO3 at 1 mM 

concentration. Choosing the lowest concentration of 

AgNO3 will also be much more useful in terms of less 

silver accumulation in the environment. 

 

 
Figure 4. Time dependent-absorption for the reduction of the 

Spirogyra sp. extract with different values (1.0 mM, 2.0 mM 

and 3 mM) of AgNO3 concentrations at the SPR peak of 488 

nm 

 

 
Figure 5. a) Visual appearance of the beaker containing the 

Spirogyra sp. extract and AgNO3 added the Spirogyra sp. 

extract solution (1mM, 2mM and 3mM). b) UV-Vis spectra 

showing the effect of different conc. of AgNO3 concentration 

on the AgNPs. The reaction time was 24 h 

Furthermore, the color change of AgNPs solution to 

reddish color visually noticed was completed at the end of 

24 h (in Figure 5a) which was determined as ideal reaction 

time. At the end of 24 h of reaction time, the UV-Vis 

spectra showing the effect of different concantration of 

AgNO3 concentration on the AgNPs, could be seen from 

Figure 5b. 

The size, shape, morphology and distribution of AgNPs 

was determined by using the High Resolution 

Transmission Electron Microscopy (HRTEM) technique. 

TEM images of AgNPs reveals that, the nanoparticles have 

two different shapes as spherical or oval shaped (Figure 6). 

Also, the dispersed silver nanoparticles consist of 

spherical- and oval-shaped in variable size. The size is 

substantially ranged between 8.9 and 23.0 nm as shown in 

Figure 6a. The histogram in Figure 6a inset reveals the 

particle size of AgNPs. The average particle size 

determined from 123 dark shaded areas considered to be 

particles in the image in Figure 6a is 18.3 nm.  

 

 

 
Figure 6. TEM image of spherically- and oval- shaped AgNPs 

at 500 nm (a) and 20 nm (b). Inset in (a) is the histogram related 

to the diameter of AgNPs in (a) 
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Figure 7. HRTEM images of AgNPs at 10 nm (a) and of spherically-shaped AgNPs at 2 nm which is marked in red in (a) showing 

fringer spacing of 0.23 nm (b). Inset in (b) is its corresponding SAED 

Selected-area electron diffraction (SAED) and high 

resolution (HR) TEM studies were used to explain the 

crystal structure of the AgNPs. Figure 7a-b showed 

HRTEM images of AgNPs at 10 nm and 2 nm 

magnifications. Well-resolved lattice fringes with an 

interplanar spacing of 0.23 nm of spherical silver were 

verificated by HRTEM measurement (in Figure 7b) 

obtained from the particle which was red-marked in the 

image at 10 nm in Figure 7a.  Also, SAED pattern of the 

particle was given in the inset of Figure 7b.  The SAED 

pattern with bright spots on the rings clearly supported the 

crystalline structure of AgNPs. 

In the energy dispersive X-ray analysis (EDX) analysis of 

AgNPs given in Figure 8  showed a peak of silver which 

was observed at 3 keV from the silver atoms in AgNPs. 

The peak proved the presence of silver nanoparticles. 

Because, metallic silver nanocrystals have a characteristic 

optical absorption peak at about 3 keV [47]. The other 

peaks based on carbon and copper arose because of the 

carbon coated copper grid of TEM. Furthermore, AgNPs 

were also characterized by elemental mapping results 

represent the distribution of elements.   

 
Figure 8. EDX spectrum of AgNPs. Inset the TEM micrograph 

of silver nanoparticles pellet solution for silver elements 

According to elemental mapping results given in Figure 8 

inset, the bright spot in the electron micrograph region of 

synthesized AgNPs proved the elemental silver atom. 

FT-IR spectroscopy measurements were performed to 

reveale the functional groups that bound on the silver 

surface and involved in the biosynthesis of silver 

nanoparticles. The Spirogyra sp. extract displays a number 

of absorption peaks, stating its complex nature. In the FT-

IR spectra of the Spirogyra sp. extract (Figure 9a), the 

intense and broad band in the range of 3500 – 3200 cm-1 

belongs to the O–H stretching, which is usually 

characteristically observed in phenols and hydrogen 

bonded alcohols. Therefore, the peak of 3264 cm-1 stands 

for the stretching vibrations of –OH [48].  

 

 
Figure 9. The FT-IR spectra of  the Spirogyra sp. extract (a) and 

AgNPs (b) 
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The band of 2935 cm−1 is assigned to the stretching 

vibration of aliphatic C–H bonds from –CH3 and –CH2 

functional groups. The absorption peak at around 1574 cm-

1 could be attributed to the stretching vibration of C=O, 

C=N, and C=C. The stretching vibration of C–N appears 

at 1401 cm-1. The peaks in the 1000-1200 cm-1 region are 

assigned to the stretching vibration of C–O–C group. So, 

the sharp and broad absorption peak of 1025 cm-1 could be 

contributed to the stretching vibration bands of symmetric 

C–O groups such as O=C–O, C–O–C and epoxide. The 

FT-IR study of the algal extract demonstrates the presence 

of –C=O/–C=C/–C=N,  –OH (hydroxyl), C–O/C–N and –

N–H (amine) groups in the algal extract. It is well known 

that this functional groups especially carboxy, hydroxy 

and amide groups take part in the reduction of Ag+ ion to 

metallic silver. 

In case of the silver containing the Spirogyra sp. extract 

(AgNPs), the spectrum (Figure 8b) show medium or strong 

absorption peaks at 3282, 2920, 1627 and 1150/1075/1024 

cm−1 suggesting –OH [48], aliphatic –CH stretching [49], 

C=O stretching frequency [50] and C–O stretching of 

ethers, phenols and epoxide [51]. Comparison of the 

spectra of Spirogyra sp. extract and AgNPs suggested that 

in silver containing the Spirogyra sp. extract (AgNPs) O–

H, C=H stretching frequency shifted from 1574 to 1627 

cm−1 to produce nanoparticles. In case of AgNPs, the 

stretching frequencies of –OH, aliphatic –CH and C=O 

shifted from 3284, 2935 and 1574 cm−1 to 3282, 2920 and 

1627 cm−1, respectively. Otherwise, clearly more 

absorption peaks were formed on broad spectral range of 

1400–1025 cm−1 on AgNPs indicating interactions 

between the silver nanoparticles. 

 

3.2. Antioxidant activity and α-Glucosidase Enzyme 

inhibition of the extract and AgNP of Spirogyra sp. 

Determination of antioxidant activity (or capacity) of 

samples of various is based on different methodologies and 

assays. In the study were used three antioxidant activity 

methods with different mechanisms. The antioxidant 

activity values of the Spirogyra sp. extracts for DPPH 

TPC, TFC tests were determined as 21.78 (mg/mL IC50), 

80.03 (GAE µg/mL) and 0.015 (QAE µg/mL), 

respectively. The values in the silver nanoparticles 

(AgNPs) were also measured as 17.20 (mg/mL IC50), 

97.61 (GAE µg/mL) 0.027 (QAE µg/mL). In addition,  

values of % α-glucosidase enzyme inhibition were 

determined as 44.70 in the algal extract and 63.50 in silver 

nanoparticules (Table 1).  

Antioxidant activity and α-glucosidase enzyme inhibition 

values of silver nanoparticles are higher than algal 

extracts. Bedlovičová et al. [52]  pointed out that 

antioxidant activity values of silver nanoparticles were 

always not higher than plant extracts. The higher 

antioxidant activity of silver nanoparticle than plant 

extracts may be associated with content and the amount 

and variety of chemical compounds of the plant. In one 

study, silver nanoparticles were synthesized using various 

phenolic compounds (such as flavonoids, benzoic acids, 

cinnamic acids). The antioxidant capacities of structurally 

different phenolic compounds were evaluated. The 

hydroxylation of the aromatic ring appeared to play an 

important role in forming silver NPs. The high degree of 

hydroxylation in the chemical structures of phenolic 

compounds showed a high radical scavenging capacity and 

a tendency to reduce Ag+ to AgNPs [53]. α-glucosidase 

enzyme is a key enzyme for non-insulin treatments of 

diabetes because of that it catalyzes the final step in the 

digestion process of carbohydrates [54]. Some studies 

indicated that plant silver nanoparticles have remerkable 

α-glucosidase enzyme inhibition [55, 56]. 

 

4. Conclusion 

Silver nanoparticle synthesis is based on the reduction 

procedure performed by a chemical or biological reducing 

agent. Biosynthesis of AgNPs consist of bacteria, yeast, 

fungi, algal species and plant/plant extracts. In this study, 

the Spirogyra sp. extract was considered as an appropriate 

substance for the green biosynthesis of AgNPs.  The algal 

extract acted as both a reducing and stabilizing agent. The 

green approach, based on silver nanoparticle synthesis 

using the Spirogyra sp. extracts, is highly remarkable in 

terms of being energy-saving (heated at only 60 ºC for 2 

h), more cost-effective (not require any commercial 

chemicals other than AgNO3)  and environmentally 

friendly (carry out in an aqueous medium without the use 

of any toxic chemicals and organic solvents). The UV-vis 

spectra primarily showed that AgNPs has a SPR 

absorption peak at about 488 nm. The concentration of 

AgNO3 and reaction time were optimized to prepare 

AgNPs. So, the greatest increase in absorbance of the SPR 

peak of AgNPs were obtained with AgNO3 at 1mM 

concentration. Choosing the lowest concentration of 

AgNO3 is much more useful in terms of less silver 

accumulation in the environment. The color change of 

AgNPs solution to reddish color visually noticed was 

completed at the end of 24 h which was determined as ideal 

reaction time. FTIR spectroscopy confirmed the surface 

modification of the Spirogyra sp. extract and AgNPs by 

water-soluble biomolecules.  

The FT-IR study of the Spirogyra sp. extract 

demonstrates the presence of –C=O/–C=C/–C=N,  –OH 

(hydroxyl), C-O/C-N and –N-H (amine) groups in the 

Spirogyra sp. Extract [17, 23, 26]. This functional groups 

take part in the reduction of Ag+ ion to metallic silver. 

TEM images of AgNPs reveals that, the nanoparticles have 

two different shapes as spherical or oval shaped. The 

analysis of TEM confirmed that the average particle size 

of AgNPs was 18.3 nm.

048                   Basoglu and Akar, International Advanced Researches and Engineering Journal 07(01): 041-051, 2023 



 

 
Table 1.  Enzyme inhibition and antioxidant activity of the Spirogyra sp. extract and AgNP 

Samples Enzyme inhibition Antioxidant activity 

 % α-Glucosidase DPPH 

(mg/mLIC50) 

TPC 

(GAE µg/mL) 

TFC 

(QAE µg/mL) 

Spirogyra sp. extract 44.70 ± 0.12 21.78 ± 0.11 80.03 ± 0.19 0.015 ± 0.01 

AgNPs 63.50 ± 0.23 17.20 ± 0.07 97.61 ± 0.27 0.027 ± 0.03 

Well-resolved lattice fringes with an interplanar spacing 

of 0.23 nm of spherical silver were verificated by HRTEM 

measurement. The SAED pattern with bright spots on the 

rings clearly supported the crystalline structure of AgNPs. 

EDX analysis of AgNPs showed that the peak at 3 keV 

from the silver atoms proved the presence of silver 

nanoparticles. Furthermore, the elemental mapping results 

of AgNPs represented the distribution of elements. 

According to this results, the bright spots in the electron 

micrograph region of AgNPs proved the elemental silver 

atom. 

The antioxidant activity values of the algal extracts for 

DPPH TPC, TFC tests were determined as 21.78 (mg/mL 

IC50), 80.03 (GAE µg/mL) and 0.015 (QAE µg/mL), 

respectively. In addition, the values of the same tests were 

measured as 17.20 (mg/mL IC50), 97.61 (GAE µg/mL) 

0.027 (QAE µg/mL) for AgNPs. Furthermore,  values of 

% α-glucosidase enzyme inhibition were determined as 

44.70 in the Spirogyra sp. extract and 63.50 in AgNPs. 

Antioxidant activity and α-glucosidase enzyme inhibition 

values of silver nanoparticles are higher than the values of 

Spirogyra sp. extracts. 
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Nomenclature 

AgNPs : Silver nanoparticles 

FT-IR : Fourier transform infrared spectroscopy  

TEM : Transmission electron microscopy  

EDX : Energy dispersive X-ray analysis  

SAED : Selected area electron diffraction  

DPPH : 1,1-diphenyl-2-picrylhydrazil 

TPC : Total phenolic content  

TFC : Total flavonoid content  

UV-Vis : Ultraviolet–visible  

IC50 : Half-maximal inhibitory concentration 

GAE : Gallic acid equivalent 

MIC : Minimum inhibitory concentration  

MBC : Minimum bactericidal concentration  

QAE : Quercetin antioxidant equivalent 
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 The cellulose and paper industry accounts for a large part of the circular economy. The need for 

activated carbons is gradually increasing, especially in the environmental and energy fields. In 

this study, the production of activated carbon from waste papers was carried out with the help of 

the chemical activation method and activation agents (phosphoric acid and zinc chloride). The 

parameters used in the experiments and analyzed were kept constant for all activated carbons. 

The density values of activated carbon were analyzed more than once in each sample with a 

helium-gas pycnometer device. Fourier transform infrared spectroscopy (FT-IR) was used to 

detect functional groups in the structure of activated carbon, and a field emission scanning 

electron microscope (FE-SEM) was used to study surface properties and porosity development. 

The distributions of activated carbons and their elemental analysis were examined by energy 

dispersive spectrometry (EDS) and Mapping analyses. When the results obtained from the 

activated carbons produced from waste paper in the study were compared with commercial 

activated carbon, it was observed that the waste paper had a better surface and pore structure 

than commercial activated carbon for the production of activated carbon, and the activation 

process was successfully performed.        

Keywords: 

Activated carbon  
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1. Introduction 

Conventional activated carbons are produced from 

organic and inorganic substances with high carbon 

content, such as wood, peat, bituminous coal, and 

anthracite [1].The increase in the current production of 

activated carbon due to the increasing demand for 

adsorbent materials to solve environmental problems has 

pushed the industry and research groups to look for 

alternative ways in which different methods and 

techniques are used. Currently, the use of many 

agricultural and industrial wastes (energy crops, 

agricultural biomass residues, forest residues, and food-

based waste) as a renewable raw material source for 

producing activated carbons has paved the way for the 

production of low-cost and larger amounts of activated 

carbon, and many scientific studies have been conducted 

on this topic [2–4]. 

Activated carbon is a term used to refer to well-built 

porous structures and carbon-rich materials. Activated 

carbon is a versatile material with a surface area 

containing high and well-organized macro, meso, and 

micropores, includes a wide variety of chemical 

functional groups and can find different application areas 

for itself [5].Physical and chemical activation methods 

are used to improve the pore structure in carbon. Physical 

activation methods are an older method compared to the 

chemical activation method and it is widely used in the 

activated carbon production. Oxygen and hydrogen are 

completely removed from the material used in the 

production of activated carbon, and the main skeleton is 

formed. Then, with the use of water vapor or CO2 gas or 

both as an activator agent for the activation process at a 

temperature of 800-1000 °C, the activation process is 

realized and activated carbon is produced [6]. However, 

the limited extent of pore development, not very large 

surface area, low micropores volume, the need for high 

temperatures for production, low adsorption rate, and 

relatively low activation rate are the main disadvantages 

of the physical activation method [7]. 

Many researchers around the world are performing 

studies on the chemical activation method to produce 

activated carbon. Chemical activation is often preferred 

because it allows the production of activated carbon with 
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higher carbon content by using lower heating 

temperatures and faster reaction times [8].Chemicals such 

as potassium hydroxide, potassium carbonate, phosphoric 

acid, sulfuric acid, zinc chloride, hydrochloric acid, 

pyrophosphoric acid, nitric acid, sodium hydroxide, 

potassium carbonate, sodium chloride, ammonium 

chloride, ferric chloride, sodium carbonate, and hydrogen 

peroxide are used as activating agents [4,9–19]. Alkalis 

such as potassium hydroxide (KOH) are usually realized 

with a large impregnation rate [20,21] between 400~1000 

°C and are very effective in forming micropores [22]. 

Considering the environmental effects, energy cost, and 

carbon efficiency, phosphoric acid (H3PO4) is 

remarkable, and its use in large-scale activated carbon 

production has steadily increased in recent years [23]. 

Phosphoric acid (H3PO4) can occur at low temperatures 

of 400~600 °C with a low impregnation rate and consists 

mainly of mesoporous with a surface area of about 

1000~1500 m2⋅g−1 BET[24,25]. As a catalyst, 

phosphoric acid (H3PO4) promotes bond fragmentation 

reactions. It facilitates cross-linking by forming a 

connecting layer, such as phosphate and polyphosphate 

esters, that can maintain the condensation and internal 

pore structure through the cycle and thus prevent 

excessive combustion on carbon activation [26].In the 

literature, some studies in which activated carbon was 

produced using different materials are as follows. 

Usmani et al. reported that a product with a surface 

area of 942 m2.g-1 was obtained from lignite coal with a 

high sulfur content using a chemical activation method 

and a zinc chloride activation agent at a temperature of 

650 ℃ and after one-hour activation [27]. In the study 

conducted by Liu et al., they activated hemp waste with 

zinc chloride and determined the surface area of the 

activated carbon they obtained to be 1100 m2.g-1 [28]. 

In a study conducted by Zhang and his colleagues, the 

effects of physical activation of activated carbon obtained 

from bamboo on pore structure and surface chemistry 

were studied, and it was concluded that the activation 

conditions significantly affected the surface area 

development, porosity, efficiency, and combustion of 

activated carbon [29]. 

In the study conducted by Fernandez et al., it was 

found that the surface area of activated carbon produced 

from the orange peel as a result of activation with 

phosphoric acid developed up to 1090 m2.gr-1. It was 

stated that the obtained activated carbon was successfully 

used in the adsorption of waste dyes in water [30]. In 

another study, the micro-porosity of the activated carbon 

produced from the sawdust of a rubber tree was improved 

by chemical activation with potassium hydroxide. The 

surface area of the produced activated carbon was found 

to be 1491 m2.gr-1 [31]. 

Today, sustainability is gaining importance with the 

developing technology. The cellulose and paper industry 

also forms a large part of the circular economy, and the 

need for activated carbon, especially in the environmental 

and energy fields, is increasing day by day. The purpose 

of this study was to use waste paper for the production of 

activated carbon and to evaluate the effects of 

experimental parameters and chemical activation agents 

(ZnCl2 and H3PO4) used in the production of activated 

carbon. 
 

2. Material and Method 
 

Used writing paper waste utilized in this study. During 

the activation process, zinc chloride (ZnCl2) and 

phosphoric acid (H3PO4) were used, while hydrochloric 

acid (HCl) and potassium hydroxide (KOH) were used to 

wash the activated carbon. All the chemicals used in this 

study were of analytical purity, and the production of 

activated carbon from the waste paper was carried out 

with the help of phosphoric acid and salt (zinc chloride) 

activation agents (Figure 1). The ZnCl2, H3PO4, HCl, and 

KOH materials used in the study were obtained from 

Bereket Chemical Company (Bereket Chemical Medical 

Technical Trade and Industry Ltd. Co.). 
 

Production of activated carbon with phosphoric acid: 

3 kg of waste paper in small pieces was mixed by 

adding 1.5 liters of phosphoric acid (50% wt.) and 3 liters 

of pure water. In order for the waste paper to react with 

phosphoric acid, it was treated at 110°C for two hours. 

Then, the mixture was dried at 80°C oven for 24 hours. 

The dried material was subjected to carbonization for 1.5 

hours at 600°C under argon gas (50 milliliters/min) for 

the activation process, and then cooled at room 

temperature. It was washed with 0.5 M KOH and then 

with hot deionized water until the pH value was 6-6.5. 

After the washed activated carbon was dried at 100°C for 

6 hours, it was ground and ready for use [30] 
 

Production of activated carbon with zinc chloride:  

3 kg of waste paper in small pieces was kneaded by 

adding 1.5 kg of zinc chloride and 3 liters of pure water 

until it became a dough. In order for the raw material to 

react with zinc chloride, it was treated for 24 hours at 

room temperature. Then, the mixture was dried by 

keeping it in the oven at 80°C for 24 hours. After the 

dried material was subjected to carbonization process for 

1.5 hours at 600 °C under argon gas (50 mL/min) for the 

activation process, it was cooled at room temperature. 

2.1 Characterization 
  

FE-SEM images of activated carbons produced by the 

chemical activation method were obtained by FT-IR 

spectroscopy. To determine the density of the activated 

carbons produced, a pycnometer (Micromeritics Accupyc 

II 1340) and a 10 cm3 sample cup were used.   
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Figure 1. Production of activated carbon from waste paper 

The sample was carefully prepared and loaded into the 

sample cup within the Micromeritics instrument. The 

density value was then obtained using the Accupyc II 

1340 Pyc software. Helium gas was preferred because it 

is an ineffective gas that penetrates tiny sub-micron pores 

up to 0.3 nm in size [32]. A field emission scanning 

electron microscope (FE-SEM) (Hitachi–SU 1510) was 

used to examine the surface structure and pore 

development morphologies of activated carbons. In order 

to improve the quality of conductivity, an iridium (Ir) 

coating process with a thickness of 5 nm was applied to 

the surfaces of activated carbons. The operating voltage 

of the microscope was determined as 20 kV, and 

microstructure images of activated carbons were 

examined. For the purpose of characterizing the chemical 

structure of the resulting activated carbon, Fourier 

transform infrared spectroscopy (FT-IR) analyses were 

performed to determine the functional groups in the 

structure of activated carbon. The FT-IR spectra were 

determined with the FT-IR (Thermo Scientific - Nicolet 

iS20) device in the range of 4000-400 cm–1. As a result, 

detailed work was carried out at each stage of the 

experiments to improve the micro-porosity and surface 

area of the activated carbon produced from waste paper 

during the experimental process. After the carbonized 

materials were washed with 0.5 M HCl solution, the 

activated carbon was washed with hot deionized water 

until the pH value was 6-6.5. Then, it was dried at 100°C 

for 6 hours and made ready for use by grinding [33]. 

3. Results and Discussion  

FTIR, density, FE-SEM, EDS, and Mapping analyses 

of the produced activated carbon were performed and 

compared both with commercial activated carbon and 

among themselves. The parameters used in the 

experiments and analyzes were kept constant for all 

activated carbons. 

3.1 FTIR Analysis 

FT-IR analyses were performed to determine the 

functional groups in the structure of activated carbon 

produced as a result of the chemical activation of waste 

paper with ZnCl2 and H3PO4 agents. The FT-IR spectrum 

of activated carbons produced by the chemical activation 

method is given in Figure 2. 

When the FT-IR spectra in Figure 2 are examined, the 

presence of the OH functional group connected by peak 

hydrogen bonds at 3670 and 3375 cm-1 wavelengths is 

seen[34]. Peaks observed around 2970-2976 cm-1 indicate 

the aliphatic C-H functional group, while peaks formed at 

wavelengths of 2310-2320 cm-1 indicate the C≡C 

functional group in alkyne groups [35] .The peaks around 

the wavelengths of 1615-1515 cm-1 are associated with 

C=O or C=C functional groups [36]. The peak in the 

range of 1200-1500 cm-1 refers to the C–O groups [37] . 

The sharp peak formed around 1060-1040 cm-1 is 

associated with the C-O-C group [38]. Peaks smaller than 

1000 cm-1 refer to functional groups originating from the 

aromatic ring [34]. On the other hand, the peaks in the 

range of 1127-973 cm-1 bands are the P=O and P=O-OH 

groups, which occur due to phosphoric acid [39]. 

 

Figure 2. FT-IR spectrum of activated carbons 
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 According to the spectrum analysis, in common with 

all three samples, in the wavelength range of 400-4000 

cm-1, the strongest adsorption band in the WPA, WPS, 

and O codes is in the wavelength range of 3482-3456 cm-

1 and corresponds to the -OH functional group. It is 

known that in nature, hydroxyl and carboxyl groups make 

the surface of the activated carbon acidic [40].Therefore, 

the adsorption of activated carbon and the permeability 

percentage are affected. In the study, it is seen that in the 

zinc chloride (WPS) activation performed at a 

wavelength of 3451 cm-1, the percentage of permeability 

decreases significantly compared to phosphoric acid 

(WPA) and ready-made (O) activated carbon. Peaks in 

the range of 1586-1405 cm-1 band indicate the C–O 

group, while peaks in the 1082-1014 cm-1 wavelength 

range indicate the P=O and P=O-OH groups. Finally, the 

630-544 cm-1 band refers to the C-C and C-O aromatic 

functional groups. It is observed that in the content of the 

prepared activated carbons, there is not only carbon but 

also other hetero atoms such as hydrogen, oxygen, 

nitrogen, and phosphorus. 
 

3.2 Density Analysis 

Table 1 shows the densities of activated carbon 

obtained from waste paper and commercial activated 

carbon. In the analysis results, the WPS density increases 

to 1.824 gr/cm3 and the WPA density increases to 1.653 

gr/cm3. The increase in the actual density values 

measured by the helium gas pycnometer is related to the 

formation of a denser array due to the high stability of the 

cross-links of the molecules. It is also known that as the 

temperature increases and as planar clusters of aromatic 

rings are stacked on top of each other, heavier structures 

of irregular carbons are formed, and therefore the density 

increases [41]. 
 

3.3 FE-SEM Analysis 

Scanning electron microscopy studies were conducted 

to examine the surface properties and porosity 

development of activated carbons produced using 

different activation agents. In order to make an 

assessment, FE-SEM images (taken at a size of 10k) of 

commercial activated carbon and activated carbon 

produced with different agents were used. When the FE-

SEM images of commercial active (O) carbon in Figure 

3a are examined, it is observed that it has a 

heterogeneous cavity structure and small-sized pits 

surrounding these cavities. 
 

Table 1. Densities of activated carbons 

Activated carbons Density(g/cm3) 

O 2.14 

WPS 1.82 

WPA 1.65 

When the FE-SEM images of WPA-coded activated 

carbon produced by chemical activation of waste paper 

with phosphoric acid are examined in Figure 3b, it is 

observed that pores that are in different sizes and like 

ellipse shape are lined up on the outer surface of the 

activated carbon which is not entirely round. When 

carefully examined, Figure 3b evokes a honeycomb. 

When compared with commercial activated carbon, it is 

seen that hierarchical-porous activated carbons with a 

high specific surface area are obtained. It is known that in 

studies where phosphoric acid is used as an activation 

agent at the stage of activated carbon production, the 

surface width distribution shows more heterogeneous 

characteristics compared to others [42]. For activated 

carbons, the pore structure, size, and distribution are 

important for characterizing the heterogeneity of 

materials. The heterogeneity characteristic is closely 

related to the balanced distributions of a rigid internal 

structure model and gives important clues about the used 

material [43]. It is possible to say that these pores are 

useful for any adsorption process because the large-sized 

pores serve as feeder pores to the lower-sized meso and 

micropores [44]. In many studies, it has been stated that 

activation temperature, pressure, and duration are 

important. It is emphasized that the specified parameters 

affect the pore volume, product efficiency, and surface 

volume of activated carbon, and the appropriate 

temperature is 600 °C [45,46]. 

When the FE-SEM images of WPS-coded activated 

carbon produced as a result of the chemical activation of 

zinc chloride (ZnCl2) activation agent with waste paper 

are examined (Figure 3c), it is seen that there are 

irregular cavities and large and small amorphous pores on 

the outer surface of the activated carbon. Compared to 

commercial activated carbon, it is seen in Figure 3c that 

the pore width is deeper and has a cavity structure. Some 

studies in the literature have also revealed that the 

production of activated carbon with agricultural waste 

material and ZnCl2 activation agent increases the pore 

width [47]. ZnCl2 were used as an activation agent, the 

pores expanded since outward expansion and 

decomposition occurred on the activated carbon surface 

over time [48]. In another study, Gonzalez-Serrano et al. 

reported that they obtained a large surface area in the 

production of activated carbon from the chemical 

activation of Kraft lignin with zinc chloride, and they 

noted that the activated carbons produced were usually 

microporous [49]. Recently, activated carbons with a 

good pore volume and the desired surface area have been 

produced from many agricultural wastes and 

lignocellulosic materials. Experimental studies have 

shown that similar situations occur in terms of pore and 

surface area in the production of activated carbon from 

waste paper, and the use of zinc chloride as an activation 
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agent has an effect on the activation process of waste 

paper. 

3.4 EDS Analysis 

Within the scope of the study, the activated carbons 

obtained as a result of treatment of waste paper with 

H3PO4 and ZnCl2 activation agents and commercially 

purchased activated carbon were compared, and in order 

to make characterization, elemental analysis and 

distributions of activated carbons were studied. Figure 4 

shows the Mapping and EDS analyses. 
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Figure 3. FE-SEM images of (a) Commercial activated carbon, (b) WPA and (c) WPS activated carbons 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. FE-SEM Mapping and EDS analyses of commercial activated carbon 
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The results of EDS elemental analysis performed on 

commercial activated carbon samples (Figure 4b) showed 

that the activated carbon produced from coconut shell 

included 72.5 wt% carbon concentration (C), 18.1% 

oxygen (O), 5.4% Silicon (Si), and 1.8% aluminum (Al). 

The distributions of the elements are observed in the FE-

SEM Mapping images. In addition, it was found that 

there was 2.2% iron (Fe) element in commercial activated 

carbon, and this element was not homogeneously 

distributed as seen in FE-SEM images and Mapping 

elemental analyses (Figure 4g). In the study conducted by 

Mirshafiee et al., based on EDS analysis, it was reported 

that 73% C and 25% O were found in activated carbon 

produced from coconut shells. In addition, in the same 

study, it was found that elements, except for the Fe 

element, were distributed homogeneously in SEM-

Mapping images [50]. On the other hand, it has been 

stated that Si and Al, found in commercial activated 

carbon, are also found in the stem and fruit peels of 

tropical tree species such as coconut [51].Figure 5 shows 

the EDS and Mapping analysis results of activated carbon 

produced from waste paper by using phosphoric acid 

(H3PO4) activation agent. 

As seen in Figure 5a and 5b, it was observed that 

carbon (C) (70%), oxygen (O) (21.8%), Phosphorus (P), 

and Calcium (Ca) elements were present respectively in 

the activated carbon produced by phosphoric acid 

activation. On the other hand, the homogeneous 

distribution of elements C, O, and P in the material is 

seen in Figure 5c, Figure 5d, and Figure 5e, respectively. 

In the literature, in the EDS analysis of the activated 

carbon produced from eucalyptus waste [52] and kraft 

lignin [53] by using phosphoric acid activation agents, 

75% - 82 C, and 11% - 20 O, and 3-7% P element were 

identified. In the current study, FE-SEM images and 

Mapping analyses also showed a homogeneous 

distribution of all elements on the surface of activated 

carbon. In addition, the presence of Ca element in the 

activated carbon produced within the scope of the study 

(Figure 5f) was due to the use of calcium carbonate as a 

filler during paper production [54].

Figure 5. FE-SEM Mapping and EDS analyses of the activated carbon produced from waste paper by using phosphoric acid (H3PO4) 

activation agent
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In the study conducted by Manandhar et al., EDS analysis 

determined that the Ca element was found in the 

activated carbon at a rate of 2.91% [55]. Because calcium 

carbonate is resistant to high temperatures [56], the 

presence of 2.1% Ca element in the activated carbon 

produced in the current study shows that it is consistent 

with the literature. 

Figure 6 shows the EDS and Mapping analyses of 

activated carbon produced from waste paper using zinc 

chloride (ZnCl2) as an activation agent. 

As seen in Figures 6a and 6b, in activated carbon 

produced from waste paper by using zinc chloride as an 

activation agent, 65% carbon (C), 15.6% zinc (Zn), 

12.8% oxygen (O), 5.5% chlorine (Cl), and 1.2% calcium 

(Ca) elements were detected. The FE-SEM images and 

Mapping elemental analyses revealed that all elements, 

except for the Ca element, were distributed 

homogeneously in the produced activated carbon (Figure 

6g). It has been stated that 72.11% C and 22.06% O were 

found in office waste papers [55]. It has been claimed 

that the decrease in the element O, especially after the 

production of activated carbon, is due to the removal of 

the element O from the environment under high 

temperatures [57].A study stated that there was O 

element at a rate of 6.62% in activated carbon produced 

from waste paper at a temperature of 850°C by using 

ZnCl2 as an activation agent [58]. 

In addition, it is seen in Figures 6d and 6f that there are 

Zn and Cl elements in the environment due to the ZnCl2 

activation agent used. In the literature, it has been 

observed that activated carbons produced from different 

raw materials by using the ZnCl2 activation agent have 

similar results [59,60]. In their study, using FE-SEM 

images and Mapping elemental analysis, Fardim and 

Holmbom showed that the element Ca was distributed 

heterogeneously in paper [61]. Also, another study found 

that the element Ca deteriorates at a temperature of 710-

720 °C [62]. 

 

Figure 6. FE-SEM Mapping and EDS analyses of activated carbon produced from waste paper by using zinc chloride (ZnCl2) as 

activation agent 
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4. Conclusion 
 

Recycling waste paper is an important contribution to 

protecting the environment and increasing the diversity of 

raw materials used, particularly in the paper industry. 

However, In Turkey, the rate of recycling waste paper is 

low because the waste paper often contains impurities 

and unwanted materials, which make it more difficult and 

costly to recycle. Moreover, high-cost facilities are 

required for recycling waste paper. Therefore, it is 

necessary to evaluate waste paper in different areas like 

activated carbon production. In this study, activated 

carbon produced from waste paper was successfully 

produced with chemical activation agents (ZnCl2 and 

H3PO4. The porous structures of the activated carbons 

produced in the FE-SEM images were determined. 

Activated carbons produced with phosphoric acid were 

found to have low density due to higher oxygen content 

as a result of EDS analysis. In the Mapping analyses of 

the activated carbons (WPA and WPS) produced within 

the scope of the study, Ca elements were found at rates of 

2.1% and 1.2%, respectively. The use of calcium 

carbonate as a filler during paper production explains the 

presence of the Ca element. When the commercial 

activated carbon was compared with WPS and WPA 

activated carbons, it was seen that successful results were 

obtained in terms of pore size, distribution, and other 

analyzes of the produced activated carbons. Based on the 

results of the study, it can be concluded that the 

production of activated carbon from waste paper will be a 

good source of recycling for sustainability as well as an 

important material for the national economy. 
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 Diabetes is a lifelong disease that has undesirable effects on various organs, such as long-term 

organ damage, functional disorder, and finally failure of the organ. Diabetes must be treated under 

the supervision of a doctor. Diabetes is known as a disease that can be seen in many people today 

and is becoming widespread due to life conditions. If a person with diabetes does not receive any 

treatment at an early stage, the patient's body can react with serious complications. In addition to 

the medical methods used in the diagnosis of diabetes, this disease can be detected by an artificial 

intelligence approach. This research aims to establish the most influential variable among the many 

variables causing diabetes and to design a model that will predict diabetes to help doctors analyze 

the disease with selected machine learning methods. In this study, Decision Tree, Bagging with 

Decision Tree, Random Forest and Extra Tree algorithms were used for the proposed model and 

the highest accuracy values were obtained with the Extra Trees algorithm with 99.2%. 
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1. Introduction 

Diabetes mellitus refers to a metabolic disease reasoned 

by persistent hyperglycaemia. Deficiency of insulin 

secretion or irregularities in insulin activity or both of them 

is the primary basis for the hyperglycaemia [1]. Chronic 

diabetes mellitus (DM) constitutes undesirable effects on 

various organs such as long-term organ damage, function 

disorder, and finally failure of the organ. Specifically, 

eyes, nerves, heart, kidneys, and blood vessels are the most 

affected ones [2].  DM can be classified into three main 

aetiological types: type 1, type 2, and other specific types.  

These types differ from each other considering defects, 

disorders, or processes along with diabetes mellitus. The 

pancreas contains β-cells, which produce and release 

insulin in response to blood glucose levels.  Type 1 

diabetes, namely, insulin-dependent diabetes, arise from 

autoimmune extermination of the β-cells of the pancreas. 

The rate of disruption of β-cells is quite variable according 

to age, sex, genetic factors, lifestyle and diet, such that it 

proceeds faster in some people (primarily children), and 

sluggish in others (especially adults).  In the latter phase of 

this type of diabetes, insufficient (almost negligible) 

insulin is secreted. Patients need insulin therapy 

throughout their lifetime.  Only 5-10 percent of diabetics 

have this form of diabetes. Type 2 diabetes involves people 

with insulin resistance and a lack of insulin production. 

Released Insulin is not enough to compensate for insulin 

resistance. However, the patients do not require insulin 

therapy to survive. This form of diabetes accounts for 90-

95 percent of diabetics and has mostly been seen in obese 

people because obesity has a destructive effect on insulin 

levels. Increased neogenesis was the mechanism through 

which the relative volume of β-cells was higher in obese 

than lean nondiabetic individuals [2]. Other types of 

diabetes mellitus have rarely been seen when compared to 

type 1 and type 2 diabetes and occur under specific 

conditions such as genetic defects and pregnancy.  

The number of diabetics worldwide has reached 422 

million (approximately 8.5 percent of the world 

population) in 2014 and it has doubled since 1980 [3].  The 

research on the prevalence of diabetes mellitus for future 

projections shows that there will be 693 million people 

with diabetes by 2045 [4]. The growing rate of prevalence 

is really fast, especially in impoverished countries. When 

one considers that half of the diabetics are undiagnosed, it 
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becomes difficult to cope with the disease and the death 

rate is increased. Diagnosing diabetes in time with 

precision is of great importance. Therefore, it can prevent 

diabetes-related deaths, improve the quality of life, and 

reduces the economic burden caused by the disease. 

Machine learning is a research approach that focuses on 

providing computers with the ability to recognize complex 

patterns and extrapolate knowledge from. It has frequently 

been used in recent years to diagnose or help diagnose 

diseases. In the context of rapidly increasing diabetics, the 

classification of patients according to current groups will 

allow them to start treatment on time and will eliminate 

some of the problems caused by delays.  

Machine learning is a powerful tool for predicting and 

diagnosing diabetes. It includes the analysis of big data 

sets, the identification of patterns, and the generation of 

predictions based on these patterns utilizing algorithms 

and statistical models. Machine learning can evaluate 

medical data associated with diabetes, such as blood 

glucose levels, blood pressure, and body mass index, to 

predict a person's risk of getting the disease. Compared to 

more traditional methods, it can offer accurate predictions. 

A large amount of data may be analyzed by machine 

learning algorithms, and these algorithms are capable of 

identifying small patterns. As a result, individuals may see 

better results from their diabetes treatment and diagnosis. 

Machine learning has gained importance in the health 

sector compared to other methods due to reasons such as 

easy to use and fast. Machine learning methods are used in 

disease diagnosis and in different studies by making use of 

data sets obtained in diseases. These studies have achieved 

some research of algorithm comparison and model 

establishing for DM prediction. The data validity and 

prediction accuracy, however, were not good enough for 

actual use. To increase accuracy, we must provide a novel 

prediction model. Therefore, we chose a dataset to test the 

usability and adaptation of our model. The main objectives 

of this study are to predict diabetes at an early stage so that 

patients may begin the right treatments on time, and to 

discover the correlations among the variables that 

contribute to diabetes. Finally, this research will help us to 

discover the best machine learning classifier to predict 

diabetes.  

 

2. Related Works 

Nowadays, the use of machine learning algorithms in 

medical diagnosis, including type 2 diabetes mellitus 

(T2DM), is rapidly increasing [1]. The process from expert 

medical diagnosis to evaluation and decision making is the 

key factor here [2]. Several classification algorithms are 

utilized to predict T2DM in the early stage. The compound 

of ant colony optimization (ACO) and fuzzy logic is 

proposed in [3] to diagnose diabetics by utilizing the public 

Pima Indian Diabetes Database (PIDD) which is existing at 

the University of California, Irvine (UCI) machine learning 

repository. In the experiments, 84.24% classification 

accuracy is obtained with the proposed method. Karegowda 

et. al. [4] compare Neural Networks Back Propagation 

Networks (BPN), Genetic Algorithms (GA), and DT 

algorithms to diagnose T2DM. The proposed GA-

correlation-based feature selection approach results with 

84.71% accuracy in the experiments. The classification 

technique based on the Gaussian process (GP) has been 

adopted in linear, polynomial, and radial-based kernel [5]. 

The performance of the GP-based classification method is 

compared with LDA, QDA, and NB by utilizing PIDD in the 

experiments. 81.97% accuracy performance is obtained with 

the GP-based model which is larger compared to other 

methods. In [6], NB, SVM, Random Forest (RF), and Simple 

Classification and Regression Tree (CART) supervised 

learning algorithms are compared to recommend the best 

approach based on efficient performance results for the 

prediction of T2DM. Experimental results of each algorithm 

used on the PIDD demonstrate that SVM performed best in 

the prediction of diabetes disease having 79.13% accuracy. 

Three machine learning classification algorithms namely DT, 

SVM, and NB are used to construct a model [7]. The 

experiments are performed on PIDD to evaluate the 

performance of the algorithms. According to test results, NB 

outperforms other algorithms to prognosticate the likelihood 

of T2DM in patients with 76.30% accuracy. To construct an 

adaptive model with better accuracy, the k-means clustering 

algorithm is enhanced with Logistic Regression (LR) [8]. In 

the experiments, 95.42% accuracy is obtained with the 

proposed algorithm using 10-fold cross-validation. DT, RF, 

and Artificial Neural Network (ANN) are used to predict 

T2DM [9]. In the experiments, the dataset is including 14 

attributes collected from the hospital in Luzhou, China 

during the physical examination. The attributes are 14 

physical examination indexes such as age, pulse rate, breathe, 

left systolic pressure (LSP), right systolic pressure (RSP), left 

diastolic pressure (LDP), right diastolic pressure (RDP), 

height, weight, physique index, fasting glucose, waistline, 

low density lipoprotein (LDL), and high density lipoprotein 

(HDL). Principal Component Analysis (PCA) and minimum 

redundancy maximum relevance (mRMR) are utilized to 

decrease the dimension of the dataset. Five-fold cross-

validation is used to evaluate the algorithms, and RF 

performs better with 80.84% accuracy. ANN, RF, and K-

means clustering techniques are applied for the estimation of 

T2DM using PIDD. In experiments, the ANN algorithm 

outperforms the other models with an accuracy of 75.70%, 

and by using association rule mining, the results have shown 

that there is a powerful connection between BMI and glucose 

with diabetes [10]. Four machine learning classifiers (LR, 

MLP, SVM, and RF) are evaluated on a dataset including an 

aggregate of 5319 cases and 36,224 controls. The dataset 

contains a total of 116 attributes with 18 demographic, 12 
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medical, and 86 dental attributes of 40,519 patients. In the 

experiments, RF was superior to other predictive models 

providing overall accuracy (94.14%) [11]. Leverage F-Score 

Feature Selection and Fuzzy SVM are used to predict T2DM 

using PIDD [12]. The fuzzy SVM algorithm gives 89.02% 

promising accuracy for predicting patients with T2DM. 

Juliet and Bhavadharani have been discussed the role of 

Naïve Bayes (NB), Decision Tree (DT), K-Star, LR, Support 

Vector Machine (SVM) methods for classifying Type 2 

Diabetes Mellitus by using PIDD [13]. In the experiments, 

Logistic Regression provides the best accuracy with 77.73%.  

The missing values and class imbalance problems of PIDD 

are handled with NB, and the Adaptive synthetic sampling 

method (ADASYN), respectively. Then, an RF algorithm is 

performed to diagnose T2DM. In the experiments, RF 

outperforms NB, SVM, and DT with 87.10% accuracy using 

10-fold cross-validation [14]. In [15], K-Nearest Neighbor 

(KNN) algorithm is developed by removing noise, 

decreasing the dimension, and weighting distance with k-

means clustering (KMC), principal component analysis 

(PCA), and autoencoder (AE), respectively. In the 

experiments, KMC improves the accuracy of KNN from 

81.6% to 86.7%, combining KMC and PCA improves the 

KNN accuracy to be 90.9%, combining KMC and AE 

enhances the KNN to gives an accuracy of 97.8%, KMC, 

PCA, and Weighted KNN (WKNN) increases the accuracy 

to be 94.5%, and finally, the combination of KMC, AE, and 

WKNN achieves the best accuracy of 98.3%. Since the 

attributes in PIDD have a high non-linearity; AE gives higher 

accuracies than PCA. LR, KNN, DT, RF, SVM, NB, ANN, 

and Gradient Boosting (GB) are compared using clinical data 

obtained from the Dryad Digital Repository [16]. The 

clinical data contains age, gender, body mass index (BMI), 

systolic blood pressure (SBP), diastolic blood pressure 

(DBP), smoking and drinking status, family history of 

diabetes, alanine aminotransferase (ALT), fasting plasma 

glucose (FPG), total cholesterol (TC), low density 

lipoprotein (LDL), high density lipoprotein cholesterol 

(HDL-C), triglyceride (TG), year of follow up.  GB 

outperforms other algorithms with 95.50% accuracy.  
 

Table 1. A summary of research work for diagnoses of T2DM using machine learning algorithms (NA: Not Available) 

Authors Methodology Dataset Tool Best Results 

Ganji and Abadeh, 

2011[3] 

ACO and fuzzy logic PIDD Weka 3 84.24% accuracy 

Karegowda et. al., 

2011 [4] 

GA-correlation based feature 

selection 

PIDD Python 84.71% accuracy 

Maniruzzaman et. 

al.,  2017 [5] 

GP-based classification PIDD NA 81.97% accuracy 

Mir et. al., 2018 [6] NB, SVM, RF, and Simple 

CART 

PIDD Weka 3.82 79.13% accuracy with SVM 

Sisodia et. al., 

2018[7] 

DT, SVM, and NB PIDD Weka 76.30% accuracy with NB 

Wu et. al., 2018 [8] K-means clustering algorithm 

is enhanced with LR 

PIDD Weka 95.42% accuracy 

Zou et. al., 2018 [9] DT, RF, and ANN Dataset is including 14 

attributes collected from 

the hospital in Luzhou, 

China 

Weka, Java, 

Matlab 

80.84% accuracy 

with RF 

Alam et. al., 2019 

[10] 

ANN, RF, and K-means 

clustering 

PIDD NA 75.70% accuracy with ANN 

Hegde et. al., 2019 

[11] 

LR, MLP, SVM, and RF Dataset is retrieved 

from Marshfield Clinic 

Health System’s data-

warehouse 

Weka 94.14% accuracy with RF 

Lukmanto et. al., 

2019 [12] 

Fuzzy SVM PIDD NA 89.02% accuracy 

Juliet and 

Bhavadharani, 2019 

[13] 

NB, DT, K-Star, LR, SVM PIDD NA 77.73% accuracy with LR 

Wang et. al., 2019 

[14] 

NB, ADASYN, RF, DMP_MI PIDD Python 87.10% accuracy 

Khairunnisa et. al., 

2020 [15] 

KMC, PCA, WKNN, AE PIDD NA 98.3% accuracy  

Tarokh and Darabi, 

2020 [16] 

LR,NN,DT,RF,SVM,NB,GB The dataset is retrieved 

from 32 health care 

centers in 11 provinces 

in China 

Python 95.50%  accuracy with GB 

Gupta et.al.,2020 

[17] 

MLP, GP, LDA, QDA, SGD, 

RRC, SVM, KNN, DT, NB, 

LR, RF, ELM, RBF 

PIDD, DCA NA 94.59% accuracy for DCA, 

and 79.22% for PIDD 



 

 
For the diagnosis of T2DM, two real-world datasets 

diabetic clinical dataset (DCA) and PIDD are evaluated by 

using 15 different classifiers (MLP, GP, Linear Discriminant 

Analysis (LDA), Quadratic Discriminant Analysis (QDA), 

Statistical Gradient Descent (SGD), Ridge Regression 

Classifier (RRC), SVM, KNN, DT, NB, LR, RF, and 

Extreme Learning Machine (ELM) for multiquadric, Radial 

Basis Function (RBF), sigmoid activation function with 10-

fold cross-validation [17]. The DCA dataset is collected from 

a medical expert in the Indian state of Assam between 2017 

and 2018. The experimental results show that LR yields 

better than other techniques (94.59% accuracy for DCA, and 

79.22% for PIDD). Table includes several machine learning 

algorithms that different researchers have used to make 

comparisons along with dataset, tool, and outcome.  

Ensemble learning (EL) algorithms are applied to improve 

the performance of the classification algorithm and solve the 

problems of unstable classification. The aim of the EL is to 

aggregate multiple versions of base classifiers to construct 

the final prediction. In the field of medical diagnosis, various 

studies are published to enhance the performance of the 

prediction model by using EL algorithms. NB, KNN, and DT 

are utilized with EL algorithms such as bagging and boosting 

to predict T2DM patients using 10-fold cross-validation [18]. 

In the experiments, the dataset is collected from 27 Primary 

Care Units (PCU) in Sawanpracharak Regional Hospital 

between 2011 and 2013. The dataset contains a total of 

48,763 instances with 20,743 diabetes and 28,020 non-

diabetes, and 15 input attributes and 1 output attribute. 95.31% 

accuracy is obtained from bagging with a DT classifier that 

is superior to other algorithms. To improve the performance 

of the classification algorithm, voting with KNN, SVM, LR, 

and stacking with RF, AdaBoost (AB), LR are applied using 

PIDD [19]. Best accuracy results are obtained as 80.08% 

with stacking in the experiments. The results show that 

ensemble classifier models performed better than the basic 

classifiers alone. The ensembling of two boosting classifiers 

such as AB and XB gives the best combination for predicting 

T2DM [20]. By using PIDD, 95.00% Area Under Curve 

(AUC) values were obtained that are better than other 

algorithms in the experiments. Besides, it is proven that by 

applying preprocessing steps such as outlier rejection filling 

missing values the quality of the PIDD can be improved. LR 

regularised generalized linear model (Glmnet) with Least 

Absolute Shrinkage and Selection Operator (Lasso) 

regression (L1), Random Forests (RF), eXtreme Gradient 

Boosting (XGBoost) with tree booster using regression tree 

as a base classifier and Light Gradient Boosting Machine 

(LightGBM) with L1 loss regression are evaluated in early 

prediction of T2DM [21]. It is found that LightGBM results 

in much more stable results compared to other algorithms. In 

a study, an EL algorithm with base classifiers Linear 

Discriminant Analysis (LDA), SVM, and RF is applied on 

National Health and Nutrition Examination Survey 

(NHANES) database to predict T2DM patients. In the 

experiments, NHANES database including 8057 instances 

and 12 attributes, 74.50% best accuracy is obtained with EL 

algorithm with LDA. Several ensemble learning techniques 

have been proposed in the literature for the diagnosis of 

T2DM summarized in Table 2. 

 

3. Methodology 

The flow chart of the proposed approach is shown in 

Figure 1. The initial step in the proposed approach is to 

gather publicly available data sets on diabetic symptoms. In 

the second stage, the data preprocessing is performed. 

Furthermore, in the third stage, data is split into training 

dataset (80%) and test dataset (20%). The training dataset is 

utilized to train the models (Decision Tree (DT), Bagging 

with Decision Tree, Random Forest (RF), and Extra Trees) 

and testing dataset is used to test the models in terms of 

various performance metrics (accuracy, precision, recall, and 

F1 score,). After comparing the models in terms of accuracy, 

the efficient model with the highest accuracy for the diagnose  

of the diabetes is determined. Finally, the outcomes of the 

patients are predicted according to this model. 

3.1 Dataset 

The dataset used in this study is utilized to predict early 

diabetes mellitus from the open-source machine learning 

repository UCI. The dataset was obtained by questionnaire 

from 520 patients at Sylhet Diabetes Hospital in Sylhet, 

Bangladesh, and were confirmed by doctors. Dataset consists 

of 17 features such as Age, Sex, Polyuria, Polydipsia, 

Sudden Weight Loss, Weakness, Polyphagia, Genital Thrush, 

Visual Blurring, Itching, Irritability, Delayed Healing, 

Partial Paresis, Muscle Stiffness, Alopecia, Obesity, and 

Class. These features are shown in detail in Table 3.   
In this dataset, the first parameter is the age parameter as 

seen in the Table 3. The diabetes prevalence worldwide has 

increased from %4.7 to %8.5 of the population [22]. 

According to the IDF Diabetes Atlas estimates, 1 in 11 adults 

has diabetes in 2015. These adults are 16 years of age and 

above 16 years of age. The second parameter is sex. Studies 

show that middle-aged men have a higher prevalence of 

diabetes than women of similar age, and conversely, the 

prevalence is higher in older women than men. Other 

parameters are important parameters in the diagnosis of 

diabetes: polyuria, excessive urination; polydipsia, excessive 

thirst; sudden weight loss, weakness, polyphagia which is 

associated with hunger, genital thrush, visual blurring, 

itching, irritability, delayed healing, partial paresis or 

muscular stiffness, alopecia which is point baldness due to 

hair loss, obesity which is excessive or abnormal fat mass 

which results to health risks. 
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Table 2. A summary of research work for diagnoses of T2DM using ensemble learning algorithms (NA: Not Available) 

 

Authors Methodology Dataset Tool Best Results 

Nai-arun et. 

al.,2014 [18] 

NB, KNN, DT, 

Bagging and 

boosting 

Dataset is collected from 27 

Primary Care Units (PCU) in 

Sawanpracharak Regional 

Hospital during 2011-2013 

NA %95.31 accuracy with bagging and 

base classifier DT 

Patil et. al., 2019 

[19] 

KNN, SVM, LR, 

RF, AB, LR 

PIDD Python 80.08% accuracy 

Hasan et. al., 2020 

[20] 

KNN, DT, RF, 

AB, NB, XB 

PIDD Python 95.00 % AUC 

Kopitar et. al., 

2020 [21] 

LR,RF,XGBoost, 

LightGBM 

The dataset is collected from 

the NHANES database 

including 8057 instances and 

12 attributes 

NA 74.50% accuracy with EL algorithm 

with LDA 

 

 
Figure 1. The proposed model 

3.2 Data Preprocessing 

Preprocessing was done to analyze the features in the 

dataset and to make the classification more efficient. 

Although there are no null values in the dataset, there are 

categorical values. The categorical values were converted to 

numerical values. There are 38.46% (1) and 61.54% negative 

(0) classes in the dataset. The scatter plots of each feature 

over the classes are given in Figure 2. 

These scatter plots represent the distribution of diabetes 

disease according to the parameters. The data in the dataset 

according to the parameters were visualized with these plots. 

When the dataset examined, it is seen that there is an 

unbalanced distribution problem. Due to the unbalanced 

distribution problem in the dataset, The SMOTE approach 

was used. The SMOTE method is regarded as the most 

popular and frequently the most effective sampling 

technique [23]. Numerous imbalanced dataset issues have 

been addressed using the technique created in 2002. This 

technique differs from other approaches in that it creates 

artificial instances based on the k nearest neighbors of the 

instances under examination, as opposed to replicating the 

minority class data.  

 

Table 3. Feature Details 

Features Name Features Type Data 

Type 

Possible 

Value 

Age Predictive Integer 16-90 

Sex Predictive Object Male, 

Female 

Polyuria Predictive Object Yes, No 

Sudden Weight 

Loss 

Predictive Object Yes, No 

Weakness Predictive Object Yes, No 

Polyphagia Predictive Object Yes, No 

Genital Thrush Predictive Object Yes, No 

Visual Blurring Predictive Object Yes, No 

Itching Predictive Object Yes, No 

Irritability Predictive Object Yes, No 

Delayed 

Healing 

Predictive Object Yes, No 

Partial Paresis Predictive Object Yes, No 

Muscle 

Stiffness 

Predictive Object Yes, No 

Alopecia Predictive Object Yes, No 

Obesity Predictive Object Yes, No 

Class Responsive Object Positive, 

Negative 

066 



 

 

Figure 2. The scatter plots of each feature 
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Following is a brief summary of how the algorithm 

operates: 

 

1. The k-closest neighbors of each observation 

pertaining to the minority class are searched, 

2. The difference between the observation of the 

minority class and the observation with the k 

nearest neighbors (K-Nearest Neighbors) is taken, 

3. The difference determined in Step 2 is multiplied 

by a random integer (α) is selected at random from 

(0,1), 

4. Using the Equation (1), a new synthetic observation 

is produced: 

 

                             𝑥𝑦𝑒𝑛𝑖 = 𝑥𝑖 + (𝑥𝑗 − 𝑥𝑖) *α                    (1) 

 

5. Repeat steps 1-4 to obtain the desired number of 

synthetic observations. 

3.3 Machine Learning Algorithms 

3.3.1 Decision Tree 

The first algorithm used in prediction of the diabetes 

mellitus is the decision tree algorithm [24]. The basic idea in 

the decision tree algorithm, which is a powerful classification 

algorithm among machine learning algorithms, is based on 

repeatedly dividing the input data into groups with the help 

of a classification algorithm. As a result of this division, 

nodes are formed and these nodes are labeled. The division 

continues in depth until all nodes of the group have the same 

class label. The advantage of this algorithm is that it is used 

very frequently and it is an algorithm that can be easily 

interpreted and created easily. Decision trees, which are one 

of the supervised learning methods, consist of roots, nodes, 

branches and leaves like a tree. There are some criteria used 

in feature selection, that is, in determining which node will 

be selected. These criteria are; information gain, gain ratio 

and gini index.  

3.3.2 Bagging with Decision Tree 

The bagging method is one of the ensemble learning 

methods derived by the award-winning statistician Breiman 

in 1996. In bagging, the dataset is distributed across several 

bootstrap copies. Each replica is plotted with replacement, 

regardless of the original dataset; on average, each copy 

contains 63.2% of the original data. The process is 

accomplished by repeatedly running the weak learner on 

various bootstraps. At each iteration, the classifier learned 

from the weak learner is combined into the strong composite 

classifier to achieve higher accuracy than any single 

component classifier can do alone [25]. In this study, a 

bagging algorithm is utilized to transform weak learners into 

strong learners. 

 

3.3.3 Random Forest 

Random Forest, another most commonly used machine 

learning technique, is a combination of the Bagging method 

developed by Breiman in 1996 and the Random Subspace 

method developed by Kim Ho [26]. This technique combines 

multiple classifiers to improve performance. In different 

subsets of the given dataset, the Random Forest classifier 

consists of decision trees. Each decision tree output is 

averaged to improve the prediction accuracy in the given 

dataset. Random Forest takes predictions from multiple trees, 

calculates the maximum number of predictions, and predicts 

the final output. In the Random Forest algorithm, random 

data points are first selected from the training data set. A 

subset of the decision tree associated with this selected point 

is developed. The first two steps are applied again by 

determining the number of the decision tree to be created. 

Finally, at the given data points, each decision tree is 

estimated and new data points are assigned to the category 

that wins the majority vote. 

3.3.4 Extra Trees 

The Extra Tree algorithm, which consists of a collection 

of decision trees, is referred to collections of other decision 

tree algorithm collections as bootstrapping (bagging) and 

random forest [27]. The training dataset is used to create a 

large number of unpruned decision trees as part of the Extra 

Trees technique. When utilizing regression or classification, 

estimates are performed by averaging the decision tree 

estimation or by employing majority vote. The Extra Trees 

approach fits each decision tree on the whole training dataset, 

in contrast to bagging and random forest, which only use a 

bootstrap sample of the training dataset to construct each 

decision tree. With regard to calculation time, the Extra Trees 

approach is faster.  

3.4 Performance Evaluation 

In machine learning, the confusion matrix is used to show 

the relationship between real class labels and predicted class 

labels. It is a visualization tool used to show the accuracy 

values obtained as a result of the classification process. It is 

used to represent true positive (TP), correct negative (TN), 

false positive (FP), false negative (FN).  

• True Positive (TP): It indicates that the patient has diabetes. 

• True Negative (TN): It indicates that the patient does not 

have diabetes. 

• False Positive (FP): It indicates that a person who does not 

have diabetes has been misdiagnosed with diabetes. 

• False Negative (FN): It indicates that a person with diabetes 

is misdiagnosed as not having diabetes. 

 

 Predicted Class Label 

Real Class Label 
TP TN 

FP FN 
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Table 4. Comparison of algorithms using 10-CV 

 

  ACC PREC  RC  FS  

DT %97.35 %97.79 %96.87 %97.33 

Bagging with Decision Tree %97.50 %98.41 %96.56 %97.48 

RF %98.59 %98.75 %98.44 %98.59 

Extra Trees %98.91 %98.75 %99.06 %98.91 
* ACC: Accuracy, PREC: Precision, RC: Recall, FS: F1-Score 
 

Table 5. Confusion matrix results of classification algorithms 
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Table 6.  Overall performance comparison of algorithms  

  ACC (Training) ACC (Test) PREC (Test) RC (Test) FS (Test) 

DT %100.00 %98.44 %98.00 %98.00 %98.00 

Bagging with 

Decision Tree 
%99.61 %97.66 %97.00 %98.00 %98.00 

RF %100.00 %98.44 %97.00 %100.00 %98.00 

Extra Trees %100.00 %99.22 %98.00 %100.00 %99.00 
* ACC: Accuracy, PREC: Precision, RC: Recall, FS: F1-Score 

Table 7. Evaluation of related studies 

References The Best 

Algorithm 

The Best Result The Difference with Our Work 

Zou et. al., 2018 Random Forest %80.84 +18.36% 

Nai-arun et. 

al.,2014 

Bagging and base 

classifier DT 

%95.31 +3.89% 

Hegde et. al., 2019 Random Forest %94.14 +5.06% 

Başer et.al, 2021[28] Random Forest %84,78 +14.42% 

Using these values in the confusion matrix given in the 

table, the following metrics used to determine the 

performance of the classification algorithm are calculated. 

Measures Definitions Formula 

 

Accuracy Refers to the ratio of 

the number of correctly 

classified samples to 

the total number of 

samples 

𝑇𝑃 + 𝑇𝑁

Total no of samples
 

Precision (P) Classifiers 

correctness/accuracy is 

measured by Precision 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall (R) Refers to the power of 

the classification 

algorithm to correctly 

predict positive 

samples. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1-Score It is the geometric 

mean of the sensitivity 

and recall criteria and 

allows the values of 

both criteria to be 

considered together. 

2 ∗ (𝑃 ∗ 𝑅)

𝑃 + 𝑅
 

 

4. Test Results 

In this section, we discuss the experimental test and 

evaluate the machine learning algorithms to predict diabetes 

mellitus. These tests aim to estimate whether the patient has 

diabetes mellitus or not. In addition, the sckit-learn library, 

which is a popular library containing functions of algorithms 

developed in the field of machine learning and data mining 

developed with Python programming language, has been 

utilized. The tests were performed on Windows 10 operating 

system, using Python version 3.8.10. All tests experiments 
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were performed on a computer with 12GB of RAM (Intel ® 

Core™ i7-4700HQ CPU @ 2.40Ghz 2.40GHz).  

The problem in this study was considered as a 

classification problem and Decision Tree (DT), Bagging 

with DT, Random Forest (RF), and Extra Trees algorithms 

were used in the classification stage. Firstly, 10-CV was 

utilized in order to demonstrate the performance of the 

algorithms. The results of 10-CV are given in Table 4.  

According to the proposed system, the dataset was split 

into 80% train and 20% test as given in Figure 1. Then, the 

confusion matrix obtained as a result of the tests performed 

with machine learning algorithms is shown in Table 5. In 

confusion matrices given Table 5, 0 represents cases without 

diabetes mellitus and 1 represents cases with diabetes 

mellitus. It is seen that the Extra Trees algorithm is more 

successful than other algorithms that predict diabetes 

mellitus when Table 5 is examined. The performance 

measures calculated using the confusion matrix are given in 

Table 6. 

When the results given in Table 6 are examined, it is seen 

that the Extra Trees algorithm performs the best prediction 

with an accuracy of 99.22%. The DF algorithm has an 

accuracy of 98.44%, the Bagging algorithm has an accuracy 

of 97.66% and the RF algorithm has an accuracy of %98.44. 

We observed that decision tree-based classifiers give good 

results for this dataset. Because the features in the dataset are 

in the logic of a decision mechanism.  

For data with unbalanced class distribution, it would be 

more accurate to use the f1-score performance metric, where 

precision and recall metrics are considered together, instead 

of accuracy. Accordingly, considering the values in Table 5, 

it is seen that better f1-score values are obtained by applying 

the Extra Trees algorithm. When the algorithm is examined 

in terms of processing times, it is seen that there is not much 

difference between them. In Table 7, we compare our work 

with the literature in order to demonstrate the efficiency of 

the proposed approach. 

 

5. Conclusions 

Diabetes is one of the diseases that can have undesirable 

effects on various organs and last throughout life. 

Diabetes, which is a disease that should be treated under 

the supervision of a doctor, can lead to serious 

complications in the body if not treated. In addition to the 

medical methods used in the diagnosis of diabetes, this 

disease can be detected by artificial intelligence 

approached. With these approaches, experts are assisted in 

the diagnosis of the disease. This paper aims to predict the 

diabetes. First of all, a data preprocessing was done on the 

dataset obtained from UCI. SMOTE algorithm was used 

during this preprocessing. Then, different machine 

learning algorithms were used to predict diabetes. In this 

paper, using Decision Tree, Bagging and Decision Tree, 

Random Forest and Extra Trees algorithms, the most 

successful accuracy rate was obtained from the Extra Trees 

algorithm with 99.22%. In future studies, it is aimed to 

detect diabetes by using deep learning on the dataset and 

machine learning methods not used in this study. In future 

studies, it is aimed to realize an artificial intelligence-

based decision support system that will significantly help 

experts with big data technologies, deep learning and 

transfer learning approaches in the diagnosis of diabetes. 
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