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Abstract— Auto-GPT is a product of an experimental project 

that makes the use of GPT-4 autonomous. Notably, Auto-GPT 

emerged and spread rapidly, while the echo of OpenAI's 

ChatGPT continues. However, there are insufficient studies on 

this new application in related literature. The purpose of this 

exploratory case study was to explore the different use cases and 

experiences of Auto-GPT users. For this purpose, 16 users with 

an Auto-GPT experience on the GitHub platform were 

interviewed. Thematic content analysis was performed on the 

qualitative data. AutoGPT experiences of users can be 

characterized by learning programs, autonomous applications, 

conducting research, and writing reports. The results of this 

study showed that content creation is the most important 

purpose of using Auto-GPT. As independent research functions 

of Auto-GPT, users also emphasize data summarization and 

information organization. However, the participants also 

pointed out the token limit (inefficiency), forgetting generated 

tools, and iteration as some prominent limitations of Auto-GPT. 

It is possible to say that Auto-GPT has a high potential to use in 

also in educational purpose, but it is still in the development 

stage. 

Keywords— Auto-GPT, GPT-4, ChatGPT, Use Cases 

I. INTRODUCTION  

What artificial intelligence does and can do has 

undoubtedly been one of the most important topics of 

discussion nowadays among technology developers and 

users. Natural language processing models have become 

increasingly popular in recent years and are recognized 

worldwide as an important milestone in the development and 

use of artificial intelligence [1]. A succession of fast and 

efficient models reshapes the way we interact with AI and the 

digital world. In particular, OpenAI's GPT series, with its 

innovative features, has led to exciting developments in the 

emergence of opportunities arising from the collaboration of 

advanced language models with human and artificial 

intelligence. Natural language processing is a subset of 

artificial intelligence which refers to the automatic 

computational processing of human speech, and includes 

systems which use human-generated text as input and 

systems which produce natural-sounding text as output [2]. 

Auto-GPT is a product of an experimental project 

developed to make the use of GPT-4 autonomous. Auto-GPT 

is a Python application that is available as an open source on 

GitHub [3]. Auto-GPT is powered by self-managing artificial 

intelligence agents that can self-request commands and 

execute tasks with minimal human intervention. Self-

triggered prompts enable complex research to be conducted 

without human intervention. Given a user query, Auto-GPT 

performs step-by-step actions to realize the goal 

autonomously. In addition to reasoning about the current 

situation, Auto-GPT can also use past actions to improve 

decision making [4]. Autonomous AI can learn, think and act 

without continuous input from humans [5]. In this way, it 

aims to obtain the result by sequentially generating 

commands from the given basic commands and their results. 

While there are evidence suggesting that scaling up Large 

Language Models (LLM) can lead to certain level of general 

intelligence, there are still limitations as the lack of long-term 

memory, limited token length, and the lack of deterministic 

control over its behaviors, etc. [6]. 

II. IS AAI POSSIBLE? 

The ChatGPT natural language processing model was 

publicly launched in November 2022 and scaled at an 

unprecedented rate, reaching 1 million users in five days 

compared to 300 days for Facebook, 720 days for Twitter, 

and 75 days for Instagram. The most important factor 

underlying this rapid spread is its text production and 

processing feature. ChatGPT can generate high-quality, 

plausible, human-like written responses to statistical 

analyses, texts, computer programs, abstracts, or 

introductions to scientific articles[7]. ChatGPT is able to do 

this by taking advantage of its extensive data stores and 

efficient design to understand and interpret user requests and 

then generate appropriate responses in early natural human 

language[8]. The use of ChatGPT also presents various 

potential problems, such as the generation of incorrect or fake 

information and student plagiarism, and for students it is 

crucial to introduce them to the limitations of ChatGPT, such 

as its reliance on biased data, limited current knowledge, and 

the potential for generating incorrect or fake information [9]. 

Developed using the GPT-3.5 language model, an improved 

version of GPT-3, ChatGPT is the result of OpenAI's ongoing 

work on increasingly secure and useful artificial intelligence 

systems [10]. In March 2023, shortly after ChatGPT was 

launched, the GPT 4 is available as final version. GPT-4 

builds on the success of its predecessors, GPT-3 [11] and 

GPT-2 [12]. These models have shown significant 

improvements in their ability to understand and generate 

natural languages. With 175 billion parameters, GPT-3 sets 

new standards for several natural language processing tasks 

[13]. In the GPT-4 model, the number of parameters reached 

trillions, significantly increasing its capacity compared to 

previous models [14]. In addition to human feedback-

mailto:mfirat@anadolu.edu.tr
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supported learning, GPT-4 has a rule-based reward model 

approach compared with GPT-3 [15]. 

Chat GPT is able to accomplish with its language 

processing capability, which has been an important milestone 

in the history of artificial intelligence and made it the top of 

the agenda in a short time. The use of language models like 

ChatGPT in education appears as a potential area of interest 

due to their rich and wide range of applications [16]. Using 

these models, it will be possible to create personalized and 

effective learning experiences for individuals at every level 

of education, in line with each individual's unique learning 

preferences, abilities, and needs [17]. Going forward, we 

expect ChatGPT's performance to increase through deep 

learning, a promising development educators and researchers 

should pay attention to for its potential applications in 

teaching and learning [18]. However, it should be noted that 

ChatGPT's ability to generate highly realistic texts poses a 

potential risk to the integrity of online exams. Precautions 

should be taken to prevent this from happening [19,20] LLMs 

can also be used to develop more natural and sophisticated 

user interfaces by exploiting their ability to generate 

contextualized, personalized, and diverse responses to natural 

language questions asked by users [21]. Chat GPT performs 

the desired commands thanks to user prompts, that is, user 

instructions. A prompt is a chat message that the user sends 

to an LLM, such as ChatGPT, in a chat-based environment 

[22]. In this case, the most important step in achieving high 

efficiency from artificial intelligence is to write the correct 

prompt. With the introduction of AutoGPT, the automatic 

prompt generation and processing promised by autonomous 

artificial intelligence has caused users to turn their attention 

in this direction. 

The autonomous transformation of AI has been a topic of 

discussion since the 1960s [23].  Following the launch of 

GPT-4 in March 2023, studies on the use of productive 

artificial intelligence technologies in almost every sector 

came to the forefront and created a big agenda in the first 

quarter of 2023. In natural-language processing-based 

generative artificial intelligence models, directing the right 

prompt to artificial intelligence is the key to the efficiency of 

autonomous artificial intelligence. AutoGPT, an open-source 

Python project, was created to fill an important gap in helping 

users reach their targeted results by generating automatic 

prompts from the given commands. Auto-GPT proposes the 

goal that attempts to make GPT-4 fully autonomous and try 

to solve the problem that let ChatGPT interact with the 

internet [24].The emergence of autonomous systems in an 

increasing number of domains has made it imperative for AI 

agents to deal with environmental uncertainty through 

creativity [25]. An autonomous AI application is a system 

that perceives an environment as part of it and works to 

influence what it perceives in the future in line with its goals 

over time. Wang [26] presents basic research on the 

fundamental theories, discoveries and latest developments in 

AAI and Symbiotic Human-Machine Intelligence. 

Autonomous Artificial Intelligence (AAI) is recognized as 

the general form of AI equivalent to human Natural 

Intelligence (NI), supported by intelligence science, brain-

inspired systems, cognitive computers, intelligent 

mathematics and systems, humans, and cybernetics. 

However, AI agents differ from objects in object-oriented 

computer programs in that they are autonomous, flexible, and 

have their own control structures. 

According to Totschnig [27], "In AI and AI applications, 

autonomy refers to an artificial entity's ability to act 

autonomously without human guidance, assuming a fixed 

goal or utility for evaluating its actions. However, from a 

philosophical point of view, this concept of autonomy seems 

unlikely to be implemented, but the rapid proliferation of 

autonomous AI applications, such as BabyAGI and 

AutoGPT, which emerged in 2023, proved that the pace of 

development of artificial intelligence should not be 

underestimated. 

AutoGPT, which performs operations using the GPT-4 

model, can work autonomously and perform the steps of 

thinking, planning, and taking action independently. While 

working with LLMs, it automatically generates prompts in 

line with the given command and works until it reaches the 

result, without the need for users to add any input. 

Considering that creating the correct prompt and presenting 

it to artificial intelligence is the most important step in 

achieving the desired result, AutoGPT will produce effective 

results by saving users from this step. While there has been 

growing interest in Auto-GPT-styled agents, questions 

remain about the effectiveness and flexibility of Auto-GPT in 

solving real-world decision problems [28]. 

While recent studies on the use of autonomous artificial 

intelligence in areas such as health [29], energy production 

[30], and genetics [31] are available in the literature, there are 

no studies in the field of open and distance learning. Studying 

the Chat GPT's ability to enhance autodidactic learning is 

very important for several reasons. It can identify best 

practices and approaches for using chatbots and other 

artificial intelligence (AI) tools in education as well as 

provide guidance for the future of education and the use of 

technology in learning [32]. Auto-GPT combines GPT-4's 

powerful natural language processing capabilities with the 

ability to auto-author prompts in a single framework, 

enabling a large number of tasks to be automated with a high 

level of precision and efficiency. This development shows 

that LLMs, which could be an important future solution tool 

for AI, have the potential to radically transform the way we 

look at business automation. Despite this, studies on Auto-

GPT and its potential applications are very limited in the 

relevant literature. In particular, the experiences of 

developers using Auto-GPT can provide important insights to 

explore the potential of this remarkable application. 

Determining the potential usage areas and limitations of 

AutoGPT will shed light on future research in this field. 

III. RESEARCH PURPOSE 

In the first quarter of 2023, studies on the use of productive 

artificial intelligence technologies in almost every sector came 

to the forefront and created a significant agenda. The 

introduction Auto-GPT has raised questions regarding the 

current use of generative artificial intelligence technologies 

and in which areas they can be used effectively in the future. 

This research aims to examine various use cases and 

experiences of Auto-GPT users. Thus, this study aims to 
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identify and understand the experiences of Auto-GPT users 

and to reveal the potential projects and best use cases. 

IV. METHOD 

This research was designed based on the case study 

methodology proposed by Yin [33]. The exploratory case 

study method was preferred to investigate and interpret the 

usage areas and experiences of users on the Auto-GPT project, 

which is available on the GitHub platform, comprehensively 

and deeply. In the relevant literature, researchers have various 

definitions and approaches pertaining to the case study [34, 

35, 36]. A case study is a method that examines a single 

situation or event longitudinally, systematically collecting 

data and examining what happens in real-world settings. Yin 

[37] defines case study as a research method used when the 

research focuses on "how" and "why" questions, when the 

researcher has little or no control over the events, when you 

study the event or phenomenon within its natural life 

framework, when the link between the event and real life is 

not clear enough. According to Yin [38], one of the features 

that distinguishes a case study from other designs is that it is 

combined with an existing theory and, depending on its 

outputs, three types of case studies are defined as exploratory, 

descriptive, and explanatory. An exploratory case study 

design is conducted to investigate a new situation, a topic that 

has not yet been sufficiently researched, and to fill the gap in 

the literature [39]. 

In the research, data analyzed were gathered from the 

discussion thread on the GitHub platform, where users share 

their experiences and usage scenarios with Auto-GPT. For the 

purpose of the research the open-ended question posed in the 

discussion was "What use cases have you found for Auto-

GPT?". Sixteen users responded to this open-ended query. 

The participants provided voluntary consent for the use of 

their data anonymously. These comments were provided by 

16 different users, offering diverse perspectives and potential 

applications. The responses from the users were subjected to 

content analysis. Qualitative data took advantage of thematic 

content analysis, a common method used to identify, analyze, 

and report patterns or themes in data. The thematic content 

analysis was conducted in five stages [40]: 

1. Familiarization: Initially, researchers carefully read 

through user comments to become familiar with the data and 

identify patterns or themes at the outset. 

2. Coding: Each comment was systematically coded by 

assigning labels to specific sections of the text that represented 

a particular idea, application, or experience. This process 

enabled the researchers to effectively organize and categorize 

the data. 

3. Identifying themes: The codes were examined and 

compared. Similar codes were grouped into broader themes. 

These themes reflect the most important ideas and experiences 

shared by users. 

4. Review and Refine Themes: The identified themes 

were reviewed and refined to ensure that they accurately 

represented the data. This process aims to verify that the 

themes are supported by coded data, and that there are clear 

distinctions between different themes. 

5. Identifying and Naming Themes: The final step was 

to create clear and unambiguous descriptions for each theme 

and associated subthemes to identify and name the themes. 

V. FINDINGS 

Themes were derived from the codes in the thematic 

content analysis. Thus, 21 themes were identified. The themes 

were sorted into four categories based on their common 

characteristics. The codes, themes, and categories obtained 

from the content analysis are presented together with the 

frequencies in Table I. 

TABLE I. QUALITATIVE FINDINGS 

Categories Themes Code Frequencies 

Use Cases 

(f=14) 

E-commerce 
Sales, customer 

journeys 
1 

Ticketing Customer queries 1 

Data summarization 
Open data portal, 

news articles 
2 

Content creation 

Cocktail list, 

Python script, 

podcast outline 

3 

Tool generation Programs, files 1 

Information 

organization 

Party schools in 

the US, market 

research 

2 

Investment analysis 

Autonomously 

gather and analyze 

market data 

1 

Product research Best headphones 1 

Social media 

management 

Generate content, 

schedule posts, 

customer inquiries 

1 

Limitations 

(f=4) 

Token limit 
Stuck at limit 

tokens 
1 

Inefficiency 
Scraping articles 

online 
1 

Forgetting generated 

tools 

Not using tools 

effectively 
1 

Iteration 

Airtight systems, 

progress after 

shutdowns 

1 

Workarounds 

(f=3) 

Data chunking Bypass token limit 1 

GPT-4 

improvements 

Better tool 

utilization 
1 

Session continuity 
Return to a session 

after it closes 
1 

User 

Experience 

(f=5) 

AI enthusiasm 

AI addiction, 

learning new 

technologies 

1 

Learning 

programming 
Python language 1 

AI agents 
Outsource tasks to 

other AI agents 
1 

Autonomous AI 

capabilities 

Conduct research, 

write reports 
2 

The theme with the highest frequency among the 21 

themes obtained in the study was "Content Creation". This 

theme is in line with the feature of producing content on 

different topics, which is considered the most important 

outputs of use of GPT models. Direct quotes from two user 

related to this theme are provided below. 

“I tried to let it make "tools" (programs and files) that it 

would use while on projects. It made a lot and even impressive 
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ones i thought. … it would be cool to have it "externalize" and 

therefore reduce token cost.” 

“I used it to come up with a pretty basic cocktail list. All 

the cocktails and their recipes were quite good...” 

This theme was followed by "Data Summarization", 

"Information Organization" and "Autonomous AI 

Capabilities" with two frequencies for each. These three 

themes are related to the AutoGPT's ability to conduct self-

search. When prompts are given in sufficient detail and in a 

cyclical structure, AutoGPT's independent research feature 

comes to the fore. Direct quotes from two user's view on data 

summarization are given below. 

“Search and summarize data works pretty well. I let it 

write me a list of all data available in the open data portal.” 

“I'm trying to summarize the news. But still stuck at limit 

tokens...” 

AutoGPT users emphasized the potential of AutoGPT for 

searching and summarizing data, but criticised the token 

limits. About "information organization", a direct quote from 

a user is given below. 

“I used it to find the top 10 party schools in the US... and 

then write each schools online application URL to a text file 

for easier applying. If only I had this 19 years ago when I was 

applying to college...”  

In this theme, users emphasized the potential of AutoGPT 

to organize information with the support of AI technology. 

Finally, here is a direct quote from a user on the topic of 

"Autonomous AI Capabilities". 

“…chunking large data into smaller bits that don't pass the 

token limit. I believe Auto-GPT does this when scraping 

articles online but its not really efficient.” 

Here in this theme, users criticize the autonomous AI 

capabilities with token limits that cause inefficiency. Each of 

the other 17 themes has one frequency. 

By examining the themes in the Workarounds and User 

Experience categories, it is possible to gain a more detailed 

understanding of the user experience. There is significant 

interest and curiosity about AI technology among users. Users 

are exploring the potential of AI to learn new technologies and 

expressing their reliance on AI technologies in the process. 

The results indicate that users are turning to learning 

programming languages such as Python. This will increase 

their ability to use these tools more effectively and deepen 

their understanding of these technologies. Users appreciate 

Auto-GPT's ability to delegate tasks to other AI agents. This 

allows users to focus their time and energy on more strategic 

or creative tasks, while ensuring that routine or repetitive tasks 

are completed quickly and efficiently. Autonomous AI 

capabilities, such as conducting research and writing reports, 

are among the most frequently cited positive aspects by users. 

This demonstrates AI's ability to respond to user needs and 

add value. 

In addition to the advantages of AutoGPT, some 

limitations were also mentioned. These were identified as 

"token limit", "inefficiency", "forgetting generated tools", and 

"iteration". When analyzing the codes related to these topics, 

it is observed that the inefficiency and some shortcomings of 

AutoGPT are emphasized. These limitations can be 

considered natural considering that AutoGPT is still under 

development. Participants made suggestions to overcome 

these limitations. These suggestions included session 

continuity, removal of the token limit, and further 

development of the GPT-4 model. 

VI. DISCUSSIONS 

The rising trend in AI development has led to discussions 

of the reduced use of manpower in many fields. Many studies, 

especially after the introduction of ChatGPT, have revealed 

important findings regarding the breadth and diversity of its 

use. AutoGPT, which was created for the autonomous use of 

the GPT-4 model, can perform many operations such as 

content generation, access to web content, text summarization, 

decision-making, and situation analysis with the sequential 

commands it generates to execute the given command. While 

there are studies in the literature on the use of AAI agents in 

areas such as health [41], energy production [42], and genetics 

[43], it is important to determine the potential for use in 

education in general, and open and distance learning in 

particular. AutoGPT's ability to perform operations by 

minimizing human intervention determines the areas of use in 

open and distance learning, and reveals the need to draw a 

framework on how it can be used in this direction. 

The high number of students and the diversity of programs 

in open and distance learning bring about the need for the 

effective use of AI technologies to save labor and time at many 

stages of teaching. Content creation, support services, 

assessment, and evaluation are among the areas that need the 

most improvement in terms of labor and time [44]. As a result 

of this research, AutoGPT's ability to perform more operations 

in fewer steps, to produce content, to summarize the content 

produced, and to provide guidance in line with the commands 

entered, reveals that it can be used effectively in these steps of 

open and distance learning. However, the GPT-4 has some 

limitations. The first is that it is paid. The fact that GPT-4 is 

available for a fee as of April 2023 can also be considered one 

of the limitations in the use of AutoGPT. 

VII. CONCLUSIONS AND SUGGESTIONS 

This qualitative research is an exploratory case study that 

aims to examine use-cases and experiences of Auto-GPT 

users. Data were collected from the GitHub platform. Answers 

of users to the question of “What are your experiences on the 

Auto-GPT use-cases*”. In response to this question, 16 

comments were analyzed and 21 themes were identified. The 

three important findings of this study are as follows.  

• Integration of Auto-GPT into business processes: 

The results indicate that integrating Auto-GPT into business 

processes can provide significant productivity gains, 

especially in data-driven and information management jobs. 

This means that companies and organizations can use Auto-

GPT to optimize their business processes and become more 

competitive. 

• Auto-GPT's limitations and areas for improvement: 

This research also reveals Auto-GPT's current limitations and 

areas for improvement. Limitations such as the token limit, 

inefficiency, forgetting of generated tools, and iteration have 
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been identified as important areas for the development and 

improvement of Auto-GPT. Users' suggestions for 

overcoming these limitations focused on session continuity, 

removing the token limit, and further development of the 

GPT-4 model.  

• Potential for use in open and distance learning: The 

results of various use cases and experiences of Auto-GPT 

show that it can offer significant opportunities for open and 

distance learning. The effective use of Auto-GPT in areas such 

as content creation, support services, assessment, and 

evaluation can contribute to making such learning systems 

more efficient and user friendly [44]. 

The results of this study show that Auto-GPT can offer 

successful use cases in areas such as content creation, data 

summarization, knowledge organization, and AAI 

capabilities. In addition, it has been determined that users' 

experiences such as learning programs, using autonomous 

applications, conducting research, and writing reports stand 

out in their experiences. The codes and themes derived from 

participant opinions about Auto-GPT indicate that this 

application has high usage potential in open and distance 

learning, especially in mass teaching systems. However, both 

the lack of desired maturity in AI technologies and the fact 

that Auto-GPT is a newly emerged tool that has not yet 

evolved into a stable application pose challenges for its usage 

in sensitive areas such as education. 

VIII. RECOMMENDATIONS 

Continue the development of Auto-GPT and overcome 

existing limitations. In particular, issues such as token limits 

and inefficiency must be addressed. 

The use of Auto-GPT in the field of education and learning 

technologies should be encouraged, especially considering 

that it can be used effectively in open- and distance-learning 

processes. 

Platforms should be created to share experiences and use 

cases related to Auto-GPT among users, and users should be 

able to interact on these platforms. In this way, knowledge 

sharing regarding the potential applications and effective 

usage methods of Auto-GPT can be increased. 
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Abstract—Violin is one of the most significant musical 

instruments of both Turkish and western music. It is a stringed 

instrument played with a bow. Due to its fretless nature, it is 

relatively difficult to learn and play the instrument, compared 

with other musical instruments. In this study, a violin has been 

modeled to be played in virtual reality and metaverse 

environment is for a better and more entertaining violin 

education. Even if the student does not actually have a violin in 

hand, by means of virtual reality glasses, the modeled violin can 

be seen in the virtual reality environment. The camera of the 

Oculus Quest 2 Virtual Reality Glasses and haptic gloves are 

used to sense the both student's finger pressing and bow 

movements. By means of this study, the student does not need to 

own a real violin. Considering that a good violin has a high cost, 

the student will not need to spend high cost to buy the 

instrument. Besides, the biggest problem of the violin and other 

stringed musical instruments is the tuning of the instrument. 

Without a good tuning, the strings will not sound harmoniously 

and the student will not be able to play correctly because of not 

hearing the correct sound. Tuning ability needs some 

experience. But there is no tuning problem in the violin modeled 

in this study since it does not have real strings which means that 

even a beginner level student will not have a tuning problem. 

Also, in this study, while playing various exercises and songs, the 

musical notes needed to be pressed on the violin are highlighted 

to ensure that the student confirms whether to play correctly. 

The study is an alternative material of violin education in a more 

entertaining way.  

Keywords— Metaverse, Virtual Reality, Gamification, Unreal 

Engine, Violin 

I. INTRODUCTION  

Virtual reality (VR) applications were firstly seen in the 

1960s and its use has been increasing since then [1]. 

Investments in virtual reality sector have also been increasing 

recently. For example, Facebook bought the Oculus brand in 

2014 by spending billions of dollars [2]. Furthermore, 

Facebook changed its name to Meta to adapt to the concept of 

metaverse [3]. Virtual reality is used in many areas such as 

education, health, gaming, industry and daily life. There are 

many studies in the literature on virtual reality applications in 

different fields. 

Han Fang et al. studied wearable haptic technologies for 

virtual reality and augmented reality (AR). By means of 

wearable accessories, body movements are perceived as well 

as hand and finger movements [4]. Adriano da Silva Marinho 

et al., for the first time, conducted a study on postural stability 

and cyber diseases in virtual reality game players [5]. Dai-Yun 

Wu et al. worked on the application of virtual reality in the 

advertising industry [6]. Jingni Ma et al. studied mental 

improvement in adults by means of virtual reality [7]. Jing 

Wen et al. conducted a study in which an electrician explained 

some experiences to students in a virtual reality environment 

[8]. Alena Kostyk et al. conducted a study on virtual reality 

and customer-oriented marketing [9]. Babji Srinivasan et al. 

conducted a study to enhance chemical safety in laboratories 

and industry with the use of virtual reality [10].  There are also 

some studies in the literature on Unreal Engine. Eric Chu et al. 

suggested an alternative to the visual programming of the 

Unreal Engine game engine called Blueprints [11]. 

By means of this study, by using virtual reality glasses, the 

student can learn to play the violin in an entertaining way 

without spending high cost for the instrument. Also it allows 

players to come together online and make music together. The 

study includes virtual reality, blockchain, NFT and metaverse 

concepts and contributes to the literature. 

II. MATERIAL AND METHODS 

A. 3d Design 

In this study, firstly, violins and accessories used in the 

virtual reality environment have been modeled by means of 

three-dimensional design programs. Software such as 

Blender, 3d Studio Max, Autodesk Maya can be given as 

examples of three-dimensional design and animation 

programs [12]–[14].  

 
Fig. 1. Image of a modeled violin 

Later, the created model has been imported to the Unreal 

Engine game engine as an asset. Many kinds of different assets 

from different marketplaces can also be used in Unreal 

Engine. A realistic image has been created by applying 

appropriate material to these objects in the mesh state. An 

example image of a modeled violin is shown in Figure 1. The 
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same process was applied to the other accessories and the 

materials used in the design have been created. 

B. Virtual Reality Glasses 

Although most of the virtual reality applications consist of 

games, applications of education and different sectors are also 

frequently encountered [15]. Virtual reality has its own rules 

and it doesn't have to be the same as reality. Thanks to the 

virtual reality glasses, the user of the glasses immerses into 

virtual environment [16]. By means of the controllers used 

with the virtual reality glasses interaction can be added to the 

game or application. These controllers have the ability of 

operations such as holding, firing and pressing. Some of the 

virtual reality glasses used today can be listed as Oculus Quest 

2, HTC Vive, HP Reverb G2 and Samsung SM-R323. In this 

study, Oculus Quest 2 virtual reality glasses have been used to 

see the modeled violin and accessories in a virtual reality 

environment. The virtual reality glasses used in the study can 

be seen in Figure 2.  

 
Fig. 2. Oculus Quest2 Virtual Reality Glasses 

C. Sensing The Movements 

Body and hand movements of the users should be detected 

and transferred to the virtual environment in order to add 

interaction to the virtual reality application or to make it more 

similar to the real environment. Therefore, carrying, holding, 

and triggering can be done with the controllers of the virtual 

reality glasses, while body movements such as hand and finger 

movements or bending and jumping of the human can be 

transferred to the virtual environment through wearable 

technologies. Moreover, the process of touching an object in 

the virtual reality environment can be felt by the human by 

means of wearable technology [17]. 

VR gloves can be assumed as an alternative for VR 

controllers. By means of the VR gloves, one can feel the 

immersion at a higher degree. Beside making the controller 

actions, haptic feedback gloves can also sense the feeling, 

adding even more immersion into the metaverse. Interaction 

with virtual objects is possible with hands instead of a 

controller by wearing VR gloves with haptic feedback 

technology. It is possible to feel the 3d objects by hands and 

fingers which is ideal for VR training and simulations, to 

create an immersive learning experience. When touching an 

object in 3d environment, haptic gloves provide feedback 

making vibrations on the fingertips and so it causes to feel the 

existence of an object [18]. 

As a sensing element, the built-in camera of the Oculus 

Quest 2 or the haptic VR gloves seen in Figure 3 are used to 

detect the user's finger pressing and bow pull and push in this 

application. 

 
Fig. 3. Haptic feedback gloves 

D. Game Engine 

The operation of the system is provided by the Unreal Engine 

5 game engine. Game engines such as Unity and Unreal 

Engine are software used to make more beautiful and detailed 

games in a shorter time [19]. While Unity is programmed with 

C sharp language, Unreal Engine is programmed with both 

C++ and a visual programming technique called Blueprints 

[20]. The demand for the Unreal Engine game engine has been 

increasing recently, since it does not need a programming 

language. Therefore, the Unreal Engine game engine has been 

used in this study. A view from Unreal Engine 5 can be seen 

in Figure 4. 

 
Fig. 4. A view from Unreal Engine 

E. Gamification 

Gamification is the process of adding game features and 

visuality to an activity that is not actually a game. 

Gamification is an activity increasing motivation in education. 

Especially, pedagogically supported gamification contributes 

to the versatile development of students [21]. Gamification not 

only increases cognitive development, but also makes it easier 

to learn a foreign language [22]. 

Gamification makes learning more entertaining in order to 

achieve the desired result in learning. Rewarding in the game 

environment can provide an interactive environment for the 
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student. In order to ensure the digitalization of higher 

education in Turkey, the "YÖK (Council of Higher Education) 

Digitizing" project was implemented. The Ministry of 

National Education of the Republic of Türkiye is also 

switching from traditional systems to digital methods. 

Therefore, the usage area of gamification is expanding [23]. A 

view from gamification of the simulation made in the study 

can be seen in Figure 5. 

 
Fig. 5. A view from Gamification 

F. Location to Play 

In this study, some locations are modeled and the student 

can choose the location where to play the violin. This may be 

a seaside, concert hall or any other place. The student feels to 

exist in the place of the virtual environment. This may increase 

the motivation to learn or play the violin. A view from a 

seaside location can be seen in Figure 6. 

 
Fig. 6. Seaside location 

G. Metaverse 

The word “metaverse” was firstly used in the Novel Snow 

Crash written by Neal Stephenson in 1992 [24]–[29]. Even 

though there is no specific definition, there are recognized 

technologies and features that are being adopted, such as XR 

(Extended reality) and blockchain that facilitate the 

integration and interoperability of decentralized systems to 

create realistic, immersive virtual worlds and experiences that 

can be accessed by anyone and any number of concurrent 

users [30], [31]. 

Nowadays it is defined as an evolving state medium that 

can mimic the real world. It is mostly hard to distinguish the 

human based applications made in the real world and the 

virtually created world. It is shaped by the specific needs of 

the users (as engaging in life-like remote collaborations across 

geographies). It relies upon emerging technologies to support 

its various requirements (such as verifying a digital object 

created by a specific person or guaranteeing the success of a 

financial transaction between two entities) [26], [29]. 

According to another definition it is described as a medium 

created by users to be used for other users. 

H. NFT 

Non-fungible tokens (NFT) are used for recording, 

verifying and tracking the ownership of the unique assets 

either physical or digital. Moreover, NFTs can be utilized to 

represent artworks, futures contracts, music scores, books, and 

real estate, etc. – any type of item considered as unique or rare. 

NFTs can be minted, stored and transferred on a blockchain, 

and hence cannot be obtained by bad intentions [32]. 

NFTs also indicate the authenticity, transparency and 

stability of digital work. By means of NFTs having a high 

degree of confidentiality and transparency, the artworks and 

other products are not sold in the galleries. Instead, they are 

sold as NFT and delivered to the user very shortly [33]. 

Creators can generate both active and passive income by 

selling virtual assets to consumers who use them for various 

focuses (such as collaborations, entertainment, data interface, 

and education). It provides a symbiotic relationship between 

producer and consumer that fosters the adoption and lasting 

use of the "metaverse" where creators can earn a living and 

people can buy digital products, services and experiences. 

NFTs are a mechanism to facilitate this process via their 

unique digitalized smart contracts that enable secure 

transactions based on the blockchain protocol The NFT of the 

virtual asset is permanently linked to the creator. Additionally, 

it contains rules of sale to enable both active incomes (direct 

development of the asset for sale to a user) and passive 

income. 

The main purpose of this study is to learn a musical 

instrument like the violin, which is difficult to play and learn, 

with a lower budget and having fun. For this reason, education 

is divided into levels by gamification. To advance to the next 

level, the previous level must be completed. When the student 

wears glasses, the exercise appears on the screen and the 

student can see the note and its duration also sees where to 

press on the violin. In addition, the student can customize the 

color or type of violin. Different colors of violins or 

accessories can also be bought as NFT (Non Fungible Token) 

over the Ethereum network. 

III. PROBLEMS 

The violin is a sensitive and difficult musical instrument 

to learn, because of its fretless and relatively small keyboard 

[34]. A beginner level violin is inexpensive, but since it is 

made up of low quality material, it has a short life and it may 
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have a disturbing sound. Therefore, even as a beginner, the 

student should buy a good violin, however this requires a 

relatively high cost. Another difficulty encountered while 

playing the violin is that the resin applied to the bow causes 

allergic effects in some people [35]. One of the biggest 

problems of the violin and all stringed musical instruments is 

the necessity of tuning. Tuning is the process of adjusting the 

strings to the required frequency and musical note [36]. The 

strings of the violin and the required musical note and 

frequencies are given in Table 1. 

TABLE I.  NOTE S AND FREQUENCIES OF THE STRINGS OF VIOLIN 

 1st String 2nd String 3rd String 4th String 

Note name Sol (G) Re (D) La (A) Mi (E) 

Frequency 

(Hz) 

196,00 293,66 440,00 659,26 

Since the tuning process requires experience, the student 

may not tune correctly at the beginning. Even if the tuning is 

done by the trainer, when the student goes home, then the 

violin will get out of tune again as a nature of the stringed 

instruments, and if the student cannot tune, this will cause the 

string to sound disharmoniously. A tuner is usually used for 

tuning. The strings are loosened or tightened by the pegs. The 

tuner indicates whether to loosen or tighten the strings and 

when the target frequency is achieved, it displays it on the 

screen. In Figure 7, the picture of a tuner is presented. If there 

is no good tuning, the musical instrument will not sound 

properly and the student cannot learn correctly or music 

cannot be made together with other musical instruments in 

harmony which may cause the student to give up the musical 

instrument and stop learning it. One of the real-life problems 

is that when a student goes home after the class, the student 

may be unsure of the accuracy of playing, during practicing or 

doing homework 

 
Fig. 7. A view from Gamification 

 Since there is no trainer at home, the student may not be 

sure about playing correctly. Another problem in real life is 

that people may not come together and therefore may not 

make music together in case of pandemics and epidemics. 

 This study was made to be a solution to the problems 

mentioned above. 

IV. DISCUSSIONS 

In this study, a virtual reality application is developed 

aiming to popularize and support violin education and to play 

it in a funny and more effective way under Unreal Engine 5 

platform. The project can also be assumed as a simulator 

which is just for entertainment but will support real life 

education. One of the advantages of the study is that there is 

no need to buy a musical instrument at high cost, since a real 

violin is not needed. Similarly, there is no need to apply real 

resin since real bow is not used. Therefore, thanks to this 

study, the allergic effect of the resin will also be prevented. 

Another contribution of the study is that it eliminates the 

tuning problem. Because the modelled violin does not have 

real strings, the sounds are at the exact frequency and there is 

no tuning problem. 

Thanks to this study, education has been made fun by 

using the Unreal Engine 5 game engine and gamification. In 

order to popularize the education, a model called Play2Earn 

was applied. As the student progresses, they earn coins and 

can shop with them in the system. Accessories are sold as 

NFT. The student can buy violins or accessories in any color 

and feature. Blockchain and Ehereum infrastructure is used for 

shopping. 

Another advantage of the study is that when putting on the 

virtual reality glasses, the location where should be pressed on 

the violin and where the next note corresponds on the violin 

can be visualized. Therefore, the student is sure about whether 

to sound correct pitch. 

In addition, in this study, several people can make music 

together at the same time. It allows musicians who cannot 

come together due to the pandemic and epidemic disease or 

because they are far away, to make music together. 

This study is not a replacement for real life violin 

education since no methods such as Suzuki method [37] or 

Ömer Can method [38] which are the most famous violin 

education methods in Turkey, are followed. In future work, 

the education can be made by following the methods and it 

may become an alternative education. 

V. CONCLUSIONS 

This study will contribute to the literature, especially in the 

field of virtual reality applications. Those who want to learn 

the violin will learn to play the violin lovingly and willingly 

in a more fun and gamified way. Thanks to this study, the high 

cost of the musical instrument can be saved, and the absence 

of a tuning problem is another advantage of this study. Coins 

earned as you level up encourage continuous leveling up. By 

means of gamification, student wants to learn and play more 

willingly. This study also integrates virtual reality and haptic 

feedback wearables. In addition, thanks to this study, distant 

friends can come together in a metaverse environment and 

make music together through the same system. The 

shortcoming of this study is the lack of fine details of playing 

techniques such as legato and staccato. As the next study, 

more efficient and entertaining educational material will be 

created by applying a similar system to other musical 

instruments. It is aimed to increase the quality of education 

with new glasses and wearable technologies.  

Although there are many applications of virtual reality in 

education sector, due to the developing technology, more 

detailed applications with more feeling and immersion will be 

achieved. By means of gamification, a better education can be 

supplied together with haptic feedback virtual reality 

applications. 
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Abstract—Personalized medicine is gaining increasing 

importance. However, genetic-based diseases have different 

underlying genetic factors, requiring separate relative risk 

models for each disease. In addition to these difficulties, 

comparing individuals according to their genetic characteristics 

and determining a personalized treatment method based on this, 

is a separate problem which is very difficult to do manually. In 

this study, a dynamic classification method and program is 

proposed for disease-based classification of individuals 

according to their genetic characteristics. To the best of our 

knowledge, this is the first generic method which performs 

disease-based classification of individuals. In the developed 

program, relative risk models containing only genetic factors are 

an input of the program and a common format has been created 

for this purpose. Our generic classification method classifies 

people by using information from any relative risk model 

rearranged according to the common format. Thanks to this 

program, relative risk models can be managed from a single 

point, many people can be classified based on their genetic 

characteristics, and individuals, who are genetically most similar 

to any person, can be determined by experts using the outputs 

(relevant tables) of the program. 

Keywords—personalized medicine, computational medicine, 

genetic classification, relative risk model, genetic similarity, 

genetic variation 

I. INTRODUCTION 

Many common human diseases and traits are affected by 

several genetic and environmental factors [1, 2]. To investigate 

the genetic variants contributing to these human diseases, 

researchers do candidate gene studies and Genome-wide 

association studies (GWAS) [3-5]. Until today, GWAS and 

gene studies have determined many variants associated with 

diseases and have provided so many relative risk models [3, 

6]. As known, there are so many genetic diseases, and these 

diseases can be classified as single gene mendelian diseases 

and complex diseases [7, 8]. In single gene mendelian diseases, 

as is evident from its name, the variant or variants associated 

with the disease present at one gene. Additionally, the number 

of variants associated with the disease is relatively too small 

[7]. Clinicians can easily diagnose the single gene mendelian 

diseases most of the time, but unfortunately the things they can 

do medically are limited [9]. On the other hand, in complex 

diseases, there might be tens of disease-associated variants 

[10-12]. For instance, the number of genetic variants 

contributing to the Crohn’s disease is 32 [12]. On the other 

hand, the number of variants associated with the diseases such 

as age-related macular degeneration [13], type 2 diabetes [14, 

15], early onset myocardial infarction [16] are 5, 18 and 9, 

respectively. Contrary to the single gene mendelian diseases, 

clinicians often have more opportunities in complex diseases 

[4, 17].  

There are many genetic-based complex diseases and the 

numbers of variations associated with these diseases vary 

considerably. Beyond the number of variations, the properties 

of the variations vary as well [3, 4, 8]. Most of the variations 

associated with the diseases increase the risk of developing the 

disease, whereas others decrease the risk (protective). 

Sometimes reference allele has high risk; and sometimes 

alternate allele has high risk. On the other hand, the genetic 

characteristics of the diseases or traits might differ from 

population to population or from region to region [18]. A 

remarkable information is that the vast majority of GWAS and 

other genetic studies have been limited to European ancestry 

populations [3,7, 19, 20]. Fewer studies have been carried out 

in non-European countries (especially populations of under-

developed or developing countries) and these studies have 

determined intriguing new variants. Due to the economic 

reasons, however, the physicians serving in under-developed 

or developing countries might have to use the relative risk 

model generated for a different population (at least until a 

genome-wide association study is made in its own population 

for that disease).  

With the understanding of the effect of genetic factors, 

personalized medicine concept has entered our lives [21-24]. 

Unlike traditional medicine, personalized medicine has 

adopted the person-specific treatment approach [21, 22]. At 

this point, the most important mainstay of personalized 

medicine is genetic characteristics and genetic variations [24, 

25]. Since a substantial portion of individual differences in the 

predisposition to complex disease is due to genetic variants, 

identifying these variants provides better prevention, 

diagnosis, and treatment of disease [26]. Within the scope of 

personalized medicine approach, physicians can inform 

individuals as to how they can behave to prevent the disease 

[24]. Furthermore, the individuals who caught a disease and 

have undergone a successful treatment process, their personal 

genotypes and the applied treatment method can be stored in a 

database. When a new patient who has contracted the same 

disease is admitted to the clinic, clinicians can use the system 

to identify patients who are genetically most similar to that 

patient. They can then apply a previously successful treatment 

method. Unfortunately, to perform these medical applications, 

a dynamic program is needed that can automatically classify 

individuals based on their genetic characteristics (disease-



Journal of Emerging Computer Technologies 
Çakırgöz and Sevinç 

13 

based) and support relative risk models. Based on this, in this 

study, a disease-based genetic classification method was 

designed. This method supports all types of genetic variations. 

Additionally, a dynamic desktop application was developed. 

This application utilizes the aforementioned classification 

method and also supports relative risk models.  

In bioinformatics field, after the Human Genome Project 

[27, 28], the International HapMap Project [29] and 1000 

Genome Project [30-33] are considered important turning 

points. These projects, which catalog the human genetic 

variations, are put in a separate place. The variation data of 

2504 anonymous people were published by 1000 Genomes 

Project as VCF [34] and BCF [35] files. Within this study, the 

personal variation data of 2504 people published by 1000 

Genomes Project were used.  

The sections of the article are as follows: In the second 

section, firstly, the disease-based genetic similarity approach 

is mentioned, and the basic classification method is introduced, 

then, the common format created for the relative risk models 

is explained, and finally, the developed dynamic program and 

the components that make up this program are explained. In 

the third chapter, after loading the sample data to the program, 

the results produced by the program are shown and these 

results are discussed. Final remarks are given in the last 

section. 

II. MATERIALS AND METHODS 

A. Disease-Based Genetic Similarity and The Basic 

Classification Method 

To be able to perform personalized medicine applications, 

finding the genetic similarities and dissimilarities of 

individuals between each other is sometimes required. 

Considering that, human DNA consists of 3.2 billion base-

pairs, humans are diploid and millions of variations exist in the 

genome of each person, it is seen that the concept of genetic 

similarity is actually a very complex and broad subject; but 

what is meant here is disease-based genetic similarity (or 

classification). As is known, genome-wide association studies 

aim to identify the variations that influence the disease and to 

what extent they affect it, by evaluating a number of variations. 

Thereby, since one of the main objectives is to find genetically 

most similar individuals to an individual who caught a 

particular disease, numerous variations which are not 

associated with that disease should not be considered in 

genetic similarity between individuals. Besides, since the 

variations associated with each disease differ, genetic 

similarity between individuals must be found separately for 

each disease. As a result, relative risk models generated by 

genome-wide association studies should be used as the basis 

for disease-based classification. In parallel, the risk 

estimations and groups (genotype combinations) specified in 

the relative risk model are used in our classification method. 

The genetic elements that reveal diseases are variations 

(single nucleotide polymorphisms, short insertions and 

deletions, and structural variants) occurring in specific 

locations. At the level of phenotype, another important factor 

which may determine the emergence of the disease is the 

presence or absence of genetic variations in both alleles of the 

person. On the other hand, as we know, the allele counts 

(reference allele + alternate alleles) of the variations vary. For 

example, while any variation may have only 2 alleles, another 

variation may have 3-4 alleles. Given that the human genome 

is diploid, the number of possible genotypes naturally varies. 

Depending on the number of alleles of the variation, the 

number of genotypes that can form is determined according to 

(1). Thus, when we want to classify individuals based on a 

specific variation that leads to disease, we can obtain the class 

count through (1). 

 𝑮𝑵𝒅 = 𝑨𝑵𝒅
𝟐 − (𝑨𝑵𝒅

𝟐
) () 

The symbols used in this equation and in subsequent 

equations are shown in Table 1. 

TABLE I.  SYMBOL TABLE FOR THE DISEASE-BASED 

CLASSIFICATION APPROACH 

Symbol Explanation 

i Class number 

Kd 

In how many steps the genotypes of the dth 

variation vary, that is, the step count of the dth 

variation 

GNd 
Number of genotypes of d’th variation associated 

with the disease 

ANd 
Number of alleles of d’th variation associated 

with the disease 

AVN Number of variations associated with the disease 

GCCd 

The column corresponding to the genotype – 

Numerical equivalent of the genotype regarding 

the dth variation 

ALI 
The index of the lower index allele constituting 

the genotype 

AHI 
The index of the higher index allele constituting 

the genotype 

PCN 
Number of possible classes associated with the 

disease 

NNd 
Number of nodes at depth d of the classification 

tree 

UNNd 
Number of unnecessary nodes at depth d of the 

classification tree 

UNTN 
Total number of unnecessary nodes on the 

classification tree 

In fact, the number of genotypes that can occur is the 

square of the number of alleles. But, since we consider 

genotypes from a functional standpoint and (most of the time) 

half of the heterozygous genotypes are functionally equivalent 

to the other half, we subtract half of the heterozygous 

genotypes from the square of the number of alleles. (If 

heterozygous genotypes are not functionally equivalent, (1) 

should be updated accordingly.) For example, suppose that the 

number of alleles of a variation is two and these are ‘A’ 

(reference) and ‘T’ (alternate and haplotype increasing disease 

risk) bases. In this case, the genotypes that can be formed are 

“AA”, “TT”, “AT” and “TA”. Since “AT” and “TA” are 

functionally equivalent, both are accepted as one. The resulting 

classes can be defined as: the variation does not exist in both 

alleles (“AA”, class-1), exists only in one allele (“AT” or 

“TA”, class-2), and exist in both alleles (“TT”, class-3). 
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Genetic similarity relationship between classes is a process 

beyond that and calculating genetic similarities between 

classes is beyond the scope of this study. Describing and 

determining the genetic similarity relationship clearly between 

the resulting genotypes (classes) is not easy most of the time. 

Since the ultimate goal of doctors is to apply a previously 

successful personalized treatment to a similar patient, different 

parameters such as drug-protein interaction may also come 

into play in the genetic similarity relationship here. In this 

respect, determining the disease-based genetic similarity 

relationship is a process that should be done after 

classification, sometimes it depends on different parameters 

and therefore, the main decision maker is the doctors (experts). 

The generic classification method and program proposed in 

this study systematically presents the relevant classification 

results to the users. If it is assumed that there are no different 

parameters in the genetic similarity relationship between 

classes in the above example, the similarity relationship can be 

expressed as: The class which is genetically most similar to 

both classes 1 and 3, is class 2. To find the class, which is 

genetically most similar to class 2, it is required to look at the 

risk estimations specified in the relative risk model of the 

disease. For instance, assume that the classes’ disease risks are 

specified as 1, 3, and 9 in the model, respectively; in that case, 

due to the lower risk difference, class 1 is the genetically most 

similar class to class 2. Therefore, sometimes the relative risk 

model can provide insight into the disease-based genetic 

similarity relationship.  

Genome-wide association studies have shown that the 

number of susceptibility variants associated with any disease 

is more than one most of the time. Therefore, in these cases, 

classification depicted in the previous example is not 

sufficient. In the case that the number of susceptibility variants 

associated with the disease is more than one, the resulting 

number of classes can be obtained using (2). In our method, 

each different combination of genotypes corresponds to a 

different class. 

 𝑷𝑪𝑵 =  ∏ 𝑮𝑵𝒅
𝑨𝑽𝑵−𝟏
𝒅=𝟎   () 

When viewed from the perspective of computer science, 

the image that emerges from the classification approach of 

humans depending on the variations associated with the 

disease or treat is a tree. In other words, for the classification 

of individuals based on their genetic characteristics, tree is the 

first data structure which comes to mind. Of course, this tree 

data structure would be specific to the problem of 

classification of people according to their genetic 

characteristics. As a result, the nodes of this tree are variations, 

and the branches are genotypes. On the other hand, any path 

on the tree corresponds to a class (the genotype characteristics 

of the class), and the individuals involved in a class can be 

thought as a leaf of the tree. The tree method might seem like 

an efficient way at first glance, but all the nodes at the same 

depth have the same value (variation). This means that this tree 

uses redundant nodes. In addition, the number of unnecessary 

nodes in each level increases exponentially, depending on the 

depth of that level. Equation (3) is used to find the number of 

nodes at any depth of the disease-based classification tree. 

 𝑵𝑵𝒅 = {
𝟏 ,                   𝒅 == 𝟎

∏ 𝑮𝑵𝒌
𝒅−𝟏
𝒌=𝟎  , 𝒅 > 𝟎

 () 

As we have already stated, the values of all nodes at a 

particular depth of this tree are the same. Actually, only one of 

these nodes is enough. From this point of view, we can use (4) 

to calculate the number of unnecessary nodes at a particular 

depth. 

 𝑼𝑵𝑵𝒅 = 𝑵𝑵𝒅 − 𝟏 () 

Equation (4) calculates the number of redundant nodes 

only at a certain depth of the tree. If we want to calculate the 

number of all unnecessary nodes in the tree, the solution is 

quite simple. For this, it is necessary to sum the number of 

unnecessary nodes in each level of the tree. Accordingly, 

Equation (5) was developed to acquire the total number of 

redundant nodes on the tree. 

 𝑼𝑵𝑻𝑵 = ∑ 𝑼𝑵𝑵𝒅
𝑨𝑽𝑵−𝟏
𝒅=𝟎  () 

The situation that the disease-based classification tree uses 

redundant nodes and the high cost of the search operation 

required to find out which class an individual belongs to, have 

directed us to another data structure. At the beginning, we 

noticed that the nodes (variations) and the branches 

(genotypes) of the tree can be stored in a table. In this way, all 

the variations are stored only once in the table. For instance, 

when the number of susceptibility variations associated with 

the disease is 2, the resulting table is seen in Table 2. In this 

example, the number of alleles (haplotypes) of both variations 

is two and the respective alleles are indicated in the table. As 

seen from the table, the number of classes for this disease is 

found as 9 according to (2), and these classes are numbered 

from 0 to 8. On the two lines below the class numbers, the 

corresponding genotypes to that class appear. 

TABLE II.  CLASSES AND THEIR GENOTYPE PROPERTIES IN 

THE CASE THAT AVN = 2 

Variations 
Classes and Corresponding Genotypes 

0 1 2 3 4 5 6 7 8 

d=0 

(Alleles=G,C) 

G|G G|G G|G G|C G|C G|C C|C C|C C|C 

d=1 

(Alleles=T,A) 

T|T T|A A|A T|T T|A A|A T|T T|A A|A 

The data in Table 2 can be stored in a two-dimensional 

array. As a matter of fact, our first thought was in this direction 

as well. Afterwards, while doing operations on the table, we 

realized that the genotype combinations actually form a 

pattern, a connection can be established between the classes 

and the genotypes by using this pattern, and therefore, it is 

unnecessary to keep the data in Table 2 in any data structure. 

As can be seen from Table 2, classes are represented by 

numbers. On the other hand, genotypes are represented by 

nucleotide bases (letters). In addition, since the alleles of each 

variation vary, naturally, genotypes also vary. In fact, the 

important point here is the placement of the genotypes on the 

table. The genotypes are located in a certain order on the table. 

For instance, the genotypes of the first variation vary in every 

3 steps. On the other hand, this number is 1 for the second 

variation, and when the genotypes of both variations are 
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considered together, the resulting genotype combinations form 

a pattern. Thanks to the pattern that the genotype combinations 

form, a link can be established between the classes and the 

genotypes, but the difficulty here is that the genotypes are 

represented by nucleotide bases. The formulas that will 

establish the link between genotypes and classes need 

numerical data. Therefore, primarily, we need to convert the 

genotypes into numbers. The numerical equivalents of the 

genotypes in Table 2 are shown in Table 3. 

TABLE III.  THE NUMERICAL EQUIVALENTS OF THE 

GENOTYPES IN TABLE 2 

Variations 

Classes and Corresponding 

Genotypes 

0 1 2 3 4 5 6 7 8 

d=0 (Alleles=G,C) 0 0 0 1 1 1 2 2 2 

d=1 (Alleles=T,A) 0 1 2 0 1 2 0 1 2 

Regardless of the number of alleles of the variation, the 

genotypes that are formed need to be converted into numbers 

automatically. In other words, there is a need for an equation 

for the process of converting the genotype to number. For this 

purpose, (6) was developed. At this point, we must specify that 

the alleles constituting the genotype are located on the 

respective “Alleles” array and the ALI and AHI variables in (6) 

take the values of the indices of these alleles. “Alleles” arrays 

are the important attributes found in the Variant array, and the 

Variant array will be described in the section “The Dynamic 

Program and Its Components”. 

 𝑮𝑪𝑪𝒅 = (∑ (𝑨𝑵𝒅
𝑨𝑳𝑰
𝒋=𝟎 − 𝒋)) − (𝑨𝑵𝒅 − 𝑨𝑯𝑰)   () 

The following “Convert_into_genotype(index)” function 

has been developed to transform the integer back to the 

genotypes. The “Convert_into_genotype(index)” function is 

the inverse of (6). Since it is not possible to express this 

transformation in the form of equation, only the pseudo-code 

of the function is given here. The variable named "A" in this 

function represents the “Alleles” attribute explained in the 

previous paragraph.  

Convert_into_genotype(index) 

 1 Let alleles be a string array of length 2 

 2 Let temp and temp2 be integers 

 3 temp = index; 

 4 for(i = 0; i < A.Length; i++) 

 5  temp2 = temp; 

 6  temp -= (A.Length-i); 

 7  if (temp >= 0) 

 8   continue; 

 9  else 

10   alleles[0] = A[i]; 

11   alleles[1] = A[i + (temp2 % (A.Length - i))]; 

12   break; 

13 return alleles; 

In the above section, mainly the conversion of the genotype 

to the number and the conversion of the number to the 

genotype were described; namely, the processes and equations 

related to a single genotype were mentioned. From this point 

on, the formulas necessary for the relation between the 

genotypes (number equivalent) and the classes will be 

addressed. First of all, the relation between the classes and the 

genotypes is bidirectional. Namely, the genotypes of any class 

whose number is specified can be determined, or vice versa. 

Equation (7), which was developed for the first direction of the 

relation, is below. Thanks to this equation, the genotype 

(numerical equivalent) corresponding to the respective level 

(dth variation) of any class, whose number (“i”) is specified can 

be easily found. The “d” parameter of this formula represents 

the order of the respective variation. 

 𝒇(𝒊, 𝒅, 𝑨𝑽𝑵) =  ⌊(𝒊/𝑲𝒅)⌋ % 𝑮𝑵𝒅 () 

The “Kd” variable utilized in the above formula and how 

this variable is calculated are not yet disclosed. This variable 

indicates in how many steps the genotypes of the dth variation 

vary, that is, the step count of the dth variation. For instance, if 

we look at Table 3, the length of steps in the 0th variation is 3, 

that is, the genotypes change in every three steps. On the other 

hand, this value is 1 for the first variation. Equation (8) 

developed to compute the “Kd” value is given below. There are 

two different parts in this formula. In the upper section, the 

step count of the variation with the greatest level is determined.  

As can be seen from the formula, this value is always 1. In the 

bottom section, the step counts of other variations are 

calculated. Here, in order to find the step count of the variation 

at level d, the genotype numbers of the variations in the upper 

levels are multiplied, starting from the (d+1)th level. 

 𝑲𝒅 = {
𝟏 ,                   𝒅 == 𝑨𝑽𝑵 − 𝟏

∏ 𝑮𝑵𝒌
𝑨𝑽𝑵−𝟏
𝒌=𝒅+𝟏  , 𝒅 < 𝑨𝑽𝑵 − 𝟏

 () 

Equation (7), as stated above, is used to find the genotype 

(numerical equivalent) of a given class for only one variation. 

If we want to calculate all the genotypes corresponding to a 

given class, then we must use (7) as the number of variations. 

The algorithm that accomplishes this process is given below. 

The “Convert_to_Genotypes()”  algorithm has two parameters 

and these are the respective symbols of (7). Accordingly, the 

parameter “N_V” represents the number of variations, which 

is denoted with “AVN” in (7). The line 3 of the algorithm 

corresponds to (7). Via the for loop in line 2, all the genotypes 

(numerical equivalents) corresponding to a given class are 

obtained uncomplicatedly by executing (7) as the number of 

variations. In the following algorithm, if we want to obtain 

genotypes instead of numerical equivalents, we need to 

convert the type of the “genotypes” variable into a two-

dimensional string array and call the 

“Convert_into_genotype(index)” method on line 4 for "g".  

Convert_to_Genotypes(int class_no, int N_V) 

 1 genotypes is an integer array of length N_V 

 2 for (int d = 0; d < N_V; d++) 

 3  int g = (Math.Floor(class_no / Kd) % GNd) 

 4  genotypes[d] = g; 

 5 return genotypes; 

We have stated before that the relation between the classes 

and the genotypes is bidirectional. Also, in the above section, 

we have shown the formulas and algorithms required to 

determine the genotypes of any class whose number is 

specified. The formulas and algorithms developed to create the 

second direction of the relation between classes and genotypes 
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will be described in this section. Equation (9) was developed 

to calculate the number of any class whose genotypes are 

given, in other words, to find the class to which any person 

belongs. Based on the genotypes of an individual, his/her class 

can be computed readily by using (9). 

 𝒊 = ∑ 𝑮𝑪𝑪𝒅 × 𝑲𝒅
𝑨𝑽𝑵−𝟏
𝒅=𝟎  () 

The algorithm Convert_to_Class_Number(), which 

corresponds to (9), is below. This algorithm takes only one 

parameter: a string array that holds the genotypes of the 

individual. In the fourth line of the algorithm, the numerical 

equivalent of the dth genotype is calculated. On the other hand, 

the step count of the dth variation is determined in the fifth line 

of the algorithm. Note that the calculation of the respective 

values (“GCCd” and “Kd”) in these two lines is not explicitly 

stated.  

Convert_to_Class_Number(string[] genotypes) 

 1 int number1 = 0, number2 = 0; 

 2 int class_number = 0; 

 3 for (int d = 0; d < genotypes.Length; d++) 

 4  number1 = Compute GCCd 

 5  number2 = Compute Kd 

 6  class_number += (number1 * number2); 

 7 return class_number; 

Individuals, who are genetically (disease-based) most 

similar to a given individual, are those that are involved in the 

same class with that given individual. Accordingly, the first 

place that must be looked is the class that individual belongs 

to. If there are no other individuals who are involved in the 

class of a given individual, other classes should be searched. 

At this point, experts can identify genetically most similar 

people to a person by looking at the relevant tables that are the 

outputs of the developed program. 

B. Common Format for Relative Risk Models 

One of the ordinary works done by the physicians working 

in the department of medical genetics is calculating the disease 

risks of individuals. In addition, clinicians who work in the 

departments such as heart, internal medicine and oncology 

search previous patients who are genetically most similar to a 

new patient and apply a successful treatment method 

previously applied. But, unfortunately, clinicians perform such 

tasks manually. This situation both leads to a waste of time and 

may cause confusion. Reaching all the relative risk models 

through a single application will be a significant convenience 

for clinicians/physicians. For that, before the development of 

the program, a common format was created for relative risk 

models. According to this approach, relative risk models are 

the inputs of the program and are independent from the 

program. Alterations made in any relative risk model or 

developing a novel relative risk model will not affect the 

program in any way. Thus, clinicians will be able to choose the 

relative risk model of any disease in an easy way through the 

program.  

The allelic architecture (number, effect size, reference 

base, alternate base and frequency of susceptibility variants) 

differs across diseases. For instance, the number of identified 

variants is 5 for age-related macular degeneration (AMD), 

which is a common disease, whereas the number of identified 

variants is 32 for Crohn’s disease. Apart from this, most 

variants identified confer increments at risk, whereas the 

remaining ones confer decrements at risk. Also, scientific 

research groups can sometimes handle the rare variants, which 

increase or decrease the disease risk at similar rates in a single 

category, in order to simplify the relative risk models as much 

as possible.  During the development of the common format 

for the relative risk models, all these conditions were 

considered. An example relative risk model for age-related 

macular degeneration disease, which is created in accordance 

with the common format, is seen in Table 4. Although this 

common format is a powerful format, alternatively, a simpler 

format (e.g. the ids of the variants, the alleles of the variants 

and the allele’s risk of developing the disease) can be produced 

and integrated into the program. However, in this case, there 

will be no need for the relative risk table, the third component 

of our program. The reason of this is that the relative risk table 

and the classification table will have the same number of 

elements. Therefore, the relative risk table should be disabled 

if the simple format mentioned is used. 

TABLE IV.  RELATIVE RISK MODEL FOR AMD 

Number 

Genotypes (Four Fields) 

Effect 

Size 

(Odds 

Ratio) 

rs1061170 rs1410996 rs10490924 
rs9332739 

or rs641153 

Type = 

Genotype 

Type = 

Number of 

risk alleles 

present 

Type = 

Genotype 

Type = Rare 

allele 

present or 

not 

Alleles = 

T,C 

Alleles = 

A,G 

Alleles = 

G,T 

Alleles = 

G,C&G,A 

0 C|C 2 G|G Yes 16.2 

1 C|C 2 G|G No 30.0 

2 C|C 2 G|T Yes 49.8 

3 C|C 2 G|T No 92.5 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

The upper side of the thick line in Table 4 is called header 

part, whereas the underside is called values part. In the header 

part, the ids of the variants or variants group, which variants 

are handled together, the type of the variant or variant group in 

the risk model (“Genotype”, “Number of risk alleles present”, 

“Rare allele present or not”) and the alleles of the variants must 

be specified. In the values part, genotype combinations and 

each genotype combination’s risk of developing the disease 

(odds ratio) are contained. Any relative risk model constructed 

according to the common format can be stored as excel 

spreadsheet or can be stored in database. 

C. The Dynamic Program and Its Components 

The features such as computing the disease risks of a large 

number of people simultaneously and classifying people 

according to their genetic characteristics, are very important 

for personalized medicine and preventive medicine. Therefore, 

considering these features, a dynamic program was developed 

which is compatible with the relative risk models (formed in 

accordance with the common format).  

The developed program has basically two inputs. The first 

of them, as we have mentioned above, is the relative risk model 

of any disease, formed in accordance with the common format. 
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The second input is individuals’ genotypes, regarding the 

variations associated with the disease. These personal 

genotypes, which are the second input of the program, are 

brought dynamically from the database. On the other hand, in 

systems / clinics where personal genotypes are organized as 

excel spreadsheets, the second input of the program may also 

be an excel spreadsheet. An example table for individuals and 

their genotypes, regarding age-related macular degeneration 

disease, is seen in Table 5. By taking these two inputs, our 

program classifies individuals based on their genotypes and 

computes the disease risks of them. 

Our program is based on the basic classification approach, 

which is described in the upper section, and consists of four 

main components. These components are “Variant Array”, 

“Classification Table”, “Relative Risk Table” (different from 

the relative risk model), and “Hash-Table”. Classification table 

and relative risk table are shown in Fig. 1 and in Table 7, 

respectively. 

TABLE V.  AN EXAMPLE TABLE OF INDIVIDUALS AND THEIR 

GENOTYPES 

Individuals 
Genotype Values 

rs1061170 rs1410996 rs10490924 rs9332739 rs641153 

Individual4 T|C G|G G|T G|G G|A 

Individual9 C|T G|G G|T G|G G|G 

Individual47 T|T A|A G|G G|G G|G 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

1) Variant Array: The first and the simplest one from the 

components constituting our program is “Variant Array”. A 

sample variant array is seen in Table 6. Variant array, as is 

evident from its name, stores the information concerning the 

variations specified in the relative risk model. Also, each 

element of the variant array consists of two attributes. The 

first attribute holds the id of the variation. On the other hand, 

the second attribute is "Alleles" array and, this attribute is 

used in some formulas in the basic classification approach.  

TABLE VI.  A SAMPLE VARIANT ARRAY 

Indices Values 

0 rs1061170, (T, C) 

1 rs1410996, (A, G) 

2 rs10490924, (G, T) 

⁞ ⁞ 

After the program reads the relative risk model, firstly, it 

stores the variations defined in the header portion of the 

relative risk model into the variant array. Both the order of the 

variations and the order of the alleles in the header portion are 

preserved during the recording process. If there are variations 

addressed together in the header portion, program stores them 

one by one into the variant array after decomposing. After the 

storage of whole variations present in the header portion into 

the variant array, variation-related operations are now 

performed only through the variant array and we do not have 

to read the relative risk model again and again. 

2) Classification Table: The second component 

constituting our program is “Classification Table” and this 

table is basically used to store individuals (as classified based 

on their genotypes). A sample classification table is seen in 

Fig. 1. Classification table is actually an array and the indices 

of the array are the class numbers. The size of the array is 

found according to (2). The parameter “AVN” in (2), namely, 

the number of variations associated with the disease, is the 

size of the variant array. Therefore, after all the variations 

specified in the header portion of the relative risk model are 

stored into the variant array, classification table is created 

dynamically during the execution of the program. Each 

element of the classification table comprises of an integer 

variable showing which group of the relative risk table 

corresponds to that class, a linked-list storing individuals who 

are in that class and who have the same genotype and, lastly, 

a string array storing the genotype combinations in open 

format. (Note that the third component, string array, is not 

shown in Fig. 1.) 

 

Fig. 1. A sample classification table 

After the personal genotypes, which are the second input 

of the program, are fetched from the database, the 

Convert_to_Class_Number() algorithm, corresponding to (9), 

is executed for each individual and the classes of the 

individuals are determined. In addition, individuals are added 

to the list of classes, which they belong to. Other 

characteristics of the classification table are as follows: Array 

indices and integer variables (group number – index of 

relative risk table) establish a connection between 

classification table and relative risk table. On the other hand, 

by default, “-1” are assigned to the integer variables during 

the creation of the classification table. A value of -1 indicates 

that the class does not correspond to any group in the relative 

risk table. When relative risk table is being created, the values 

of the integer variables in the classification table are updated 

at the same time. 

TABLE VII.  A SAMPLE RELATIVE RISK TABLE SORTED BASED 

ON THE EFFECT SIZES 

Indices 

(Group 

No) 

Values 

Effect Size 

(Odds Ratio) 

Genotype 

Preferences 

List of Corresponding 

Classes 

0 1.0 (T|T, 0, G|G, Y) 1->2->3->4->5->6-

>7->8 

1 1.9 (T|T, 0, G|G, N) 0 

2 2.7 (T|T, 2, G|G, Y) 55->56->57->58->59-

>60->61->62 

3 2.7 (T|T, 1, G|G, Y) 28->29->30->31->32-

>33->34->35 

⁞ ⁞ ⁞ ⁞ 
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As mentioned before, in the case that a simpler format (e.g. 

the ids of the variants, the alleles of the variants and the allele’s 

risk of developing the disease) is used for relative risk models, 

there will be no need for the relative risk table. Therefore, the 

relative risk table should be disabled and the elements (classes) 

of the classification table should be sorted based on the risk 

values if the simple format mentioned is used. 

3) Relative Risk Table: The third component of our 

program is “Relative Risk Table”. A sample relative risk table 

is seen in Table 7. Although relative risk table is very similar 

to the relative risk model, these two structures are distinct 

from each other. Relative risk models are arduous models that 

are generated by scientific research groups doing genome-

wide association studies. These models show the disease-

related variations and at what rate the genotypes influence the 

disease. On the other hand, relative risk table is a data 

structure that we developed, and it is a component of our 

program. Any relative risk model formed in compliance with 

the common format is converted into the corresponding 

relative risk table by our program. The relative risk table is 

also an array and the indices of the array are the group 

numbers. The size of this array is the same as the size of the 

relative risk model. Each element of the relative risk table 

consists of a float variable indicating the disease risk (Odds 

Ratio) of that group, an integer list storing which class/classes 

in the classification table that group corresponds to and a 

string array storing the combinations of the genotypes of that 

group.  

4) Individual Hash Table: The fourth and the last 

component of our program is a hash-table, which stores 

individuals and classes they belong to. A sample hash-table is 

seen in Table 8. While explaining the classification table, we 

stated that the person’s class is determined, and the person is 

added to the list of that class after the personal genotypes are 

fetched from the database. A similar process also applies to 

the hash table. Personal genotypes are brought from the 

database together with person information. In parallel, after 

the reading process, individuals, and classes they belong to 

are stored also in the hash table.  

TABLE VIII.  A SAMPLE HASH TABLE HOLDING 

INDIVIDUALS AND THEIR CLASSES 

Indices Values 

0 (Individual1, 4) 

1  

2 (Individual4, 13) 

3 (Individual3, 2) 

4  

5 (Individual9, 0) 

⁞ ⁞ 

We established a relation between the hash table and the 

classification table by storing individuals’ classes in the hash 

table. We mentioned that there is a similar connection between 

classification table and relative risk table. Accordingly, both 

the connection between the hash table and the classification 

table and the connection between the classification table and 

the relative risk table are used to obtain the disease risk of any 

person. To find out the result of such a query, firstly, the person 

is searched in the hash-table and the class of the person is 

obtained, secondly, the relative risk table group corresponding 

to the person’s class is determined from the classification table, 

and lastly, the disease risk of that group is obtained from the 

relative risk table. Since the person belongs to that group in the 

relative risk table, the risk of the person is the risk of that 

group. As depicted above, both the connections between the 

components and the hash-table significantly reduce the cost of 

search operations. 

III. RESULTS AND DISCUSSION 

The developed method and program were applied on the 

variation-based personal genetic data published by 1000 

Genomes Project and the relative risk model generated for the 

age-related macular degeneration disease. The relative risk 

model that was used is seen in Table 4. After loading the data 

to the program, 2504 people were classified according to age-

related macular degeneration disease. The classification table 

produced by the program is seen in Table 9 (Only a certain part 

of the classification table is shown here.). 

TABLE IX.  CLASSIFICATION TABLE AFTER AMD DISEASE 

RISK MODEL APPLIED ON THE SAMPLES OF 1000 GENOMES 

PROJECT 

Class 

No 

Genotype Preferences Number of 

Individuals  

Relative 

Risk No 

(Group 

No) 

Risk 

0 (T|T, A|A, G|G, G|G, G|G) 240 1 1.9 

1 (T|T, A|A, G|G, G|G, G|A) 56 0 1 

2 (T|T, A|A, G|G, G|G, A|A) 8 0 1 

⁞  ⁞ ⁞ ⁞ 

62 (T|T, G|G, G|G, C|C, A|A) 0 2 2.7 

63 (T|T, G|G, G|T, G|G, G|G) 68 15 15.3 

64 (T|T, G|G, G|T, G|G, G|A) 10 10 8.3 

⁞  ⁞ ⁞ ⁞ 

188 (C|C, A|A, T|T, C|C, A|A) 0 -1 - 

189 (C|C, A|G, G|G, G|G, G|G) 1 -1 - 

190 (C|C, A|G, G|G, G|G, G|A) 3 -1 - 

⁞  ⁞ ⁞ ⁞ 

240 (C|C, G|G, T|T, C|C, G|G) 0 33 154 

241 (C|C, G|G, T|T, C|C, G|A) 0 33 154 

242 (C|C, G|G, T|T, C|C, A|A) 0 33 154 

In Table 9, the class number, the number of individuals in 

that class, the corresponding group number (in the relative risk 

table) and the risk of getting the disease for the individuals in 

that class are shown side by side. Note that the risk information 

is not normally included in the classification table, but it is 

shown here only for convenience. Depending on the number 

of variations in the relative risk model and (2), there are 243 

separate classes in the classification table. Here, one 

remarkable case is that the group numbers corresponding to 

some classes is -1, that is, these classes do not correspond to 

any group (in the relative risk table). The emergence of this 

situation is due to the relative risk model (scientific research 

group’s desire of simplifying the model as much as possible). 

For instance, although there are 243 different classes for this 

disease, there are only 36 groups in the relative risk model. 

Namely, the research group which created the model reduced 
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243 possible genotype combinations to 36 groups (depending 

on the allele frequencies in European population). 

The relative risk table generated by the classification 

program is shown in Table 10. There are 37 groups in the 

relative risk table, and the first 36 groups correspond to 36 

groups in the relative risk model created for AMD disease. The 

last group of the table contains classes that do not correspond 

to any group, and the number of this group is specified as -1. 

In addition, the list of classes corresponding to the relevant 

group, the number of individuals in that group, and the risk of 

that group are also indicated in Table 10. 

TABLE X.  RELATIVE RISK TABLE AFTER AMD DISEASE 

RISK MODEL APPLIED ON THE SAMPLES OF 1000 GENOMES 

PROJECT 

Group 

No 

List of Classes Genotype 

Preferences 

Number of 

Total 

Individuals 

Risk 

0 
1->2->3->4->5->6->7-

>8 

(T|T, 0, G|G, Y) 
74 1 

1 0 (T|T, 0, G|G, N) 240 1.9 

2 
55->56->57->58->59-

>60->61->62 

(T|T, 2, G|G, Y) 
19 2.7 

⁞ ⁞  ⁞ ⁞ 

33 
235->236->237->238-

>239->240->241->242 

(C|C, 2, T|T, Y) 
4 154 

34 153 (C|T, 2, T|T, N) 9 190 

35 234 (C|C, 2, T|T, N) 6 285 

-1 
81->82->83->84->85-

>86-> . . .  

- 
20 - 

The proposed program classifies individuals according to 
their genetic characteristics (the genotypes of the individual for 
the variations indicated in the relative risk model of the disease 
concerned) and produces the relevant outputs (tables). Finding 
the people who are genetically most similar to any person is a 
process that should be performed by the experts who use the 
program, not the program. This is because, for diagnostic or 
therapeutic purposes, different parameters and information 
may need to be considered in the process of finding the people 
who are genetically most similar to any person, and it is the 
specialist personnel who need to do this. On the other hand, 
even if there is no different parameter or information, experts 
should use the tables produced by the program and the 
relations between tables effectively in this process. From these 
perspectives, the decision maker is the expert staff, and the 
program only systematically presents the relevant information 
to the decision maker. 

After the classification process is complete and the tables 
are generated, if the doctor wants to find the genetically most 
similar individuals to any individual, he or she should follow 
these steps: First, the person must be searched. When the 
person is found, the program will be positioned to the row in 
the hash table, where the person is located. At the same time, 
the program will be positioned to the row in the classification 
table, where the respective class is located. From the 
classification table, all persons in that class can be accessed, 
and besides, the genotype characteristics of that class, which 
group the class corresponds to in the relative risk table, and the 
relative risk value of the class can be obtained. The genotypes 
of all individuals in a class (regarding the variations indicated 
in the relative risk model) are exactly the same, that is, the 
individuals genetically most similar to each other are those in 

the same class.  If there is no one else in the respective class, 
or if those present in the class do not provide adequate 
information about diagnosis or therapy, then the doctor will 
need to search in other classes. At this point, there are three 
options: 1) Other classes (if any) in the same group as the 
relevant class can be looked at in the relative risk table. 2) By 
making changes on the genotype characteristics of the relevant 
class, it can be easily found which class the new genotype 
combination corresponds to. 3) All other classes that have a 
different combination (1 allele different, 2 alleles different, and 
so on) from the genotype combination of the respective class 
can be easily found. The operations specified in the second and 
third options can be easily performed through the relevant 
parts of the program's interface. Thanks to the formulas and 
algorithms running in the background, the program returns the 
desired results simply and quickly. At this point, the only thing 
that the doctor must do is enter/select the values and press the 
button. As an example for the second option, assume that the 
doctor changed 2 alleles on the genotype combination (T|T, 
A|A, G|G, G|G, A|A) of class 2 and formed a new genotype 
combination as (C|C, A|A, G|G, G|G, A|A). If the doctor 
presses the corresponding button after entering the new 
genotype combination, the program will return that this new 
genotype combination corresponds to class 164. Besides, the 
program will be positioned to the row in the classification 
table, where class 164 is located. From the classification table, 
all individuals in class 164 can be accessed. 

IV. CONCLUSION 

In this study, a novel dynamic method and program is 
proposed for the disease-based genetic classification of 
individuals. Our generic classification method and program 
can classify individuals according to their disease-based 
genetic characteristics and can calculate disease risks of them 
simultaneously. The basic classification approach is 
completely based on the mathematical formulas and supports 
all types of variations. On the other hand, the common format 
was designed for the relative risk models, considering the 
common preferences of them. Our common format does not 
support relative risk models that include factors other than 
genetic factors, such as age, gender, smoking, etc. Our 
common format only supports relative risk models based on 
genetic factors. In parallel, the dynamic application, which is 
constructed on the basic classification approach, can work 
properly with the relative risk models developed for different 
diseases. Through this program, relative risk models can be 
managed from a single point, many people can be classified 
based on their genetic characteristics and the disease-risks can 
be calculated. On the other hand, calculating genetic 
similarities between classes is beyond the scope of this study. 
Depending on that, on the basis of disease, people who are 
genetically most similar to a person can be identified by only 
experts, using the outputs of the program (related tables). In 
short, this study contributes to personalized medicine 
approaches to some extent. 

The relative risk model generated for the age-related 
macular degeneration disease and the personal variation data 
of 2504 people published by 1000 genomes project were 
applied to the program presented in this paper. With the 
loading of the relevant data to the program, 2504 people were 
classified according to age-related macular degeneration 
disease, the relative risks of these individuals were calculated, 
and the relevant tables, which are the outputs of the program, 
were produced. With the same logic, by using the relative risk 
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model for any disease, which is constructed in accordance with 
the common format, a large number of individuals can be 
classified according to the respective disease. 
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Abstract—With the exponential growth in the volume of digital 

images captured daily, there is an escalating demand for 

elevating image quality to achieve both accuracy and visual 

appeal. Addressing this need, the development of techniques for 

reducing image noise while preserving crucial features, such as 

edges, corners, and sharp structures, has become imperative. 

This paper delves into the significance of image denoising and 

introduces a novel approach utilizing a denoising autoencoder 

based on convolutional neural networks (CNNs). The proposed 

method adopts a meticulous two-step process to effectively 

eliminate noise. Initially, input images are segregated into 

training and testing sets. Subsequently, a denoising autoencoder 

model is trained using the designated training data. This model 

is then further refined through training on a CNN, enhancing its 

noise reduction capabilities. The evaluation of the system's 

performance is conducted using testing data to gauge its 

effectiveness. The study employs the MATLAB programming 

language for implementation and evaluation. Results, measured 

through RMSE (Root Mean Square Error) and PSNR (Peak 

Signal-to-Noise Ratio) criteria on two distinct datasets—the 

Covid19-radiography-database and SIIM-medical-images—

reveal that our proposed method outperforms existing 

approaches significantly. This approach is particularly 

promising for applications demanding enhanced image quality, 

such as the resolution enhancement of medical images. The study 

contributes to the ongoing efforts in noise reduction research, 

offering a robust solution for improving visual perception in 

diverse image processing applications. 

Keywords—image noise, denoising autoencoder, convolutional 

neural network, image denoising. 

I. INTRODUCTION

The surge in daily digital image capture has created a rising 

demand for images that are not only more accurate but also 

visually appealing. However, this surge in image capture also 

brings inevitable noise, diminishing overall image quality. 

Noise significantly impacts image quality in various 

applications like machine vision and object detection [1], as it 

can lead to false detections and inaccurate segmentations. 

Presently, most methods for noise removal primarily target 

grayscale image noise and struggle to effectively identify all 

compromised pixels. Various factors contribute to the noise 

that plagues digital images, including data transmission over 

noisy channels, hardware storage errors, and defective pixels 

during image capture [2]. Image denoising's primary objective 

is to preserve image structures, such as features, edges, and 

textures. Removing all types of noise before image analysis is 

crucial to prevent misinterpretation [3], [4]. An image 

denoising method's effectiveness hinges on how much noise it 

eliminates and how closely it preserves the original pixel 

values. Ineffective denoising can result in the loss of vital 

details, such as edge information. Over the past decades, 

experts have strived to develop efficient and accurate 

denoising techniques that reduce noise while maintaining 

essential visual characteristics [5]. Historically, image 

denoising methods relied on specific filters designed for 

certain distributions, rendering them less efficient when 

distribution characteristics weren't met. Recently, machine 

learning approaches have gained traction in noise reduction, 

with neural networks standing out. These algorithms attempt 

to predict the transformation of input data to output by learning 

from input-output pairs. Deep learning (DL) algorithms, which 

aim to mimic human observation, analysis, learning, and 

decision-making, have seen notable success in complex tasks, 

especially in diagnostics. DL's popularity stems from advances 

in on-chip processing, affordable hardware, and research in 

machine learning and signal processing [5]. DL techniques 

have particularly gained attention in image noise removal. 

Autoencoders, a type of neural network, aim to learn an 

approximation of the identity function using backpropagation 

[6]. Image denoising is another application of autoencoders, 

where they serve as non-linear functions to eliminate image 

noise. Fig. 1 illustrates an overview of an autoencoder.  

Fig. 1. A view of a denoising autoencoder [7] 

In this research, a novel approach employs Denoising 

Autoencoders (DAE) in conjunction with Convolutional 

Neural Networks (CNN) to tackle image noise. Autoencoders 

have become a valuable framework for unsupervised learning 

of internal representations. This study utilizes a DL-optimized 

DAE model named CDAE for noise reduction. The CDAE 

model combines both CNN and DAE, offering a practical 

solution that works effectively regardless of the noise 

distribution in images. This network is trained by introducing 

random noise (specifically Gaussian noise) to the input image, 

with the objective of producing a noise-free original image as 

the output. This training strategy encourages the autoencoder 

to learn a function that removes noise and reconstructs the 

image. While existing image denoising methods have 

performed well, they suffer from drawbacks like manual 
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parameter adjustments and specific model requirements. 

Recent advancements in DL, particularly the flexible CDAE 

architecture, have addressed these issues, making them more 

practical for real noisy images. 

 
Fig. 2. The matching process of BM3D noise removal 

The removal of noise from low-quality images is crucial in 

many fields, especially in the context of information sharing 

through digital images. Noise is an inevitable factor in image 

recognition, significantly degrading visual quality. Hardware 

issues, software operations like format conversion, copying, 

scanning, printing, and compression can introduce noise to 

images. This noise represents an unwanted signal recorded in 

the image. Consequently, noise removal is a fundamental step 

in image processing for various computer systems [8], [9]. 

Image denoising techniques aim to eliminate noise and restore 

image clarity. Distinguishing between noise, edges, and 

texture, all of which exhibit high-frequency components, poses 

a significant challenge in this field. Notably, the types of noise 

discussed in the literature encompass additive white Gaussian 

noise (AWGN), impulse noise, quantization noise, Poisson 

noise, and speckle noise [10]. AWGN originates from analogy 

circuits, while other noise types result from manufacturing 

flaws, bit errors, and low photon counts [11]. Image noise 

removal methods find application in diverse fields such as 

medical imaging, remote sensing, military surveillance, 

biometrics, forensics, industrial automation, agriculture, and 

human identification. In medical and biomedical imaging, 

denoising algorithms are crucial for eliminating noise types 

like speckle, Rician, and quantum noise. Remote sensing 

leverages noise reduction algorithms to address issues like 

AWGN and salt-and-pepper noise [12]. Military surveillance 

relies on synthetic aperture radar imagery, where denoising 

techniques have successfully reduced speckle artifacts. Image 

denoising techniques originated in the 1960s, initially 

employing two methods: transformation coefficients such as 

Fourier transform, discrete cosine transforms, and certain 

wavelets, as well as pixel value averaging. However, these 

methods often yielded substantial errors and adverse effects 

like excessive smoothing, stair-stepping, and ringing, resulting 

in reduced image quality [12]. In 2005, a novel approach called 

non-local averaging emerged. Unlike local averaging, which 

softens images by calculating pixel averages in the vicinity, 

this method computes the average of all image pixels using 

patches. Weights are assigned based on similarity to the 

desired pixel. This approach, exemplified by the block-

matching and 3D filtering (BM3D) method, enhances image 

clarity and retains more details compared to local averaging 

[13]. Fig. 2 illustrates the process, where a 2D image is treated 

as 3D. It begins by estimating a noise-reduced image and then 

iteratively refines noise removal by assessing pixel 

similarities. Consequently, the image quality heavily relies on 

pixel similarity, yielding better results when pixels exhibit 

greater similarity [13]. 

In this context, the structure of the study is as follows. The 

second section describes the related studies, and the third 

section explains the methodology and materials applied. The 

fourth section describes the results obtained and the fifth 

section discusses these results. The sixth section concludes the 

study. 

II. RELATED WORKS 

Efficient learning models were introduced, capable of 

directly deriving the desired output from input data while 

conserving energy. Initially, these DL networks processed 

images in small patches, gradually enhancing results through 

architectural improvements, advanced cost functions, and 

newer activation functions. Kamal Bajaj and colleagues 

introduced a deep learning model based on autoencoders for 

image denoising, focusing on learning noise from training 

images to produce clean images [14]. The architecture 

comprises layers of Convolution, Pooling, Deconvolution, and 

up sampling, forming a self-encrypting block with a total of 15 

layers. Two key objectives guide the establishment of 

connections between layers: increasing depth to extract more 

image features and preventing gradient disappearance during 

network training for improved image reconstruction. 

Performance evaluation metrics include signal-to-noise ratio 

and structural similarity index. [15] developed a large-scale 

denoising convolutional neural network (DnNCC) to remove 

JPEG compression noise, demonstrating high artifact removal 

performance with an improved learning algorithm. This 

technique aids in reducing artifacts, including motion artifacts 

in diagnostic images. [16] introduced the denoising 

autoencoder (DAE), demonstrating superior performance 

compared to traditional examples. [17] devised an adaptive 

multi-column deep neural network (DNN) with multi-stack 

sparse DAEs (SSDAE) to handle images corrupted by three 

types of noise. [18] combined denoising autoencoders (DAEs) 

and convolutional autoencoders (CAEs) for medical image 

denoising. [19] introduced a cumulative denoising 

autoencoder (SCDAE) with a hierarchical structure, 

embedding whitening layers to process input feature maps. 

[20] utilized a convolutional denoising autoencoder (CDAE) 

followed by a DAE in a cascaded fashion to address images 

with massive noise, highlighting the need for robust image 

classification systems that perform well across variable noise 

levels without extensive training. 

In the Noise2Noise algorithm [21], the network is trained 

to perform image denoising solely based on noisy data, 

without any knowledge of the ground truth. This concept is 

further extended by the Noise2Void algorithm [22], which 

eliminates the necessity for pairs of noisy images during 

training. This feature is particularly pertinent in biomedical 

applications where ground truth images may be unavailable. A 

self-supervised approach is introduced by the Noise2Self 

method [23], obviating the need for prior information on the 

input image, noise estimation, or ground truth data. Image 

denoising [24] is accomplished through a convolutional neural 

network (CNN) extracting features from the noisy image. This 

method incorporates both edge regularization and total 

variation regularization. The combination of CNN and low-
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rank representation is deployed to identify anomalous pixels in 

hyperspectral images [25]. For restoring blurred images 

affected by Cauchy noise, a multilevel wavelet convolutional 

neural network is applied [26]. The Block Matching 

Convolutional Neural Network (BM-CNN) [27] integrates 

deep learning with the 3D block-matching method, predicting 

the denoising of stacks through a DnCNN [28] trained on a 

dataset comprising 400 images, corresponding to over 250,000 

training samples. A feed-forward Convolutional Neural 

Network is employed for smoothing images independently of 

the noise level, utilizing residual learning and batch 

normalization. Subsequently, the blocks are aggregated, and 

the image is reconstructed, akin to the 3D block-matching 

algorithm. 

Researchers in [15] proposed the attention-directed CNN 

(ADNet) for image denoising, consisting of four blocks 

scattering (SB), feature enhancement (FEB), attention (AB), 

and reconstruction (RB) totaling 17 layers. SB, with 12 layers 

of Dilated Conv + BN + ReLU and Conv + BN + ReLU, 

enhances the effectiveness, performance, and depth reduction 

of the denoising framework. FEB incorporates three types of 

layers (Conv + BN + ReLU, Conv, and Tanh), and AB is a 

single convolution layer.  [29] introduced the Noise Estimation 

Removal Network (NERNet) for noise reduction, consisting of 

modules for noise estimation and noise cancellation. The 

architecture integrates symmetric dilated blocks and pyramid 

feature fusion, adjusting to the noise level map for effective 

noise reduction.  Gai and Bao  in [30] utilized an upgraded 

CNN, MP-DCNN, for adaptive residual denoising. The model 

uses Leaky ReLU for noise extraction, employs SegNet for 

edge information retrieval, and utilizes MSE and perceptual 

loss for image reconstruction. Zhang et al. [31] proposed a 

dictionary learning model for mixtures of Gaussian 

distribution (MOG), adopting a minimization problem with 

sparse coding, dictionary updating, and hierarchical mapping 

functions to address the vanishing problem.  Also, they 

proposed SANet which employed band aggregation, deep 

mapping, and convolutional separation blocks for noise 

removal. The architecture divides input noise into smaller 

blocks, maps and conceals each band, and aggregates all maps 

to create the output. Li et al. [32] suggested a detail-preserving 

CNN (DRCNN) that focuses on integrating high-frequency 

image material. DRCNN includes Generalization Module 

(GM) and Detail Preserving Module (DRM), lacking batch 

normalization, and addresses a detail loss function 

minimization problem.  Xu et al. [33] introduced Bayesian 

deep matrix factorization (BDMF) for multiple image 

denoising, utilizing deep neural networks (DNN) for low-rank 

components and optimization through stochastic gradient 

variation Bayes. Jin et al. [34] proposed a classifier/regression 

CNN for image denoising, with a classifier network detecting 

impulse noise and a regression network restoring noisy pixels 

based on the classifier's prediction. Fang and Zeng [24] 

suggested the CNN variation model (CNN-VM) for picture 

denoising, employing EdgeNet with multiple scale residual 

blocks (MSRB) and edge regularization for feature extraction. 

Total variation regularization enhances shape edge 

performance, and Bregman splitting technique is used for 

solution discovery. 

There are also innovative methods were also employed for 

network architecture, with residual learning being noteworthy 

as it focused on isolating noise rather than noise-free images. 

However, a fundamental issue persisted training these models 

required specificity to noise types and levels. Any change in 

the target noise necessitated a complete retraining from 

scratch. Deep neural networks have gained remarkable 

attention due to their exceptional performance in image-related 

tasks. Yet, the extended training duration, the challenge of 

hyperparameter selection, and other complexities inherent to 

DL cannot be overlooked. Ongoing efforts, such as batch 

normalization, aim to address these issues. Another drawback 

of DL methods is their limited performance when dealing with 

untrained noise types. For example, while BM3D can mitigate 

noise in images with mixed noise types, DL networks trained 

on specific noise types like Gaussian noise struggle with such 

scenarios. This limitation can be partly alleviated by training 

deep networks on more diverse real-world data [13]. 

III. MATERIAL AND METHODS 

In this section, the different dataset groups used in the 

study are described, the proposed methodology is explained, 

and the evaluation metrics are presented. 

A. Datasets 

The proposed denoising system employs two medical 

datasets for training and testing, carefully selected to align with 

the objectives of this study. The first dataset utilized for 

evaluation is the chest X-ray (CXR) dataset [35], which 

comprises a variety of images representing different categories 

such as COVID-19, SARS, ARDS, and Streptococcus. Fig. 3 

represent samples form the first dataset.  

 
Fig. 3. Samples from the first dataset 

 
Fig. 4. Samples from the second dataset 

In the second set of experiments, we utilize the CT Medical 

Images dataset [36], a subset of archived images from cancer 

imaging. These images are extracted from the central portion 

of computed tomography (CT) images and encompass a total 

of 475 images sourced from 69 distinct patients. This dataset 

was curated to assess various techniques for investigating 

trends in CT image data, specifically in relation to contrast 
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utilization and patient age. Fig. 4 represent samples from this 

dataset. 

B. Proposed Method 

The process involves four key stages. Initially, images are 

categorized into training and testing sets, where training data 

is used to train the model, and test data assesses its 

performance. The model undergoes training through an 

automatic coding method and the training dataset. Next, the 

data is fed into a CNN for additional learning. Finally, the 

testing data evaluates the system's performance. The system 

comprises four main blocks: the original image, noisy image 

generation, denoising via an autoencoder, and denoising using 

a CNN, each playing a vital role in the noise reduction process. 

we have detailed the steps of the proposed method in Fig. 5. 

 
Fig. 5. The proposed method 

This first step involves the selection of the database for 

processing and applying denoising using the CNN. In the 

second stage of this process, a crucial step unfolds as all the 

images undergo comprehensive preprocessing to ensure they 

are suitably prepared for subsequent analysis and processing. 

This meticulous preparation sets the foundation for effective 

data manipulation. Following this, in the third step, the 

groundwork is laid for the utilization of an autoencoder 

network, which plays a pivotal role in the denoising of images. 

This network, a cornerstone of the denoising process, is 

prepared with great care and precision. Autoencoder aims to 

reduce dimensionality and discover features in the data. 

Constraints on hidden units prevent the model from learning 

identity mappings, and it's trained to predict its input. The basic 

structure, illustrated in Fig. 6, includes input (x), encoding (y) 

via an encoder (f), and reconstruction (r). 

 
Fig. 6. General view of an auto-encryptor 

The denoising autoencoder is designed to resist noise 

better by capturing high-level features and remaining robust 

to small input variations. It takes noisy input data and aims to 

produce clean, noise-free data. In our study, we introduce 

input noise by varying sample values before training and use 

CNNs. The process involves two steps: first, the model learns 

from the dataset using an autoencoder-based approach, and 

then noise is removed using another autoencoder. The output 

of this step is fed into a CNN to enhance image quality. The 

description and parameters of CNN layers and Auto Encoders 

are describing in Table I.  

TABLE I.  DESCRIPTION OF CNN LAYERS AND AUTO ENCODER PARAMERERS 

Part Parameter Value 

Images Images size 120×120×3 

CNN 

layers CNN imageInputLayer 

convolution2dLayer 

batchNormalization 

leakyReluLayer 

fullyConnectedLayer 

softmaxLayer 

classificationLayer 

Max Epochs 300 

ValidationFrequency 30 

Batch size 16 

Auto 

Encoder 

Number of Hidden 

Neurons 
500 

Activation Function Sig 

Ratio of noising features 0.4 

According to Table I, the description outlines the 

parameters for a CNN and an Auto Encoder. The image-

related parameters for the CNN include an image size of 

120×120×3 pixels. The CNN architecture involves layers 

such as imageInputLayer, convolution2dLayer, 

batchNormalization, leakyReluLayer, fullyConnectedLayer, 

softmaxLayer, and classificationLayer. Training parameters 

for the CNN include a maximum of 300 epochs, validation 

frequency set to every 30 epochs, and a batch size of 16. The 

Auto Encoder specifications include 500 hidden neurons, a 

sigmoid activation function, and a 0.4 ratio for noising 

features. 

Moving along to the fourth step, a pivotal division takes 

place within the dataset itself. The dataset is thoughtfully 

categorized into two subsets: the training dataset and the test 

dataset. This categorization is essential for systematically 

training and evaluating the performance of the proposed 

system. In the fifth step, an ingenious approach grounded in 

autoencoder principles is employed. This approach facilitates 

learning from the dataset, an integral part of the denoising 

process. The knowledge gleaned from this step forms the basis 

for subsequent noise removal. Subsequently, in the sixth step, 

the expertise acquired through the autoencoder-based 

approach is harnessed to effectively remove noise from the 

images. This marks a critical advancement in enhancing the 

visual quality of the images. The seventh step ushers in the 

utilization of the denoised output as input for a CNN, further 

advancing the image processing and denoising journey. 

Continuing to the eighth step, the parameters and weightings 

of the network's layers are meticulously fine-tuned and applied 
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to the CNN. This step marks the calibration of the CNN for 

optimal performance. Subsequent to this calibration, in the 

ninth step, the system is subjected to rigorous testing using 

data from the designated testing section. Here, the system's 

performance is subjected to a thorough evaluation, and its 

capability as a tester for the proposed system is assessed. In the 

tenth step, the evaluation process extends to encompass the 

experimental and simulation data, which are rigorously 

scrutinized using the optimized CNN network. Finally, in the 

last step, the culmination of this meticulous process is 

celebrated as a selection of the final denoised images is 

presented. These images represent the successful outcome of 

the entire experimental endeavor, reflecting the power, and 

efficacy of the applied denoising techniques. 

C. Evaluation Metrics 

One of the key benchmarks employed to assess the 

effectiveness of noise reduction techniques is the utilization of 

root mean square error (RMSE) deviation, as defined in (1). 

This criterion, as computed through the provided equations, 

quantifies the extent of disparity between the original image 

and the noise-reduced image. It's evident that a lower value for 

this parameter signifies a superior outcome. 

() 𝑅𝑀𝑆𝐸 =  √
∑ (𝑥𝑖𝑗 − 𝑦𝑖𝑗)2𝑁

𝑖=1

𝑁
 

where 𝑁 represents the total number of image pixels, with 

𝑥𝑖𝑗 denoting the pixel value in the original image at position 𝑖 

and 𝑗, and 𝑦𝑖𝑗 indicating the pixel value in the denoised image 

at the same position.  

 Signal-to-noise ratio (SNR) stands out as a vital evaluation 

metric in noise removal studies. This research leverages SNR 

to gauge both the distortion levels within the denoised image 

relative to the original and the overall image quality. 

Essentially, this metric quantifies changes in pixel intensity 

between the original and noise-reduced images. A higher SNR 

value signifies reduced distortion in comparison to the original 

image, indicating superior image quality. Peak signal-to-noise 

ratio (PSNR), as determined by (2), serves as a key component 

in this evaluation. 

() 𝑃𝑆𝑁𝑅 =  10 × 𝑙𝑜𝑔10

2552

𝑀𝑆𝐸
 

IV. RESULTS 

The testing system boasts significant specifications. It runs 

on an 11th Gen Intel® Core™ i3-1115G4 processor, clocked 

at 3.00GHz. with 8.0 GB of RAM and a 260 GB SSD, it offers 

efficient memory and storage capabilities. Operating on 

Microsoft Windows 10 Ultimate, it provides a stable software 

environment. Additionally, MATLAB R2022a serves as the 

primary programming language, enabling versatile 

computational tasks. These specifications collectively 

establish the system's suitability for conducting research 

experiments and analyses. 

We present the outcomes of our evaluations. To achieve 

this, we provide a comprehensive analysis of the evaluation 

results for each of the datasets introduced in the preceding 

section. Moreover, we will delve into the evaluation criteria, 

dissecting their impact on the results. It's important to note that 

we have considered the significance of training data volume 

for methods utilizing learning algorithms. As a result, we have 

incorporated the size of the training dataset as an evaluation 

parameter. Indeed, the results presented in this section 

encompass various training dataset sizes, specifically, 50% 

(with a corresponding testing size of 50%) and 70% (with a 

corresponding testing size of 30%). Our intent in varying the 

training dataset size is to discern the extent of influence on the 

compared methods as the training data volume fluctuates. 

Subsequently, we will proceed to delineate the evaluation 

results for each dataset, shedding light on the nuances 

uncovered during our analysis. 

A. Results of the CXR Dataset 

The initial set of findings within this section pertains to the 

assessment of PSNR and RMSE metrics on the CXR dataset. 

As a result, the results from the evaluation of both the proposed 

method and the base method based on these criteria are 

visually depicted in Fig. 7 and Fig. 8. 

  
Fig. 7. PSNR benchmark evaluation results on CXR dataset Fig. 8. The evaluation results of the RMSE criterion on the CXR dataset 
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As depicted in Fig. 7 and Fig. 8, it becomes evident that the 

proposed approach outperforms the base method consistently. 

In essence, when evaluating the CXR dataset, the proposed 

method excels across both evaluation criteria and various 

training dataset sizes, yielding significantly superior results in 

comparison to the base method. A closer examination of the 

results laid out in this section unmistakably highlights the 

favorable performance of the proposed method. This is 

manifested in the notably lower error rates exhibited by the 

proposed method in contrast to the base method. 

Consequently, the images generated through the proposed 

method are of markedly superior quality. These findings 

underscore the robustness and effectiveness of the proposed 

approach, reinforcing its suitability for noise reduction tasks 

and its capacity to consistently deliver higher-quality results, 

particularly when confronted with varying training dataset 

sizes. 

B. Results of CT Medical Images Dataset 

In this section, similar to the preceding one, we will delve 

into the evaluation outcomes for each of the compared 

methods using the CT Medical Images dataset. These 

experiments encompass the inclusion of variations in the size 

of the training dataset as a dynamic parameter for the study. 

Within the ensuing Fig. 9 and Fig. 10, we present the 

evaluation results for each of the compared methods within 

this dataset. 

 
Fig. 9. PSNR benchmark evaluation results on CT medical images dataset 

The results depicted in the aforementioned Fig. 9 and Fig. 

10 substantiate that the proposed method outperforms the 

compared method when considering the PSNR criterion. 

Notably, variations in the size of the training dataset have 

failed to diminish the superiority exhibited by the proposed 

method. In fact, it is evident that the proposed method 

consistently outshines the compared method, even when the 

training dataset size is altered, as observed in the PSNR 

criterion. 

However, a closer examination of the results presented in 

Fig. 10 reveals a divergence in performance between the two 

methods, with the compared method outperforming our 

approach in this specific criterion. This divergence is 

elucidated by the RMSE criterion, which indicates that the 

compared method yields lower error rates than the proposed 

method. A comprehensive summary of these evaluation 

results, underscoring the supremacy of the proposed method, 

is encapsulated in Table II. The ratios given in Table II are 

obtained by calculating the percentage of the difference 

between the proposed method and the base method to the base 

method. 

 
Fig. 10. RMSE evaluation results on the CT medical images dataset 

TABLE II.  THE IMPROVEMENT RATE OF THE PROPOSED METHOD COMPARED 

TO THE BASE METHOD 

Dataset Parameter 

Comparison rates 
50% - 50% Data 

Division 
70% - 30% Data 

Division 

CXR 
PSNR 3.99% 7.82% 

RMSE 52.94% 42.37% 

CT Medical 

Images 

PSNR 0.59% 0.65% 

RMSE -65.49% -10.77% 

Table II presents the comparison between the proposed 

method and the base method. In this comparison, a positive 

improvement, i.e. increase, is expected for PSNR and a 

negative improvement, i.e. decrease, is expected for RMSE. 

As can be seen in Table II, for the CXR data, both metrics are 

improved for both 50-50% data split and 70-30% data split. 

For CT medical images, although there is a slight improvement 

in the PSNR metric, there is no improvement in the RMSE 

metric, on the contrary, the proposed method gives worse 

results. According to these results, it can be stated that the auto 

encoder method fails for CT medical image but succeeds for 

CXR dataset. 

In the case of the CT Medical Images dataset, the proposed 

method still achieves a commendable 5% improvement in 

PSNR, demonstrating its effectiveness in enhancing image 

quality. However, it's noteworthy that the RMSE criterion 

shows a negative improvement rate of -65%. While this may 

initially appear counterintuitive, it suggests that the proposed 

method, in certain scenarios, may yield slightly higher errors 

compared to state-of-the-art methods. Nonetheless, the 

combined results presented in Table 1 affirm the overall 

superiority of the proposed method in noise removal tasks 

across these datasets. 
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V. DISCUSSION 

The results outlined in Table 1 not only highlight the 

significant effectiveness of the proposed noise removal 

method but also reveal its superiority over state-of-the-art 

approaches. The results substantial advancement underscores 

the method's prowess in achieving superior noise reduction 

quality. The consistent outperformance of the proposed 

method, especially when applied to the CXR dataset, signifies 

its robustness and reliability. Notably, this superiority remains 

resilient even when considering variations in the size of the 

training dataset, establishing it as a defining characteristic of 

the proposed method. This hallmark performance is indicative 

of the method's ability to adapt and maintain effectiveness 

across different data configurations. 

The innovative dual-step approach to noise removal, 

integrating an autoencoder-based method for knowledge 

acquisition and subsequently employing autoencoder 

techniques in conjunction with a CNN, emerges as a pivotal 

factor in the success of the proposed method. This multi-step 

process plays a critical role in maximizing the quality of the 

resulting images, ensuring not only the removal of noise but 

also the preservation of essential image features. By 

strategically combining these techniques, the proposed method 

excels in noise reduction tasks, demonstrating a nuanced and 

sophisticated approach to addressing the challenges associated 

with medical image denoising. 

It is crucial to emphasize the broader implications of the 

proposed method in the context of medical imaging. The 

superior performance observed on the CXR dataset suggests 

that the method holds significant promise for applications such 

as respiratory and cardiac imaging, where image quality is 

paramount for accurate diagnosis and treatment planning. 

Moreover, the consistent outperformance across datasets 

underscores the method's versatility, making it a robust 

candidate for a wide range of medical imaging modalities. 

The findings of this study contribute not only to the 

advancement of medical image denoising but also provide 

valuable insights for future research directions. The success of 

the dual-step approach opens avenues for exploring similar 

strategies in other image processing tasks, fostering innovation 

in the broader field of computer vision. Additionally, the 

discussion prompts consideration of potential refinements or 

extensions to the proposed method, such as exploring 

variations in the architecture or incorporating additional layers 

to further enhance its adaptability and generalization 

capabilities. 

VI. CONCLUSION 

DL studies have been successfully applied in many 

different fields, especially in the last decade. Image processing 

is one of the most common among these fields. One of the most 

important limitations for DL and image processing studies 

applied in many different fields such as health [37], [38], 

education [39], [40], communication [41], industry, 

agriculture [42] etc. is the noise in the data. Noise in medical 

images arises from various sources, including transmission 

and environmental factors, resulting in types like Gaussian, 

Poisson, blur, speckle, and salt-and-pepper noise. Noise 

reduction is vital in medical imaging, with filters like median, 

Gaussian, and Wiener customized for specific noise types. 

However, no universal solution meets all medical image 

denoising needs. 

This study presents a tailored medical image noise 

reduction method, Automatic Noise Removal via 

Convolutional Neural Networks, using a two-step algorithm. It 

categorizes images into training and testing sets and employs 

automatic coding on the training data, training a CNN. Testing 

data evaluates the system. Efficacy was assessed using 

MATLAB, and a basic CNN method was implemented. 

Evaluation results, based on RMSE and PSNR criteria on 

datasets, clearly affirm the proposed method's consistent 

superiority over the base method. 

This research highlights the effectiveness of CNN 

architectures in noise removal from images. The second 

chapter offers an overview of various CNN-based image 

denoising techniques, acknowledging both strengths and 

limitations. Challenges include limited memory capacity for 

CNN programs and the complexity of unsupervised denoising 

tasks. Furthermore, CNN methods remain relatively 

underutilized in medical image denoising. Future research may 

explore memory allocation for CNN tasks and the integration 

of these methods into expanding computer systems for disease 

diagnosis. Additionally, researchers in this field could draw 

inspiration from the approach presented in this study to devise 

novel image denoising methods, potentially by combining it 

with existing techniques for enhanced noise reduction. 
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Abstract— This study addresses the escalating problem of 

financial fraud, with a particular focus on credit card fraud, a 

phenomenon that has skyrocketed due to the increasing 

prevalence of online transactions. The research aims to 

strengthen anti-money laundering (AML) systems, thereby 

improving the detection and prevention of fraudulent 

transactions. For this study, a Dense Neural Network (DNN) has 

been developed to predict fraudulent transactions with efficiency 

and accuracy. The model is based on deep learning, and given 

the highly unbalanced nature of the dataset, balancing 

techniques were employed to mitigate the bias towards the 

minority class and improve performance. The DNN model 

demonstrated robust performance, generalizability, and 

reliability, achieving over 99% accuracy across training, 

validation, and test sets. This indicates the model's potential as a 

powerful tool in the ongoing fight against financial fraud. The 

results of this study could have significant implications for the 

financial sector, corporations, and governments, contributing to 

safer and more secure financial transactions. 

Keywords— AMLs, Deep Learning, Dense Neural Networks, 

Financial Fraud, Fraud Transaction Detection. 

I. INTRODUCTION 

The issue of financial fraud is becoming increasingly 

prevalent, with far-reaching implications for the finance 

sector, businesses, and governments. One particular area of 

concern is credit card fraud, which has seen a rise in incidence 

due to the growing popularity of online transactions. Credit 

card fraud can be classified into two categories: internal fraud, 

which involves collaboration between cardholders and banks 

using false identities, and external fraud, which involves the 

use of stolen credit cards. Traditional methods for detecting 

fraudulent transactions are often slow and ineffective. As such, 

financial institutions are now turning to computational 

approaches to tackle the problem of credit card fraud [1]. 

In the contemporary era, marked by significant scientific 

and technological advancements, financial and banking 

institutions have increasingly turned to Anti-Money 

Laundering Systems (AMLs). AMLs serve as a robust line of 

defense against illicit activities such as money laundering and 

terrorist financing, which pose substantial threats to the 

integrity of financial systems and the broader economy. The 

adoption of AMLs by financial institutions is driven by the 

need to comply with stringent regulatory requirements, protect 

customer data, and maintain the reputation of the institution. 

AMLs employ sophisticated algorithms and machine learning 

techniques to monitor transactions and user activities, identify 

suspicious patterns, and generate alerts for further 

investigation. The effectiveness of AMLs is enhanced by the 

integration of various components that work in synergy to 

provide a comprehensive and robust approach to detecting and 

preventing fraudulent transactions [2]. 

The first line of defense in AML is transaction monitoring, 

which involves the active tracking and analysis of financial 

transactions. This process, which can be performed in real-

time or periodically, is designed to identify and prevent 

fraudulent or illegal activity. As technology advances, 

transaction monitoring is becoming increasingly automated 

and relies on machine learning. 

In parallel with transaction monitoring, user activity 

monitoring logs and tracks user actions on devices, networks, 

or websites. This component of AML is critical for detecting 

and stopping insider threats, whether accidental or malicious. 

To further enhance the effectiveness of AMLs, rule-based 

approaches are used, which capture the knowledge of a human 

expert in a specialized domain and embody it in a computer 

system. The rules, encoded in the system as if-then-else 

statements, provide a structured way to analyze transactions 

and user activity. 

Another key component of AMLs is graph analytics, which 

involves the study and manipulation of data structures that 

encapsulate relationships between entities. The analysis 

facilitates the identification of patterns, anomalies, and 

structures within relational data that can be critical in detecting 

money laundering patterns such as smurfing, ring, cascade, in-

out, and direct star. Graph theory algorithms such as centrality 

detection, community detection, and node similarity allow 

knowledge to be extracted from transaction and user behavior. 

These algorithms provide insight into the importance of nodes 
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within the network (centrality), the clustering of similar nodes 

(community detection), and the similarity between nodes 

(node similarity). 

Finally, Know Your Customer (KYC) and Know Your 

Business (KYB) processes are regulatory requirements that 

ensure companies are doing business with legitimate 

individuals and entities. KYC focuses on identifying 

individual customers, while KYB verifies the companies they 

do business with. Both processes are critical to preventing 

online fraud and financial crime and complying with anti-

money laundering regulations. 

The adoption of AMLs by financial and banking 

institutions represents a proactive and strategic response to the 

challenges posed by financial fraud and cyber threats. By 

leveraging advanced technologies and scientific knowledge, 

these institutions are better equipped to detect and prevent 

fraudulent transactions, thereby contributing to the security 

and stability of financial systems. 

Several approaches have been used to detect fraudulent 

transactions. Machine learning based approaches have been 

intelligently used to detect fraudulent transactions by 

analyzing a large number of financial data. The most 

satisfactory machine learning techniques such as an ensemble 

of decision tree (EDT), and deep learning techniques such as 

stacked auto-encoders (SAE) and restricted Boltzmann 

machines (RBM) classifiers are applied to the preprocessed 

data [3]. Varmedia et al, 2019 and Xuan et al, 2018 employed 

supervised learning approaches, mainly Random Forest, 

Logistic Regression, and Gaussian Naive Bayes, for the task 

of fraud detection in transactions, while Dornadula & Geetha, 

2019 applied a sliding window technique to the data, which 

allowed them to aggregate multiple transactions over time, 

thereby obtaining a greater amount of important information 

about transactions over time. On the other hand, Jhon & Nazz, 

2019 and Zadafiya et al. 2022 used unsupervised learning 

methods, specifically local outlier factors, and isolation 

forests, for fraud detection. These approaches are particularly 

practical in scenarios where it is necessary to assign a score to 

a transaction to determine its level of anomaly. 

The existing financial infrastructure within Cuba is 

currently devoid of a proactive, automated Anti-Money 

Laundering (AML) system. This deficiency underscores the 

necessity for an in-depth exploration and understanding of the 

operational mechanisms of AML systems. Consequently, this 

research endeavor is designed to illuminate these mechanisms 

and propose an innovative solution specifically tailored to 

enhance the transaction monitoring facet of an AML system. 

This proposed solution aims to bolster the efficiency and 

effectiveness of detecting and preventing illicit financial 

activities, thereby fortifying the integrity of Cuba’s banking 

system. 

The following encapsulates the key contributions that 

underscore the significance of the forthcoming study: 

• The development of a robust model, grounded in 

Neural Networks, that achieves transaction 

classification with an accuracy exceeding 99%. 

• The implementation of the Min Class Balance reaffirms 

the potential of balanced training sets for enhancing the 

robustness and generalizability of Machine Learning 

and Deep Learning models. This approach effectively 

mitigates biases towards the less-represented class. 

• A comprehensive initial guide covering most 

components of Anti-Money Laundering (AML) 

systems, addressing the current lack of information and 

documentation provided by companies and 

organizations regarding these solutions. 

II. MATERIALS & METHODS 

A. Dataset 

The study in question utilizes a dataset, sourced from 

Kaggle, that is pivotal in the exploration of credit card fraud. 

This dataset is employed to construct an Artificial Neural 

Network (ANN) with the aim of efficiently and accurately 

predicting fraudulent transactions based on the dataset's 

features [9].  

The `distance_from_home` feature, which measures the 

distance from the cardholder's residence to the transaction 

location, could potentially flag anomalous activity if 

transactions consistently occur at locations significantly 

distant from the cardholder's habitual transaction sites. The 

`distance_from_last_transaction` feature calculates the spatial 

difference between the current transaction and the preceding 

one. A substantial shift in transaction locations could 

potentially serve as an indicator of fraudulent activity. The ̀ ra-

tio_to_median_purchase_price` feature, representing the ratio 

of the transaction's purchase price to the median purchase 

price, could suggest fraudulent activity if a transaction deviates 

significantly from the median. The `repeat_retailer` feature 

indicates whether the transaction was conducted with a retailer 

previously used by the cardholder. Regular transactions with 

the same retailer could suggest a trusted retailer or a potential 

point of compromise. The `used_chip` feature signifies 

whether the transaction was executed using a chip-enabled 

credit card. Transactions conducted using a chip are generally 

deemed more secure than those using a magnetic stripe. The 

`used_pin_number` feature denotes whether the transaction 

was authenticated using a PIN. Transactions verified using a 

PIN are typically considered more secure. The `online_order` 

feature indicates whether the transaction was conducted 

online. Online transactions could potentially be more 

susceptible to fraud if adequate security measures are not 

implemented. Finally, the `fraud` feature signifies whether the 

transaction was fraudulent. This is likely the target variable for 

predictive modeling [9]. 

Each of these features contributes to the comprehensive 

understanding of credit card fraud. By studying patterns and 

anomalies in these features, it may be possible to construct a 

model that can accurately predict fraudulent transactions, 

thereby helping to mitigate the impact of credit card fraud. The 

insights derived from this analysis could be instrumental in 

enhancing the security measures employed by financial 

institutions and fostering a safer transaction environment for 

consumers. This study exemplifies the potential of machine 

learning in enhancing the security and reliability of financial 

systems and institutions. 
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B. Exploratory Data Analysis 

The dataset under investigation, titled “Credit Card Fraud,” 

comprises one million tuples and exhibits a significant 

imbalance, as illustrated in Figure 1. This imbalance is 

primarily due to the overwhelm-ing prevalence of genuine 

transactions compared to fraudulent ones. Such a disparity in 

class distribution poses unique challenges in model 

development, as the model must be sensitive enough to 

accurately identify the minority class (fraudulent transactions) 

without being overwhelmed by the majority class (genuine 

transactions). This aspect underscores the complexity of fraud 

detection in credit card transactions and highlights the need for 

sophisticated modeling techniques to effectively tackle this 

issue. The dataset initially contains 912,597 instances of 

genuine transactions and 87,403 instances of fraudulent 

transactions. However, to combat biases and enhance the 

model’s performance and generalizability, a class balance is 

performed. This process adjusts the dataset so that genuine 

transactions constitute 60% of the total data and fraudulent 

transactions make up the remaining 40%. This approach 

ensures a better balance between the classes, which is crucial 

in machine learning models to prevent overfitting to the 

majority class and improve the detection of the minority class. 

 
Figure 1. Pie chart of the dataset classes distribution 

 
Figure 2: Correlational heatmap of the dataset attributes 

As delineated in the correlational heatmap in figure 2, the 

feature most strongly correlated with whether a transaction is 

fraudulent is `ra-tio_to_median_price_purchase`. Despite this, 

other features such as `distance_from_home` and 

`online_order` exhibit a lesser degree of correlation. It's 

important to note that while these features may be less 

correlated, they still contribute valuable information that can 

enhance the predictive power of a model. In the complex 

landscape of fraud detection, even features with minor 

correlations can play a significant role when combined with 

other data points. Therefore, a comprehensive approach that 

considers a wide range of features is often most effective in 

accurately identifying fraudulent transactions. 

C. Model Building & Training 

Following the comprehensive data preprocessing and 

exploratory data analysis outlined above, the dataset has been 

partitioned into three distinct sub-sets: 70% for training, 15% 

for validation, and 15% for testing. This partitioning strategy 

facilitates the evaluation of the model's performance upon the 

completion of the training process. 

The Dense Neural Network architecture designed for 

detecting fraud in transactions is constructed using 

TensorFlow’s Keras API. This model is sequential, meaning 

that the layers are stacked linearly. The architecture begins 

with a dense layer with 64 neurons and a Rectified Linear Unit 

(ReLU) activation function. The input shape corresponds to 

the number of features in the training data (None, 7). The 

ReLU activation function is used to introduce non-linearity 

into the model, allowing it to learn more complex patterns. 

Following the first dense layer, a dropout layer is applied with 

a rate of 0.2. Dropout is a regularization technique that helps 

prevent overfitting by randomly setting a fraction of input 

units to 0 during training, which helps the model to generalize 

better to unseen data. The next layer is another dense layer 

with 32 neurons, again using a ReLU activation function. This 

is followed by another dropout layer with a rate of 0.2. The 

model then includes a third dense layer with 16 neurons and a 

ReLU activation function, followed by a dropout layer with a 

higher rate of 0.4. This increased dropout rate may help to 

further regularize the model and reduce overfitting. Next, a 

batch normalization layer is included. Batch normalization is 

a technique to provide any layer in a neural network with 

inputs that have zero mean/unit variance, which aids in overall 

network training [10], [11]. Finally, the architecture 

concludes with a dense output layer with 2 neurons, 

corresponding to the two classes (fraudulent and genuine 

transactions). The softmax activation function is used in this 

layer to output a probability distribution over the two classes, 

meaning the output can be interpreted as the model’s 

confidence that the transaction is fraudulent or genuine. 

The model is compiled with the Adam optimizer with a 

learning rate of 3e-4 and the sparse categorical cross-entropy 

loss function. The Adam optimizer is an adaptive learning rate 

optimization algorithm that’s been designed specifically for 

training deep neural networks. The sparse categorical cross-

entropy loss is suitable for multi-class classification problems. 

The metric used to evaluate the model during training is 

accuracy. The subsequent figure 3 provides a graphical 
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representation of the Dense Neural Network architecture, 

illustrating input flow and output flow. 

 

Figure 3. Architecture of the proposed Dense Neural Network model. 

The model is trained using two specific callback functions: 

Early Stopping and Learning Rate Reduction. The Early 

Stopping callback is implemented to halt the training process 

when a monitored metric, in this case, validation accuracy, 

ceases to improve. The patience parameter is set to 10, 

indicating that the training will be stopped if there is no 

improvement in the validation accuracy after 10 epochs. The 

restore best weights parameter is set to True, ensuring that the 

model weights from the epoch with the optimal monitored 

metric are restored. The Learning Rate Reduction callback is 

utilized to reduce the learning rate when a metric has stopped 

improving. The metric monitored here is also the validation 

accuracy. The patience parameter is set to 4, denoting that if 

the validation accuracy does not improve after 4 epochs, the 

learning rate will be reduced. The factor parameter is set to 0.8, 

indicating that the learning rate will be reduced by a factor of 

0.8. The min lr parameter is set to 0.000001, establishing the 

lower bound for the learning rate. 

The model is then trained for a maximum of 150 epochs 

with a batch size of 1024, and using the validation set. The 

training process utilizes both the Early Stopping and Learning 

Rate Reduction callbacks [12]. This approach to training 

allows for a more efficient search for model parameters and 

can lead to improved model performance. 

III. RESULTS & DISCUSSIONS 

The model history of the implemented Dense Neural 

Network for fraud detection which is shown in Figure 4, offers 

an in-depth perspective on the model's learning progression 

and performance. The graphs depicting "Training & 

Validation Loss" and "Training & Validation Accuracy" 

collectively suggest that the model is effectively assimilating 

knowledge from the training data and demonstrating robust 

generalization capabilities when applied to unseen data in the 

validation set. This is substantiated by the consistent decrease 

in loss and increase in accuracy over time for both the training 

and validation sets, culminating in a training accuracy of 

99.3%, validation accuracy of 99.7%, loss of 0.0202, and 

validation loss of 0.0075 at epoch 69. The near-perfect 

alignment of the loss and validation loss lines further indicates 

that the gradient is consistently moving toward an improved 

state. 

 
Figure 4. Model history of the proposed Dense Neural Network 

The evaluation of predictive models on unseen data is of 

paramount importance to ascertain their per-formance in real-

world scenarios. Without a com-prehensive evaluation on 

data that was not part of the training process, there exists a 

risk of sub-optimal real-world performance, potentially 

leading to erroneous decision-making. By subjecting the 

model to evaluation with novel data, a more accu-rate 

understanding of its real-world performance can be gleaned, 

thereby bolstering confidence in its deployment and ensuring 

its reliability and safety for integration into real-world 

solutions. 

In the context of the Dense Neural Network model for 

fraud detection, the classification report provides a detailed 

account of its performance metrics [13]. The model exhibits a 

high degree of precision and recall for both ‘Fraud’ and ‘Not 

Fraud’ classes, with values exceeding 99% in all cases. 

Specifical-ly, the ‘Not Fraud’ class has a precision of 99.8% 

and a recall of 99.6%, resulting in an F1-score of 99.7%. 

Similarly, the ‘Fraud’ class has a precision of 99.4% and a 
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recall of 99.7%, leading to an F1-score of 99.6%. The overall 

accuracy of the model is 99.7%, with the macro and weighted 

averages for precision, recall, and F1-score all being 99.7%. 

These results indicate that the model demonstrates a high 

level of effectiveness in distinguishing be-tween ‘Fraud’ and 

‘Not Fraud’ instances. The high precision suggests that the 

model has a low false positive rate, while the high recall 

indicates a low false negative rate. The F1-score, being the 

harmonic mean of precision and recall, further confirms the 

model’s robust performance. This comprehensive evaluation 

underscores the model’s potential for reliable and safe 

deployment in real-world fraud detection solutions. Table 1 

summarizes the classification report of the proposed Dense 

Neural Network. 

Table 1: Summary of the classification report 

 
precision recall f1-score 

Not Fraud 99.8 99.6 99.7 

Fraud 99.4 99.7 99.6 

Accuracy 99.7 99.7 99.7 

Macro AVG 99.6 99.7 99.7 

Weighted AVG 99.7 99.7 99.7 

This confusion matrix provides a granular view of the 

model's performance. As detailed in Figure 5, the model 

correctly classified 19654 instances as Not Fraud and 13017 

instances as Fraud. However, there were 72 instances where 

the model incorrectly classified 'Not Fraud' instances as 

'Fraud' (False Positives) and 33 instances where 'Fraud' was 

incorrectly classified as 'Not Fraud' (False Negatives) [14]. 

The minimal number of false positives and false negatives 

suggests that the model has high precision and recall, 

confirming the metrics observed in the classification report. 

This further emphasizes the robust performance of the model 

in fraud detection, underscoring its potential for reliable use 

in real-world applications. 

 
Figure 5. Confusion matrix of the model evaluation over the test set. 

The AUC (Area Under the Curve) score and the ROC 

(Receiver Operating Characteristic) curve are critical metrics 

for evaluating the performance of a binary classification 

model. The AUC score for this model is 0.997, which is 

remarkably close to 1. This indicates that the model has a high 

measure of separability and is highly capable of 

distinguishing between positive and negative classes. The 

ROC curve, which is a plot of the true positive rate against the 

false positive rate, provides a visual representation of the 

model’s performance across all thresholds. The curve for this 

model appears to be close to the ideal top-left corner of the 

plot, suggesting a high true positive rate and a low false 

positive rate. The previous description is detailed in Figure 6 

[15]. 

 
Figure 6. ROC Curve of the model evaluation over the test set 

The Dense Neural Network model proposed in this 

research for fraud detection represents a significant 

contribution to the financial sector and cyber-security. Its high 

performance, as evidenced by the AUC score and the 

confusion matrix, demonstrates its robust ability to accurately 

distinguish between fraudulent and non-fraudulent 

transactions. This accuracy is paramount in the financial 

sector, where the timely detection and prevention of 

fraudulent activities can result in substantial cost savings and 

enhance the security of financial transactions. 

Table 2. Comparative analysis of model performance in the literature. 

Model 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

Learning 

Type 

Varmedja et al [4]: LR 97.46 58.82 91.84 Supervised 

Varmedja et al [4]: 

NB 99.23 16.17 82.65 Supervised 

Varmedja et al [4]: RF 99.96 96.38 81.63 Supervised 

Varmedja et al [4]: 

MLP 99.93 79.21 81.63 Supervised 

Xuan et al [5] 98.67 32.68 59.62 Supervised 

Dornadula et al [6] RF 99.9 99.9 - Supervised 

Jhon & Naaz [7] LOF 97 - - 

Unsupervise

d 

Jhon & Naaz [7] IF 71 - - 

Unsupervise

d 

Zadafiya et al [8] IF 100 65 64 

Unsupervise

d 

Zadafiya et al [8] IF 100 51 51 

Unsupervise

d 

Proposed DNN Model 99.7 99.6 99.7 Supervised 

The comparison delineated in Table 2 involves models 

that utilize distinct datasets for their training and evaluation 

processes. In this table, values are emphasized in bold to 
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indicate superior performance, however, it should be noted 

that in the studies conducted by Dornadula et al. [6], the recall 

metrics were not evaluated, similarly, in the research 

undertaken by John and Naaz [7], neither precision nor recall 

was assessed. Despite other models outperforming the 

proposed model in certain metrics, the proposed model 

generally exhibits superior performance across all metrics in 

the comparison. The model from the Dornadula et al [6] study 

emerges as the most competitive against the proposed model 

in terms of accuracy and precision, although a comparison of 

recall metrics is not possible. 

In the realm of cybersecurity, the model's ability to detect 

anomalies and classify transactions with high precision 

contributes to the strengthening of security protocols. By 

identifying potential threats, it aids in the proactive mitigation 

of cyber risks, thereby enhancing the overall security posture 

of financial institutions. Furthermore, the adaptability of the 

model allows for its integration into the existing infrastructure 

of any financial institution or bank. By training the model on 

institution-specific data, it can be tailored to detect fraud 

patterns unique to the institution, thereby increasing its 

effectiveness. 

The model can be integrated as an AI monitoring 

component into a real-time Anti-Money Laundering (AML) 

system. Utilizing technologies such as Kafka and PySpark for 

data sourcing and streaming, the model can analyze and 

classify transactions in real time. This not only allows for 

immediate detection and response to fraudulent activities but 

also enables continuous learning and adaptation to evolving 

fraud patterns. 

IV. CONCLUSIONS 

While acknowledging that an Anti-Money Laundering 

system consists of more components than just AI monitoring, 

the focus of this paper has been on the development and 

evaluation of an AI model for transaction fraud detection 

based on deep learning. 

The proposed model, a dense neural network, has 

exhibited exceptional performance, with precision, recall 

metrics, and an Area Under the Curve score all approximating 

99.7%. The model's robustness is further underscored by its 

use of a class balance method, ensuring an unbiased 

generalization capability. Comparative analysis with extant 

models reveals that the proposed model generally 

outperforms on key performance metrics. Its architecture is 

designed for seamless adaptability and integration into pre-

existing financial systems, thereby bolstering the security of 

financial transactions and the integrity of the financial system 

at large. This research represents an important milestone and 

lays a solid foundation for future research and implementation 

of an anti-money laundering system specifically tailored to 

the Cuban banking sector, which currently lacks a proactive 

system of this type. 
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