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Abstract

Multi-relational concept discovery aims to fiftketrelational rules that best describe
the target concept. In this paper, we present gbrbased concept discovery method in Multi-
Relational Data Mining. Concept rule discovery aiatsfinding the definition of a specific
concept in terms of relations involving backgroumbwledge. The proposed method is an
improvement over a state-of-the-art concept disgoveystem that uses both ILP and
conventional association rule mining techniques imyrconcept discovery process. The
proposed method generates graph structures withesto data that is initially stored in a
relational database and utilizes them to guide twncept induction process. A set of
experiments is conducted on data sets that belordifferent learning problems. The results
show that the proposed method has promising resnltsomparison to state of the art
methods.

COKLU 1iLiSKISEL VERI MADENCILiGINDE GRAFIKLER iN
KULLANIMI )
Ozetce

Cok iligkili konsept kgfinin amaci hedef konsepti en gakilde anlatabilen kisel
kurallari bulmaktir. Bu ¢caima ile ¢ok ilykili veri madencilginde diyagram tabanh konsept
kesif metodundan bahsediyoruz. Konsept kurajfikearkaplan bilgilerini iceren ilpkileri
g6zonunde bulundurarak 6zel bir konsetin tanimibulmayi hedefler. Anlatilan metot C*2D
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konsept kgf sisteminin gelitirimesi ile elde edilmiir. C*2D konsept kdi esnasinda ILP ve
geleneksel ortaklik kural madengili(APRIORI gibi) tekniklerini birlikte kullanir. Aatilan
sistem, isim olarak D-KKS(Diyagram tabanli Konséqssif Sistemi), balangicta iligkisel
veritabaninda tutulan verilere lgh kalmak kaydi ile diyagram yapilarini glurur ve bu
verileri kullanarak konsept cikarsama surecini y@mdirir.Farkli 6grenme problemleri ile
alakal veri setleri Uzerinde testler yapiktw. Test sonuclari D-KKS'nin, bu alandakigdr
sistemler ve C"2D'ye nispeten umut verici glthu gostermektedir.

Keywords:Concept Discovery, Graph, Path, MRDM, ILP
Anahtar Kelimeler: Konsept Kgfi, Grafik, , Yol, Cokilisili Veri Madenciligi, Tiimevaran
Mantiksal Programlama

1. INTRODUCTION

Due to increase of complex data usage in infownasystems, the
amount of data collected in relational databasesl$® increasing. This
increase forced the development of multi-relaticlearning algorithms that
can be applied to directly multi-relational dataretl in databases (Dzeroski-
2003). Generally, first-order predicate logic ispdoyed as the representation
language for such learning systems. The learnistesys, which find logical
patterns valid for given background knowledge, hasen investigated under a
research area which is called Inductive Logic Paogning (ILP) (ILP-
Muggleton-1999).

Concept is defined as a set of frequent pattéraisare embedded in the
features of the concept instances in the form d¢dtioms among objects
(Huchard, H.,R.,V.,2007). Concept discovery is tw®blem of learning
definitions of a specific relation, calle@rget relation, in terms of other
relations provided adackground knowledge (Learn-Logic-FOIL-Quinlan-
1990). Concept discovery in relational databases psedictive learning task.
There is a specific target concept to be learnedh@ light of the past
experiences. In ILP-based concept learning methlods;al patterns for the
target concept are induced that are validated agdire background facts.
Association rule mining is a technique that is esgpt in the proposed
algorithms for relational concept discovery. Asation rule mining is finding
frequent patterns, associations or correlationsrgnsets of items or objects in
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databases. Relational association rules are exgoress query extensions in
first-order logic (Dehaspe, Toivonen-2001).

The concept discovery problem has extensively lségdied by the ILP
community with successful applications in severadmdins such as
bioinformatics, engineering, and environmental rsoés. Among several
problems in concept discovery, a common problemedaby ILP-based
concept discovery systems is the so calledtal plateau problem
(Alphonse,Osmani,2008). In such cases classicalatge of ILP that refine
concept descriptors by one literal at a time amafificient to improve the
quality of the concept descriptors and the systperform a blind search. To
the best of our knowledge, graph-based approaches fivst introduced to the
concept discovery problem to solve this issue bgh&ids and Mooney
(Richards,Mooney,1992). In their approach the ezfiant operators of ILP are
upgraded to refine the concept descriptors by aco$eliterals such that
arguments of the literals form a path.

Graph-based approach is another concept discawetitiod which is
based on graph structure. Graph-based conceptveiscanethods can be
classified into two main categories: Substructuseda approaches and path
finding-based approaches (DAWAK-13-GRAPH). In apjraf a substructure
is seen frequently then there should be a concdpthwconstructs that
substructure. This is the idea behind substrudiased approach. On the other
hand, path finding-based approaches (Gao,Z.,H.)2888ume that a concept
should appear as frequent and finite length pathsdonnect some arguments
of positive target instances. Such approaches rieeémploy advanced
indexing mechanisms to keep track of the paths.

In this work we propose a hybrid framework, nam@hCDS (Graph-
based Concept Discovery System), for graph-basedepd discovery. We
employ directed, labeled graph where nodes repraéagget and background
relations, and edges connect those nodes that abJleast one common
argument. The proposed approach inputs the dataelational format,
generates a graph for each target instance, gesethé summary graph,
extracts concept definitions, and outputs concegcdptors in the form of
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relations. Similar to substructure-based approaahegsoups similar relations
and represents them as a single node. Similarttofpaling-based approaches,
it infers the concept descriptors by finding pathst connect relations.
Different than substructure-based approaches, thigoped approach does not
employ graph isomorphism algorithms, which are kndw be NP, to group
similar nodes but rather constructs the graph imoapressed form by
executing SQL queries on the input data. Differérain path finding-based
approaches, the proposed method does not seargattes within the graph,
but infers such paths while constructing the grafte proposed method does
not need to employ advanced indexing mechanisnai@ $aths either, but
keeps such information within the nodes.

A challenging problem of relational concept disevis dealing with
intractably large search space. Several systenss liean developed employing
various search strategies, language pattern lioiist and hypothesis
evaluation criteria, in order to prune the searphce. However, there is a
trade-off between pruning the search space andraamg high-quality
patterns. Major features of G-CDS are as follows:

1. Instead of strong declarative biases such @stHoutput modes, the
information inside the relational database scheunth sis argument types and
primary-foreign key relationships, a confidencedzhpruning mechanism and
APRIORI method (Agrawal,1996) are used to prunesderch space similar to
Cn2D.

2. G-CDS directly works on relational databasesheuit any
requirement of negative instances.

3. Aggregate predicates are defined and incorpdramto concept
discovery process. In addition, a simple method weseloped to handle
comparison operators on numeric attributes, whiemegally accompany
aggregate predicates.

The experimental results of G-CDS revealed pramgigierformance on
the quality of concept discovery in comparison witlimilar works
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(Kavurucu, Expert Syst. Appl.,2009 - Kavurucu ,Knedge-Based Systems,
2010).

This paper is organized as follows:
Section 2 presents the related work. Section 3 sgitlee preliminary
information for graph-based concept discovery. iSact gives an overview of
G-CDS. Section 5 presents the experiments to disthwes performance of G-
CDS. Finally, Section 6 includes concluding remarks

2. RELATED WORK

ILP-based concept discovery systems distinguisimfeach other in
terms of the hypothesis formation technique, sealickction, the need of
mode declarations, allowing recursion and negatedigates in the body part.
FOIL, PROGOL, ALEPH, WARMR, C"2D and CRIS are soofethe well-
known ILP-based systems in the literature. PROGOhv-Ent-Progol-
Muggleton-1995) is a top-down relational ILP systewhich is based on
inverse entailment. A bottom clause is a maximalbecific clause, which
covers a positive example and is derived usingrseventailment. PROGOL
extends clauses by traversing the refinement dattic
ALEPH ( ALEPH manual,1999) is similar to PROGOLhaveas it is possible
to apply different search strategies and evaludtiantions.

Design of algorithms for frequent pattern discgvéias become a
popular topic in data mining. Almost all algorithrhave the same level-wise
search technique known as APRIORI algorithm. WARMRNIine-AR-
Dehaspe-Raedt-1997) is a descriptive ILP systemnetimploys Apriori rule to
find frequent queries having the target relatioh2@ (Kavurucu, Expert Syst.
Appl.,2009) and CRIS (Kavurucu ,Knowledge-Basedt&ys, 2010) are two
ILP-based concept discovery systems behind whiehbdsic motivation is to
develop a system that facilitates concept discobgrmon-expert users for the
data stored in relational databases. They areaitul ALEPH as both systems
produce concept definition from given target. WARNSRanother similar work
in a sense that, both systems employ Apriori-basedrching methods.
However, unlike ALEPH and WARMR, they do not neeg@ut/output mode
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declarations. They only require type specificatiaisthe arguments, which
already exist together with relational tables cgponding to predicates.
ALEPH and WARMR can use indirectly related relatoand generate
transitive rules only with using strict mode deataons. However, in C"2D
and CRIS, transitive rules are generated by uswgeactly related relations
without the guidance of mode declarations. Mosth& ILP-based systems
require negative information, whereas C"2D and CRi®ctly works on
databases which have only positive data. Findllgy tuse a novel confidence-
based hypothesis evaluation criterion and searabespruning method. Graph-
based concept discovery systems can be classifsfedulstructure-based
approaches and path finding-based approaches. 8&0hdiGonzalez, Holder,
2001) represent data as a directed, labeled gtaptmat graph, nodes store
arguments of the facts, and labeled edges aresthion names connecting the
arguments of the facts. In SubdueCL, substructaresvaluated according to
the number of positive and negative target instartbey explain. Another
concept learning system based on substructure \#isgas Graph Based
Induction (GBI) (Yoshida,Motoda, 1995). It emplogslored digraph as the
representation framework where colors attachedh& rtodes represent the
attributes of the facts. GBI examines each condegaéér of nodes, and merges
the frequent typical ones. The final merged subsires are labeled as
concepts.

Relational Pathfinding (Richards,Mooney,1992) e @f the earliest
path finding-based approaches which aims to oveecdhe local plateau
problem of ILP-based concept discovery systemsRéitational Pathfinding,
similar to SubdueCL, nodes represent fact argumétges are labeled after
the relation names and connect such pairs of ntdgsthey form a fact. It
employs bidirectional breadth first search to di®othe concept descriptors.
Relational Paths Based Learning (RPBL) (Gao,Z.0092 is yet an other
concept discovery system based on path findingRRBL, nodes represent
binary facts, and edges connect nodes that share aoguments in common.
To learn recursive concept descriptors, extendediore of RPBL treats the
target instances also as background knowledge ppty @omain theories into
the learning process, they extend the graph inrdaoce with domain theories,
i.e. by connecting nodes that hold with the domtaieories. The proposed
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approach is similar to substructure-based appresadee it works on a

compressed graph. Different than such studiesgtageh is not compressed to
find concept descriptors but to provide a compagraesentation of the data.
Similar to path finding-based approaches it reprisséhe concept descriptors
as a path that connects arguments of some targianes. Different than such
studies it does not look for paths on a alreadt ljuaph, but discovers such
paths while constructing the graph.

3. G-CDS: GRAPH-BASED CONCEPT DISCOVERY SYSTEM

In this section, we present the hybrid graph-basmitept discovery
process, and list the distinguishing propertieshaf proposed method from
state of the art methods. We employ #ie data set given in Table 1 as a
running example throughout this section. In thexdzst, predicate stands for
the elti relation, h stands for thehusband relation,w stands for thewife
relation, andb stands for the brother relation. All arguments are of type
person Theelti relation is the concept to be learnbdsband brother, and
wife are the background relationslti is a kinship relation in Turkish and
represents two people if they are wives of two lecd.

Table 1. The elti data set

Target Instance

tl:e(cemile,ayse) t2:e(cemile,ayten) t3:e(nalan,bedriye)

Background Data

bl: b(mehmet,ismail) b2: b(mehmet,ali)  b3: b(sadullah,yildirim)

b4: h(sadullah,nalan) b5: h(ali,ayse) b6: h(yildirim,bedriye)
b7: h(mehmet,cemile)  b8: h(ismail,ayten) b9 : w(bedriye,yildirim)
b10: w(ayten,ismail) b11l: w(ayse,ali) b12: w(nalan,sadullah)

b13: w(cemile,mehmet)

3.1 The Algorithm
The proposed method, namely G-CDS, takes a sergéttinstances, a

set of background data, minimum support, minimumfidence, and
maximum rule length as input data and discovercepinrules that describe
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the target relation. The target instances and #ukdround data are initially
stored in a relational database.

The proposed method is composed of following camepts for each
target instance (totally, there will be n graph$eve n is the number target
instances):

Initialization : In this step, a graph is created with a singl& rmde.
The root node is labeled with target instance védug. e(cemile, ayse)).

Expansion The background facts which are related to sedetdeget
instance are selected from the database and tied gmaph is expanded with
adding nodes to the root node for each relateddsanokd instance. Figure 1
represents the graph at the end of this step.

Check for Indirectly Related Instances In this step, the indirectly
related facts that are chosen among the unrelatad in database are added to
the graph. A background fact is indirectly relatedarget instance if it has a
common argument not with the root node, but wite thlated facts. This
process is repeated according to the maximum lepgthmeter defined at the
beginning of the overall process. Figure 2 reprisséhne final graph with
respect to selected target instance.

root node

\ w(cemile,mehmet)
w(ayten,ismail) h(mehmet,cemile)

Fig. 1. The selected target instance and relaaelidround facts

h(ismail,ayten)
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Table 2. Example Support and Confidence Queries

Supp. = C1/C2 | C1:SELECT COUNT DISTINCT (e.argl, e.arg2) FROM adti
husband h WHERE e.argl = h.arg2 AND e.arg2 = h.argl
C2:SELECT COUNT DISTINCT(e.argl, e.arg2) FROM elti
Conf. = C3/C4 | C3:SELECT COUNT DISTINCT(h.argl, h.arg2) FROM e#j
husband h WHERE e.argl = h.arg2 AND e.arg2 = h.argl

C4:SELECT COUNT DISTINCT(h.argl, h.arg2) FROM hustbd

root node

\
h(ismail,ayten) w(cemile,mehmet)

w(ayten,ismail h(mehmet,cemile)

b(mehmet,ali) b(mehmet,ismail)

Fig. 2. The graph with depth=3 for the selectededtinstance

27




Mahmut/GDE, Yusuf KAVURUCU, Alev MUTLU

Graphs comparison for template construction In this step, the
graphs we constructed for all the target instarmces by one are compared to
each other and a template graph which is acceptab&dl of them is declared.
The paths which have the same relations from tlggnbang to the end in all
graphs are accepted as a final path and addedr tsotution set. In Figure 3,
our solution graph is shown.
pl: e(A,B), w(A,C), b(C,D), b(C,D)
p2: e(A,B), w(A,C), b(C,D), w(E,D)
p3: e(A,B), w(A,C), b(C,D), h(D,E)
p4: e(A,B), h(C,A), b(C,D), w(E,D)
p5: e(A,B), h(C,A), b(C,D), h(D,E)
p6: e(A,B), w(B,C), b(D,C), b(D,E)
p7: e(A,B), w(B,C), b(D,C), h(D,A)
p8: e(A,B), w(B,C), b(D,C), w(A,D)
p9: e(A,B), w(B,C), b(D,C), h(C,B)
pl0:e(A,B), h(C,B), b(D,C), w(B,C)
pll:e(A,B), h(C,B), b(D,C), w(A,D)
pl2:e(A,B), h(C,B), b(D,C), h(D,A)
pl3:e(A,B), h(C,B), b(D,C), b(D,C)

Fig. 3. The Template Graph having frequent edges

root node

PNy
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Update Variables : When we constructed our solution graph, variablesto
be updated because of the differences, resultetheyf are coming from
different graphs. Finally, we can extract the ridesa candidate solution set:
cl: e(A,B):- w(A,C), b(C,D), w(B,D)

c2: e(A,B):- w(A,C), b(C,D), h(D,B)

c3: e(A,B):- h(C,A), b(C,D), w(B,D)

c4: e(A,B):- h(C,A), b(C,D), h(D,B)

c5: e(A,B):- w(B,D), b(C,D), h(D,B)

c6: e(A,B):- w(B,D), b(C,D), w(A,C)

c7: e(A,B):- w(B,D), b(C,D), h(C,A)

c8: e(A,B):- w(B,D), h(D,B), e(A,B)

c9: e(A,B):- h(D,B), b(C,D), w(A,C)

c10:e(A,B):- h(D,B), b(C,D), h(C,A)

cl1:e(A,B):- h(D,B), b(C,D), w(B,D)

Evaluation and pruning: In this step support and con dence values of
the current concept descriptors are calculated.ca@lzulate these values,
current concept descriptors are translated into §Qdries and these queries
are run against the database. Please note tha toexept descriptors are
indeed the paths that connect the tail nodes tosthece node, and this
information is stored within each tail node. In TeaB, we provide support and
confidence queries for elti(A, B):- husband(B, A).

Covering: In this step target instances explained by theatien clauses
are marked as covered. If the number of the remginincovered target
instancess below minimum support  #target instances thecephinduction
process terminates, else restarts with the ireai#ibn step.

4 EXPERIMENTAL RESULTS

4.1 Learning Recursive Rules

One of the interesting test cases that we have igs@ complex family
relation, ~“same-generation” learning problem. hie tdata set, 344 pairs of
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actual family members are given as positive examplesame-generation (sg)
relation. Additionally, 64 background facts are \pded to describe the
parental (p) relationships in the family. We set the supporeshold as 0.3,
confidence threshold as 0.6 and maximum depth as 3.

G-CDS finds the following clauses (similar to CYZIRIS) for this data
set:

sa(X, Y) :- p(Z, X), p(Y, Y), sg(Z, U).
sg(X, Y) - p(Z, Y), p(U, X), sg(Z, V).
sg(X, Y) - p(Z, X), p(Z, Y).

For this data set, ALEPH and PROGOL cannot fingbltion under
default settings. Under strong mode declarationkscamstraints, ALEPH finds
the following hypothesis:
sg(X, Y) - p(Z, X), p(Z, Y).
sg(X, Y) :-sg(X, Z), sg(Z, Y).
sg(X, Y) :- p(Z, X), sg(Z, V), p(U, Y).

However, PROGOL can only find “"sg(X, Y) :- sg&), sg(Z ,X)." as a

solution. The experiment shows that, G-CDS can thwl correct hypothesis
set for the same generation problem whereas ALERHP&ROGOL cannot.

4.2 Constructing Transitive Rules Under the Exisgenf Indirectly Related
Facts
Michalski's trains problem (Michalski-1997) is ypical case in which

the most background facts are indirectly relatethtget instances. In this data
set, the target relatioeastbound(train) is only related withhas_car(train,
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car) relation. The other background relations havergaraent of typecar and
are only related withas_carrelation.

The eastbound relation has 5 records which agastl, east2, east3,
east4, eastbThe target relation has one parameter and its ig/prain. One of
the background relations (has_car) has only releddgmn type and facts. The
other background relations are not related. Byraglthdirectly related facts in
the discovery process, C*2D finds the followingerfdr this data set:

eastbound(A) :- has_car(A, B), closed(B). (s=6/&5/7).

The best rule for this data set is actually ddfdrthan what C*2D
found. Because of the pruning mechanisms of C 2¥ unable to find the
best rule. However, G-CDS generates five graphstiasummary graph and
by defining maximum rule length as three, it firtds following rule:

eastbound(A) :- has_car(A, B), closed(B), shor{@)5/5,c=5/5).

5. CONCLUSION

In this work we present a hybrid graph-based cphdiscovery for data
stored in a multi-relational database. The metlsobybrid, as it is similar to
substructure-based approaches it is looks for ainmbdes in graphs, and is
similar to path-finding methods as it extracts @aptadescriptors by traversing
a summary graph. The experimental results showthigaproposed method is
capable of inducing correct concept descriptors datasets that belong to
different learning problems. As a future work, wamto further investigate the
performance of G-CDS on datasets such as Mesh gRbdisiggleton,1992)
and Mutagenesis (Srinivasan,1994). The proposetbagp is well suited for
parallel execution, hence another future directgoparallelizing the proposed
method.
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