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Abstract

This paper deals with the application of harmorgrele (HS) algorithm to find the optimum configueatiof a
fuel cell-based stand alone power supply systera.dftimization process includes finding the optimuumber

of cells in series, number of cells in paralleldall's surface area by which the system delivsrsnaximum
output power at the load's operating voltage. Doethte nonlinearity and complexity of proton exchang
membrane fuel cells (PEMFCs), conventional optitnire techniques are unable to efficiently solve the
problem. HS is a metaheuristic optimization aldoritwhich tries to simulate the improvisation preces
musicians. Easy implementation, simple concept, Aigh search power have made HS as a popular
optimization algorithm to tackle complex optimizatiproblems. In this paper, a HS-based stack caratimpn
process is proposed to provide dc electricity fairmgle dwelling in a remote area of a developiogrndry.
Promising simulation results accentuate that HS loana good candidate to solve fuel cell optimizatio
problems.
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1. Introduction

Due to the growing demand of energy, resultinghm increase in greenhouse gas emissions
and fuel prices, the efforts to utilize renewableergy sources have been increased
remarkably. It seems that fuel cells with many adages like high efficiency, trivial
pollution, good dynamic response, and low noiseprognising devices to become primary
source of energy in the coming years, especialjistributed power generation and portable
electronic applications. Owing to its high powensity, low operating temperature allowing
a fast start up, and zero emission if it is rurhvatire hydrogen, proton exchange membrane
fuel cell (PEMFC) has been the most popular kintlef cells.

To work efficiently, a fuel cell-based stand alg@ver supply system must be able to deliver
its maximum output power at load’s operating vadtags a result, optimization of stack
configuration in terms of number of cells in serssd parallel and cell’'s surface area is
essential. The nonlinearity and complexity of PEM&Gtem make traditional optimization
techniqgues unable to capably solve optimizationblemms. As a result, a powerful
optimization technique is needed.

Harmony search (HS), originally proposed in [1]aisnetaheuristic optimization technique
which tries to simulate the improvisation processnasicians. As a powerful technique, HS
has been successfully applied in various area¥][2lt has simple concept, is easy to
implement, imposes fewer mathematical requirememtsomparison with conventional
methods, and produces a new solution after consglatl the existing solutions. Results in
[7] indicate that HS has a competitive performatawehe other optimization techniques in

43



solving fuel cell optimization problems. This papattempts to find the optimum
configuration of a fuel cell-based stand alone posupply system using HS algorithm.

2. Description of PEM FC stack model

When a PEMFC is working hydrogen gas is fed to areidde and oxygen, usually from air, is
supplied to cathode side. In the anode hydrogenrg@sses electrons and kbns (or
protons). Polymer electrolyte only allows the prado pass through it, and not the electrons.
Via an external circuit, the electrons move frora #mode to the cathode and accordingly an
electrical current flows through the circuit. Aketlcathode, oxygen reacts with the electrons
taken from the external circuit and the protonsrirthe polymer electrolyte and produces
water. Total reaction can be represented by:

H, +%o2 0 — H,0 + Electricity + Heat 1)

In the literature various models have been develdpesimulate PEMFC behavior [8]. The
one used in this paper has been adopted from [8k model illustrates cell voltage as a
function of cell current which can be helpful fdeerical engineering aims. Based on this
model output voltage can be obtained by:

V :nsx(EO _,70hm_,7act_/7con) (2)

whereV is the output voltage)s is number of fuel cells connected in serigg|s the ideal
standard voltage, angbnm 7ac andcon are ohmic, activation, and concentration voltage
drops, respectively.

The ohmic loss which is linearly proportional t@tburrent is due to electrolyte resistance to
the flow of ions across it, and the resistancéhefdlectrode material to the flow of electrons.
It is given by:

Mlohm = ri (3)

wherer is the area specific resistance of fuel cell adenotes current density.
The activation loss that is more important at lawrents is due to voltage lost in activating
the chemical reactions to take place at the fuéktectrodes. It is expressed by:

,,act:Am[_‘_j @)

lo

whereA is called Tafel slop and denotes the exchange current density.

The concentration loss is related to the consumpifaeactants by fuel cell. As the reactants
are used, their concentration changes at the sudtthe cell electrodes causing a drop in
operating voltage. The concentration loss is givgn

Neon = —Bln(l—_i—j (5)

I

whereB is a concentration loss constant andenotes the limiting current density at which
the cell voltage will fall quickly.
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Crossover and internal currents are other causdadbcell voltage drop. Reasons for this are
the waste of fuel that passes directly through dleetrolyte producing no electrons and
electron conduction through the electrolyte and pasgsing through the electrodes. This
results in an increasing effect on the current dvidlvn from the cell by value of.

By combining the described voltage drops, the galtaersus current/( 1) characteristic of
the system includings fuel cells connected in series is expressed by:

To produce more electrical power fuel cells havéeoconnected in parallel, too, forming a
stack. The voltage versus currevit () characteristic of a stack can be represented by:

| . | .
s +i S +i
n n

lo I

wherels is the stack currenYs is the stack voltage,denotes the cell's surface area, apth
the number of cells in parallel. A typical PEMF@gt system has been indicated in Fig.1.
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Fig. 1. Schematic of a PEMFC stack system
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3. Optimization problem

The aim of this paper is to provide dc electridty a single dwelling in a remote area of a
developing country. The system load is estimatdaket@30 kW h per year on 12 V dc. A fuel
cell stack is used to convert hydrogen into dctel@ty. To perform more efficiently, the
stack system has to deliver its maximum output paatehe load’s operating voltage. This
task can be accomplished by the help of an opttmizaechnique by finding optimum
configuration of PEMFC stack including number oflxen seriesns, number of cells in
parallel n,, and cell’s surface ares In order to conquer this problem harmony search
algorithm is proposed.
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In order to evaluate the quality of harmonies in Bi§orithm, the objective function is
defined by Eq. (8). The value of the objective time will specify how good a harmony’s
quality is. In this case, the lower the objectiuadtion value, the better the harmony is.

F = a{l_hj +a{1—M] 8)
P V,

ref ref

where Pnax is the maximum output powe¥(Pmay is the stack voltage at the maximum
output powerPy is the load’s powelY, is the load’s operating voltage, angdanda; are
used to control the weighting of each term.

The basic form of HS can only handle continuousabées. Howeverns andn, are integer
variables. To handle integer variables without affect on the implementation of HS,
harmonies will search in a continuous space regssdiof the variable type, and then
truncating the real-values to integers is only gented in evaluating the objective function.

4. Harmony search algorithm

HS, devised in an analogy with music improvisatwacess where musicians improvise the
pitches of their instruments to achieve better larynis a high-performance meta-heuristic
algorithm that uses stochastic random search idstéa gradient search. Simple concept,
few parameters to adjust, and easy implementatiakenthe HS as the main rival of other
evolutionary algorithms. Based on natural musieafgrmance processes, music players seek
to find pleasing harmony which is evaluated by estlaetic standard so that the pitch of each
musical instrument determines the aesthetic qudityilarly, the optimization process seeks
to discover a global optimum which the evaluatidnacsolution is carried out in putting
values of decision variables into the objectivection. In music improvisation, each player
sounds any pitch within the possible range, joimtigking one harmony vector. If all the
pitches compose a fine harmony, the player men®tlz experience, and the opportunity to
compose a fine harmony increases next time. Inséimee way in engineering optimization
problems, decision variables at first are givenatue@ within the possible range, jointly
making one solution vector. If the solution vectnakes a good result, that experience is
memorized, and the opportunity to make a good mwiu$ also increased next time.

In general, when musicians want to improvise ahpithey utilize one of the following three
rules: (1) playing a pitch from the memory, (2)yney a pitch close to a pitch from the
memory, and (3) playing a pitch from possible rangedomly [10]. In the HS algorithm,
each solution is called harmony and cast im-dimensional vector including decision
variables. At the beginning of the algorithm, a plagion of harmony vectors are randomly
generated in the search space and stored in thohgrmemory (HM). Then, a new harmony
is improvised. Each decision variable is adjustgdobe of the three rules: (1) selecting a
value from the HM, (2) selecting a value close e @alue from the HM, and (3) selecting a
value from possible range randomly. Accordingly #orst harmony of the HM is eliminated
and replaced by the new harmony if the qualityhef new harmony is better than that of the
worst harmony. The key parameters which play aromaot role in the convergence of the
HS algorithm are harmony memory considering retiRICR), pitch adjusting rate®@AR), and
bandwidth of generationb{y). These parameters can be potentially useful ijustdg
convergence rate of the algorithm to the optimaitemn. TheHMCR s the rate of choosing
one value from the HM varying between 0 an®ARandbw are defined as [11],
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PAR() = PARyy +— e~ PARun ¢

tmax (9)

bw(t) = bw,. exp(C ) (10)
mein

oo ow,,) (11)

tmax

wherePARnax andPARyi, are the maximum and minimum pitch adjusting ratespectively,
t denotes the iteration indetgay is the maximum number of iterations, ama,., bwmin are
the maximum and minimum bandwidths, respectively.

The steps of the HS algorithm are as follows:

Step 1. Firstly, harmony memory size (HMBMCR, PARnax PARmin, tmax PWmnax andbwimin
are specified.

Step 2. The HM is initialized with HMS randomly geated solution vectors in the search
space using Eq. (12).

% () =) +axu(i)-1(i) (12)

wherei=1,2,...,HMSis harmony’s indexj=1,2,...,d denotes the decision variable’s index,
iIs a random number uniformly distributed from theerval [0, 1], andl(j) , u() are,

respectively, the lower and upper boundg"bflecision variable. So, the HM is a matrix of
HMS x d dimension.

Step 3. The objective function value for each haryns calculated.
Step 4: A new harmony vectg. is improvised as follows:

for j=1:d
if ,=2HMCR
Xnewl 1) =1 (1) + 12 x @(H) =1(1));
else
Ngy = arandomint egernumberbetweeri and HMS
Xnew(j) =HM (nHM ’ J)-
if r; <PAR
Xnewl 1) = Xneu(1) + (13 = 15) xbwx|u(j) =1 ()]
end
end
enc

wherery, Iy, I's, 4, andrs are random numbers from the interval [0, 1].

Step 5: The new harmony is checked to see if ihithe search space or not. If the new
harmony is in search space, its objective functialue is computed. If it is better than the
worst harmony of the HM, the worst harmony is reetband the new harmony is added to
the HM.

Step 6: Step 3 to step 5 are repeated until a finedenumber of iterationt,ay IS reached.
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5. Results and discussions

In order to evaluate the optimization power of Suel cell with the parameters given in
Table 1 is considered. Optimization process is wsadktermine the parameters n,, ands.
The upper and lower bounds of the parameters asngn Table 2. Note that the physical
size of the stack has to be suitable to use imayahouse. The parameter setting of HS is as
follows: HMS = 20,HMCR = 0.95,PARnax = 0.65,PARmin = 0.35,bWhax = 1, bwimin = 0.001,
andtmax= 5000.

Table 1. Values of the model parameters

Parameter Ey (V) A (V) i, (MmAcnf) io(mAcnt) r(kQcnf) B(V) i (mAcnT)

Value 1.04 0.05 1.26 0.21 98e-6 0.08 129

Table 2. Range of the unknown parameters

Parameter n. N s (cnr)
Max. 100 100 300
Min. 10 1 100

Because of the stochastic nature of the investigatgorithm, the results obtained in one
attempt will differ from the results obtained inadéimer one. Therefore, the performance
analysis of the method must be statistically bassmhsequently, the algorithm is run in the
Matlab environment 10 times with random initial tm@ny memory and in each run the
minimal objective function value is recorded. Thean Mean, the best Bes), the worst
(Wors), and the standard deviatio8t@ of the objective function values obtained by HE a
summarized in Table 3.

Table 3. Performance of HS algorithm during 10 runs

Index Mean Std. Best Worst
Value 3.9694e-3 0.0103 4.1088e-4 3.4958e-2

The optimum parameters related to the best perfmemaf the HS have been reported in
Table 4. In order to verify the performance of thesigned stack, these parameters are
returned to the mathematical model and the releltedacteristics are plotted. Figs. 2 and 3,
respectively, represent the power vs. voltage M) and voltage vs. currentV{l)
characteristics of the optimized stack system.igsrés verify, the maximum power output is
delivered at the load’s operation voltage.

Table 4. Comparison of the best stack configuradiotained by HS algorithm

Parameter Ns Np S
Optimum value 22 1 150.52
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Fig. 2. Power versus voltage characteristic ofajppggmum stack configuration

Fig. 3. Voltage versus current characteristic efdptimum stack configuration
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To study the convergence rate of HS algorithm, vhlkeie of the objective function during
iterations is illustrated. Fig. 4 indicates the wengence process of HS algorithm during
iterations. This figure is related to the best perfance of the HS algorithm. As can be seen,
convergence rate of the HS is very fast.
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Fig. 4. Convergence process of the investigateakiifgn
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6. Conclusion

Because of its fast convergence speed, high cdagabdimple concept, and easy
implementation, harmony search algorithm has be@pgsed in this paper to find the
optimum configuration of a fuel cell-based standnal power supply system. The optimum
configuration makes the system able to delivernisximum output power at the load’s
operating voltage. The quality of the optimum siolutis confirmed by feeding it to the stack
model and plottingP- V characteristic. Simulation results manifest th& Ean achieve
promising results. Hence, it can be effectivelydusesolve optimization problems related to
fuel cell systems.
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