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ABSTRACT 

Many engineers and scientists concern with future energy demand. They use many different statistical methods to 

estimate future energy demand such as multiple linear regression, neural networks, genetic algorithms and so on. In 

this paper, we propose ridge regression (RR) and partial least squares regression (PLSR) methods to estimate future 
energy demand. Because of the fact that variables, which are used in energy demand, are very collinear, ridge 

regression and partial least squares regression methods give more realistic results than least squares regression 

method. So, energy demand equations are developed based on RR and PLSR methods. Since, RR give better 
estimation, we estimate Turkey’s future energy demand based on RR method.    
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1. INTRODUCTION  

Energy is of great importance for countries' social, 

economic and technological progress. Thus, energy 

sources are very important for all the countries of the 

world. Parallel to the rapid development in industry, 

agriculture, transport and other sectors, global energy 

demand has continuously increased. Indeed, together 

with the rapid development in these sectors, the increase 

in countries’ populations, gross national products and 

their import and export figures has led to an increase in 

the demand for energy (Ceylan and Öztürk (2004)). For 

this reason, estimations are made regarding the amounts 

of energy that each country will need in the future and 

plans are formulated based on these estimations.   

 

Therefore, accurate estimation is very important.  

Hence, widespread energy estimation modeling is a 

subject of current interest among practitioners and 

academicians concerned with problems of energy 

production and consumption (Sözen et al. (2005), Kıran 

et al. (2012)). 

Turkey, with its rapidly growing young population, 

strong economic growth and urbanization, is one of the 

largest markets for energy in the world. Although 

Turkey's economy has a dynamic structure induced by 

these factors (Kıran et al. (2012)), Turkey is highly 

dependent on imports to satisfy its energy needs. Due to 

a lack of fossil fuel resources, Turkey's dependency 

level is approximately 70%, and it may rise to over 80% 

by 2030.  In terms of primary energy consumption, 

Turkey is 21st; in terms of natural gas consumption, it is 
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24th; furthermore, it is 12th in its hydroelectric 

consumption and 15th in its coal consumption (the 

annual report of the Ministry website). Additionally, 

Turkey imports the most energy from Russia. Currently, 

Turkey meets 40% of its energy needs by means of oil, 

and 90% of its oil supplies are imported from the 

Middle East (Saudi Arabia, Iran, Iraq and Syria) and the 

Russian Federation (Ünler (2008)). 

Because the demand for energy is rapidly increasing, 

the estimations of future energy demand are gaining 

importance. The first studies about estimating the 

energy demand in Turkey used the simple regression 

method of the State Planning Organization. In 1984, 

econometric models to estimate future energy demand 

began to be used in our country. One of these 

econometric models is the MAED model (the Model for 

the Analysis of the Energy Demand), which was 

developed by the International Atomic Energy Agency 

and is used by the Ministry of Energy and Natural 

Resources (Toksarı (2007)). Specifically, MAED was 

used to estimate medium-and long-term energy 

demands. This model provides estimates of energy 

demand by using changes in the GNP (Gross National 

Product) and population.  As an alternative to MAED, 

OREM (the Optimal Renewable Energy Mathematical 

Model) and ESM (the Energy Simulation Model), 

which are based on changes in the population and GNP, 

are also used (Ceylan and Öztürk (2004)). Based on the 

literature, there is a relationship between energy 

consumption and GNP (Öztürk and Ceylan (2005)). 

Ebohan (1996) has revealed that there is a relationship 

between energy consumption and the economic growth 

of two countries. Dinçer and Dost (1997) have also 

demonstrated that there is a relationship between energy 

consumption and GDP (Gross Domestic Product). In 

recent years, many methods have been used to forecast 

energy demand, such as the cyclic patterns method 

(Ediger and Tatlıdil (2002)), time series analysis (Aras 

and Aras (2004), Ediger et al. (2006)), neural networks 

(Sözen et al. (2005), Murat and Ceylan (2006)), genetic 

algorithms (Ceylan and Öztürk (2004), Canyurt et al. 

(2004), Haldenbilen and Ceylan (2005), Ceylan et al., 

(2005), Öztürk et al. (2004)), ant colony optimization 

(Toksarı (2007)) and particle swarm optimization 

(Ünler (2008)). 

Multiple linear regression analysis is a method that is 

commonly used to estimate energy demand (Yumurtacı 

and Asmaz (2004), Abdel-Aal et al. (1997), Al-Garni et 

al. (1994), Jyoti et al. (2007)). In this method, when the 

explanatory variables are related to one another, the 

estimates made will be biased and inconsistent. This 

relationship is called multicollinearity. Indeed, the 

variables in energy demand studies are often related 

variables, and various methods have been developed to 

overcome the problem of multicollinearity. In this 

study, because of the problem with multicollinearity, 

Partial Least Squares (PLSR) and Ridge Regression 

(RR) methods were used to establish a model. PLSR 

and RR, which are compositions of regression analysis, 

are statistical tools that have been specifically designed 

to address multicollinearity problems where the number 

of observations is limited and the correlations between 

the predictor variables are high.  These characteristics 

of PLSR and RR have been demonstrated in many 

studies (Garthwaite (1994), Bulut (2011)). The PLSR 

and RR approaches are new in the field and have not 

previously been used to model the energy demand.  

Many factors influence the energy demand, such as the 

GNP, population, imports and exports of a country. 

In the following section, the concepts of PLSR and RR 

are explained. In Section 3, the energy demand 

forecasting model is developed with PLSR and RR for 

Turkey. The results of energy demand forecasting and 

future projections are presented in Section 4. Then in 

Section 5, we conclude our paper. 

2. METHOD: RIDGE REGRESSION, PARTIAL 

LEAST SQUARES REGRESSION AND MODEL 

DEVELOPMENT 

In linear regression analysis, the case where one 

dependent variable has more than one explanatory 

variable is called multiple linear regression analysis. In 

the multiple linear regression method, the parameters 

are traditionally calculated by the ordinary least squares 

(OLS) method. To use an OLS estimator, it is assumed 

that there is not a linear relationship among the 

explanatory variables. However, this assumption is not 

always valid for the data sets that are actually used.  

That is, there may be relationship between the 

explanatory variables. This condition is known in the 

literature as a multicollinearity problem. 

The problem of multicollinearity causes variance values 

of the least squares estimator obtained from the analysis 

to be higher than they should be, and furthermore, the 

regression coefficients diverge from their real values.  

When faced with this problem, the least squares 

estimator gives unreliable results for the regression 

coefficients (Gunst and Mason (1980)). Biased 

regression methods have been developed for 

multicollinearity. In this study, RR and the PLSR 

methods, which are biased methods, were used. 

2.1. Ridge Regression 

When the ridge regression method is employed due to 

multicollinearity, this process involves the most 

common applications of biased estimators.  In 1970, 

this estimator was proposed by Hoerl and Kennard for 

the first time. Hoerl and Kennard (1970) obtained Ridge 

estimators by adding a small constant to the diagonal 

elements of the matrix 𝑋′𝑋 as shown in equation (1). 

 �̂�𝑅 = (𝑋′𝑋 + 𝑘𝐼)−1𝑋′𝑦                                              (1) 

where, 𝑘 (0 < 𝑘 < 1) is called the bias constant or the 

shrinkage parameter, selecting the constant 𝑘 affects the 

performance of the Ridge estimator. If 𝑘 = 0, the Ridge 

estimator becomes the OLS estimator (Hoerl and 

Kennard (1970)). The expected value of the Ridge 

estimator given in equation (1) and its bias are 

calculated as in equations (2) and (3).  

𝐸(�̂�𝑅) = (𝑋′𝑋 + 𝑘𝐼)−1𝑋′𝑋𝛽                                      (2) 

𝐵𝑖𝑎𝑠(�̂�𝑅) = −𝑘(𝑋′𝑋 + 𝑘𝐼)−1𝛽                                  (3) 
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where, 𝛽 represents the regression coefficients 

calculated with the OLS method.  

The selection of 𝑘 (which is a bias parameter) 

determines to what extent it will address the problem of 

the multicollinearity of the Ridge estimator, and hence, 

it is an important subject. Moreover, because the 

parameter 𝑘 determines how the estimator can be 

biased, this parameter is often chosen to be close to 

zero. Many methods have been offered for the selection 

of 𝑘  and these methods can be classified into two 

groups: graphical methods and analytic methods. In this 

study, the Ridge trace method, which is one of the 

graphical methods, will be used.  

2.2. Partial Least Squares Regression  

Partial Least Squares Regression (PLSR) is a regression 

method that is a combination of principle component 

analysis and multiple linear regression (Abdi (2010)).  

This method, which was developed by Herman World 

in the 1960s, is a statistical method that is typically used 

when the problem of multicollinearity is encountered or 

when the number of the variables is more than the 

observation can account for.  

In PLSR, new explanatory variables are defined with 

the help of explanatory variables that have 

multicollinearity. When these variables are defined, the 

change in the dependent variables is taken into account 

(Garthwaite (1994)). In the literature, there are many 

algorithms defined for this method. Some of them are as 

follows: NIPALS as suggested by Wold (1975), 

UNIPALS as suggested by Glen (1989), the Kernel 

algorithm suggested by Lindgren and et al. (1993) and 

the SIMPLS algorithms suggested by De Jong (1993).  

In this study, the NIPALS algorithm, which is known as 

the classical algorithm, will be used.  

In PLSR, before the calculation of the 𝛽𝑃𝐿𝑆 coefficients, 

the 𝑋 data matrix is separated as follows 

𝑋 = 𝑡1𝑝1
′ + ⋯ + 𝑡𝑝𝑝𝑝

′ = ∑ 𝑡𝑖𝑝𝑖
′𝑝

𝑖=1 = 𝑇𝑃′        (4)  

where, 𝑡𝑖′𝑠 represents linear combinations of 𝑋, the 𝑝𝑖′𝑠 

represents loads. To provide orthogonality, the 𝑡𝑖′𝑠 

surplus matrix are calculated as combinations of 𝐸𝑖′𝑠 as 

in equation (5). 

𝑡𝑖 = 𝐸𝑖−1𝑤𝑖 , 𝐸𝑖 = 𝑋 − ∑ 𝑡𝑗𝑝𝑗
′𝑖

𝑗=1 , 𝐸0 = 𝑋                   (5) 

where, the 𝑤𝑖′𝑠 are orthonormal vectors. After the 𝑡𝑖′𝑠 

are calculated, the 𝑝𝑖′𝑠 are calculated by performing a 

regression of 𝑋 on 𝑡𝑖′𝑠. Then, the factor 𝑚, which has 

the maximum information for the estimation model that 

is catching the majority of the changes in the matrix X, 

is calculated. Hence, the relationships given in 

equations (6)-(8) are obtained.  

𝑇𝑚 = 𝑋𝑅𝑚                                                        (6) 

𝑃𝑚 = 𝑋′𝑇𝑚(𝑇𝑚
′ 𝑇𝑚)−1                                                 (7) 

𝑅𝑚 = 𝑊𝑚(𝑃𝑚
′ 𝑊𝑚)−1                                                   (8) 

where the matrix 𝑇𝑚 has the form of [𝑡1, 𝑡2, … , 𝑡𝑚]. The 

same situation is also valid for other matrices.   

By means of these equations, �̂�𝑃𝐿𝑆
𝑚 is calculated as in 

equation (9) (Phatak and De Jong (1997)). 

�̂�𝑃𝐿𝑆
𝑚 = 𝑅𝑚(𝑅𝑚

′ 𝑋′𝑋𝑅𝑚)−1𝑅𝑚
′ 𝑋′𝑋�̂�𝑂𝐿𝑆                       (9) 

3. The Application of the RRED and PLSRED 

Models  

The data used in this application are derived from 

various resources. The GNP is collected from the 

Central Bank of Turkey (CBT). The observations are 

collected from the World Energy Council Turkish 

National Committee (WECTNC). General import and 

export figures of Turkey are obtained from National 

Statistics (NS). Energy consumption, GNP, population, 

and import and export data for Turkey between 1979 

and 2011 are shown in Table 1. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Energy demand, GNP, population, and import and export data between 1979 and 2011 

Year 

Energy 

Demand GNP Population Imports Exports 
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1979 30.71 82 45.53 5.07 2.26 

1980 31.97 68 44.44 7.91 2.91 

1981 32.05 72 45.54 8.93 4.7 

1982 34.39 64 46.69 8.84 5.75 

1983 35.7 60 47.86 9.24 5.73 

1984 37.43 59 49.07 10.76 7.13 

1985 39.4 67 50.31 11.34 7.95 

1986 42.47 75 51.43 11.1 7.46 

1987 46.88 86 52.56 14.16 10.19 

1988 47.91 90 53.72 14.34 11.66 

1989 50.71 108 54.89 15.79 11.62 

1990 52.98 151 56.1 22.3 12.96 

1991 54.27 150 57.19 21.05 13.59 

1992 56.68 158 58.25 22.87 14.72 

1993 60.26 179 59.32 29.43 15.35 

1994 59.12 132 60.42 23.27 18.11 

1995 63.68 170 61.53 35.71 21.64 

1996 69.86 184 62.67 43.63 23.22 

1997 73.78 192 63.82 48.56 26.26 

1998 74.71 207 65 45.92 26.97 

1999 76.77 187 66.43 40.67 26.59 

2000 80.5 200 67.42 54.5 27.78 

2001 75.4 146 68.37 41.4 31.33 

2002 78.33 181 69.3 51.55 36.06 

2003 83.84 239 70.23 69.34 47.25 

2004 87.82 299 71.15 97.54 63.17 

2005 91.58 361 72.97 116.77 73.48 

2006 99.59 483 72.97 139.58 85.54 

2007 107.625 531 70.59 170.06 107.27 

2008 106.273 648 71.13 201.96 132.03 

2009 106.138 730 73.23 140.93 102.14 

2010 109.266 615 74.47 185.54 113.88 

2011 114.48 731 74.72 240.84 134.91 

 

Using the data between 1979 and 2005, the RR and PLSR Models were obtained in equations (10) and (11), respectively.  

The data between 2006 and 2011 were used for testing the validity of the model.  

 

 �̂�𝑅𝑅𝐸𝐷 = −47.2196 + 0.034889𝑋1 + 1.69228𝑋2 + 0.0963728𝑋3 − 0.0717829𝑋4                                                     (10)  

𝑅2 = 0.987  

When the Ridge regression coefficients were calculated, parameter 𝑘 was chosen with the help of the Ridge trace graph 

given in Figure 1.  
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Figure 1. A ridge trace graph 

From figure 1, the smallest value with which the coefficients come close to stopping was chosen, and this value is 0.025.  

Using this value, the regression equation was established.  

In the PLSR regression before establishing a model, the number of variables needed for the model is decided. For this 

purpose, the graphs for the variance’s explanatory ratios against the number of components needed in the model were 

given in Figure 2. 

 

Figure 2. A graph of the variance’s explanatory ratios against the number of components. 

When Figure 2 examined, it seems that a two-component model is convenient.  In this case, the number of components 

necessary in the model was taken as two. The two-component PLSRED model is as stated in equation (11).  

�̂�𝑃𝐿𝑆𝑅𝐸𝐷 = −55.8452 + 0.0412233𝑋1 + 1.86044𝑋2 − 0.000655213𝑋3 − 0.0196868𝑋4                                            (11) 

𝑅2 = 0.989   

Using the Ridge regression energy demand (RRED) and Partial Least Squares regression energy demand (PLSRED) 

models, the energy demand between 2006 and 2011 was calculated, and these values were compared to the expected 

values. The values calculated by the RRED and PLSRED models, the observed values and the relative error (RE) and 

mean squared error (MSE) value of the model are given in Table 2.  

 

Table 2. Testing of the RRED and PLSRED Models. 
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Year ED(MTOE) RRED(MTOE) R.E(%) PLSRED(MTOE) R.E(%) 

2006 99.59 100.44 -0.84 98.05 1.53 

2007 107.63 99.44 8.81 95.14 13.44 

2008 106.28 105.71 0.60 100.43 6.21 

2009 106.14 108.43 -2.44 108.40 -2.40 

2010 109.27 109.95 -0.75 105.67 3.93 

2011 114.48 118.27 -4.34 110.50 4.56 

  

Mean 0.17 

 

4.55 

  

MSE 14.68 

 

37.72 

 

 

4. ESTIMATION OF FUTURE ENERGY 

DEMAND  

To estimate future energy demand, the RRED model, 

which gives better estimations for the energy demand, is 

used. Parallel to the study by Toksarı (2007), the 

following three scenarios were established based on the 

data from past years. 

Scenario 1: It is assumed that between 2012 and 2025, 

the GDP will increase by 6%, the population will 

increase by 0.17%, imports will increase by 4.5% and 

exports will increase by 2%.   

 

 

 

Scenario 2: It is assumed that between 2012 and 2025, 

the GDP will increase by 5%, the population will 

increase by 0.15%, imports will increase by 5%and 

exports will increase by 4.5% 

Scenario 3: It is assumed that between 2012 and 2025, 

the GDP will increase by 4%, the population will 

increase by 0.18%, imports will increase by 4.5% and 

exports will increase by 3.5%.   

In Table 3, according to each scenario with the RRED 

model, the energy demand estimation is given for the 

years from 2012 to 2025. 

Table 3. Future estimations of the total energy demand according to the above scenarios 

  

Scenario 1 Scenario 2 Scenario 3 

Year ED(MTOE) RRED(MTOE) RRED(MTOE) RRED(MTOE) 

2012 N/A 112.48 112.09 111.85 

2013 N/A 114.58 113.74 113.26 

2014 N/A 116.78 115.48 114.70 

2015 N/A 119.11 117.28 116.20 

2016 N/A 121.56 119.17 117.75 

2017 N/A 124.15 121.15 119.35 

2018 N/A 126.89 123.21 121.00 

2019 N/A 129.78 125.37 122.71 

2020 N/A 132.83 127.63 124.48 

2021 N/A 136.05 129.98 126.32 

2022 N/A 139.45 132.45 128.21 

2023 N/A 143.05 135.03 130.18 

2024 N/A 146.85 137.74 132.21 

2025 N/A 150.86 140.56 134.32 

 

5. CONCLUSION AND DISCUSSION  
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Although regression methods are widely used in energy 

demand estimation, the results are far from the actual 

values when there is multicollinearity among the data.  

In this case, the PLSR and RR methods can be used as 

an alternative.  This study shows that the PLSR and RR 

methods can be applied in studies of energy demand 

estimation. When these methods are used, more 

consistent estimates can be obtained than are obtained 

from classical regression.  

Because there was believed to be a relationship between 

economic development and energy demand, the GNP, 

population, import and export figures were used to 

estimate the energy demand in Turkey. Furthermore, 

models to explain the demand for energy have been 

established with the help of these variables.  

Additionally, the validity of the models was tested using 

the data between 2006 and 2011. When the validity of 

the model was examined as in Table 2, it was observed 

that the mean relative error (0.17) was smaller than the 

error (4.55) of the model established with the help of 

PLSR. Except for the relative error values, the 

calculated values of the MSE were acceptable, and 

similar results to the relative errors were obtained. The 

MSE values are smaller, when the model developed by 

RR was used for estimating the future energy demand.  

In addition, the three different scenarios reflecting the 

GNP, the population, the import and export figures are 

considered for future energy demand estimation and the 

energy demand has been estimated according to these 

scenarios in the coming years. 

As a result, in this study we observed multicollinearity 

among the variables used in the estimation of the energy 

demand, and the inconvenience of the widely used 

classical regression method was stated.  It is suggested 

that researchers in this field use RR or PLSR methods 

as alternatives to classical methods if there is 

multicollinearity among the explanatory variables that 

are related to the energy demand. 
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