A METRIC BASED NOVEL CLASSIFICATION APPROACH TO KINECT POINT CLOUD DATA

ABSTRACT
Object classification in 3D point cloud data is an emerging topic attracting increasing research interest. Object detection is one of the most important challenges in computer vision. This paper proposes a novel method for the efficient detection of the real objects with respect to 3D point cloud data. The real object detection is performed using a technique based on mean shift clustering algorithm. The efficiency of the method is verified comparative official 3D data and real 3D point cloud data. We embed presented approach in a framework that combination of extracts shape and point cloud data metric information to improve the outcome of the classification stage. For this aim, classification of 3D point cloud data allows robust segmentation and feature descriptions into different objects by significantly reducing the error. Performed mean shift classification algorithm on the raw data and metric data classification with mean shift algorithm implementation are automatically compared to for evaluation the accuracy of the classification of metric classification algorithm. The results obtained metric classification algorithm and mean shift algorithm on automatic classification of simple planimetric object shapes with the surface of the point cloud show that proposed method is an efficient process.
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1. Introduction

Object detection is the process of arranging for each object of the data obtained using a low cost sensor camera which located on the same floor, having no mutual data and producing the digital position information of distinctly separate objects from each other [1]. Object detection by subtracting the realization of digital information in the form of a 3D point cloud brings the very new field of study [2 and 3]. For this aim, low-cost range sensors and Kinect sensor devices can be used. Low-cost range sensors are an attractive alternative according to expensive laser scanners in application areas such as scene understanding, indoor mapping, robot localization and navigation, map registration, surveillance, robot manipulation, pattern recognition and image analysis, etc. [4]. One of the most usable devices and recent devices developments in sensing technology is Microsoft’s Kinect sensor camera [5].

Kinect has originally designed to help the natural interaction in a computer game environment. However, the available properties of data captured by Kinect have attracted the attention of researchers working in the field of 3D modeling and mapping. The Kinect sensor captures depth data and color images together at a frame rate of approximately 30 frames per second [6]. Integration of depth data can be provided to capture in each frame by obtaining a point cloud containing approximately 300,000 points. This low-cost sensor, when compared to the other scanning techniques, are able to survey the 3D surface by acquiring a large amount of data in a shorter time and as often as required [7]. Low-cost sensor can obtain with the resulting point cloud scanning; basic measurement data, 2D or 3D graphical drawings, solid surface models, photometric images, 3D animation or 3D models dressed tissue. These laser scanners have practical and effective data collection techniques, both for researchers who will perform the measurement process and provide great convenience for using these measures [8].

The approach of a mesh on the object’s surfaces (meshing) are usually done by obtaining reference data from objects that has a complicated exterior surfaces such as animal models, sculptures, buildings and art models with the aid of a laser scanner [9]. The basic method to distinguish geometrical based objects is done by extracting and using the data from a low cost laser scanner. This method is especially used in geometrical objects such as plane, cylinders, triangles, cones, spheres, etc. When examining the studies done using the data gathered from a low-cost laser scanner etc., we can see that the geometrical based modeling is usually used to distinguish between objects [10]. In other study, the segmentation of the classification process of extracted point cloud from simple geometrical objects is performed [11]. The processing steps of the using methods are:

- Obtaining the rough data of the object’s surface depth information,
- Metrical classification stage,
- Data normalization phase,
- Application of mean shift algorithm and processing the segmentation step.

In this context, a simple geometrical surfaces (square, sphere, triangle, plane) are automatically classified by acquiring 3 dimensional point cloud data by using a low-cost Kinect camera. Metrical classification system is used while extracting geometrical surfaces from point clouds. Subsequently, the mean shift is executed while a normalization process is applied. To assess the accuracy of
the mean shift algorithm’s surface scanning, untreated raw data are applied and compared with normalized data. The paper proceeds with a description of the depth measurement principle, developed mathematical model and the calibration of depth data parameters in section 2. In section 3 and 4, metric classification process and normalization application is detailed. In section 5, mean shift algorithm implementation steps and verified through a number of experiments and the results are discussed in section 6. The paper concludes with some remarks in section 7.

2. RESEARCH SIGNIFICANCE

This paper proposes a novel method for the efficient detection of the real objects with respect to 3D point cloud data. The real object detection is performed using a technique based on mean shift clustering algorithm. The efficiency of the method is verified comparative official 3D data and real 3D point cloud data. We embed presented approach in a framework that combination of extracts shape and point cloud data metric information to improve the outcome of the classification stage. For this aim, classification of 3D point cloud data allows robust segmentation and feature descriptions into different objects by significantly reducing the error. Performed mean shift classification algorithm on the raw data and metric data classification with mean shift algorithm implementation are automatically compared to for evaluation the accuracy of the classification of metric classification algorithm. The results obtained metric classification algorithm and mean shift algorithm on automatic classification of simple planimetric object shapes with the surface of the point cloud show that proposed method is an efficient process.

3. DEVELOPED MATHEMATICAL MODEL AND CALIBRATION OF DEPTH DATA

3.1. Kinect Sensor Technology

The depth sensor is able to send back images as if it was an ordinary camera, but instead of color, the pixel value represents the distance to the point. As such, the sensor can be seen as a range, or 3D camera. The basic technique of the depth sensor is to emit an infrared light with an IR laser diode, and calculate the depth from the reflection of the light at different positions using a traditional IR-sensitive camera.

The technology behind the Kinect sensor was originally developed by a company called PrimeSense, which released their version of an SDK to be used with the Kinect as part of the OpenNI organization [12]. The basic principle behind the Kinect depth sensor is the emission of
an IR pattern and simultaneously capturing the IR image with a traditional CMOS camera outfitted with an IR-pass filter, as show in figure 1. The image processor of the Kinect uses the relative positions of the dots in the pattern to calculate the depth displacement at each pixel position in the image [13]. It should be noted that the actual depth values are distances from the camera-laser plane rather than the distances from the sensor itself.

Figure 2 describes how the Kinect depth to estimate ought to be interpreted. The depth is to mean that estimation of the distance from object to the camera-laser plane rather than the actual distance from the object to the sensor. As such, the depth sensor can be understood as a device which returns \((x, y, z)\) coordinates of 3D objects. Kinect hardware specifications are shown in table 1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angular Field-of-View</td>
<td>57° horizontal, 43° vertical</td>
</tr>
<tr>
<td>Framerate</td>
<td>approximately 30Hz</td>
</tr>
<tr>
<td>Nominal spatial range</td>
<td>640 x 480 (VGA)</td>
</tr>
<tr>
<td>Nominal spatial resolution (2m)</td>
<td>3mm</td>
</tr>
<tr>
<td>Nominal depth range</td>
<td>0.8m – 3.5m</td>
</tr>
<tr>
<td>Nominal depth resolution (2m)</td>
<td>1cm</td>
</tr>
<tr>
<td>Device connection type</td>
<td>USB (+ external power)</td>
</tr>
</tbody>
</table>

3.2. Calibration of Depth Data
This section outlines the proposed framework for the depth measurement principle, developed mathematical model and the calibration of depth data parameters of the 3D real object data inside a scene [14]. The flow diagram sketching the algorithm pipeline is shown in figure 3.
In this study, depth information helps create a set of point cloud from actual objects and metric classification algorithm is used to extract simple geometric surfaces. The needed normalization procedure to use the mean shift algorithm is conducted with Visual Studio .Net and using C# as a programming language. As for making point cloud data, point cloud library is used which is itself an open source library (PCL: Point Cloud Library) [15]. With PCL, filtering, object prediction, surface reconstruction, model creation, segmentation, registration and such algorithms can be performed. Java codes are used for the mean shift algorithm in which it is used for the extraction of simple geometrical surfaces from point clouds and is re-runned by adapting to the data set used in the study. For each pixel the distance to the sensor camera can then be retrieved from the corresponding disparity as follows. Figure 4 illustrates the depth measurement from the speckle pattern.

![Image](Left: infrared image of the pattern of speckles projected on the planimetric object, Middle: the resulting of depth image, Right: raw data of the simple planimetric objects)

In calibration phase, the reflection time of the sensor light is calculated for each voxel by means of the depth sensor, and distance to the object is determined. From this viewpoint, distance between the camera and the objects for which model is to be created and their stance positions are important. As shown in the figure 5 sensor camera and objects are placed a mechanism to obtain more delicate and fixed images to prevent shifting in the coordinate points during uniting of images.

![Image](Figure 5. Developed mechanism of the camera and object placement)

As mentioned, the calibration parameters involved in the geometric object model for the calculation of 3d coordinates from the raw image measurements include [14]; distance of the reference pattern \( Z_p \), \( Z \) denotes the distance (depth) of the point \( t \) in object, focal length of the infrared camera \( (L_f) \), base length \( (L_b) \), lens distortion coefficients \( (\delta x, \delta y) \) and principal point offsets \( (x_p, y_p) \).
Figure 6 shows the distance of an object at t point from the sensor and measure of \( d \) for its unbalanced relation with the reference plane in geometrically. We consider a depth coordinate system \( C_2 \) with its origin at the perspective center of the low cost sensor camera \( C_1 \). The X and Y axis perpendicular to the Z axis in the direction of the baseline \( L_b \) between the low cost camera center and the sensor projector, Z axis is orthogonal to the image plane towards the object.

Let’s say that an object is at a certain \( Z_p \) distance from a sensor on \( P \) point which is in a reference plane. If this object gets closer or far from the sensor camera, the object will change place along the x plane, located on the image plane. The measured irregularity image plane of the \( t \) point on an object plane is equal to \( d \) and changes place as much as \( D \) on an object plane.

From the similarity of triangles we have [16]:

\[
\frac{D}{Z_p} = \frac{Z_p - Z_t}{Z_t} \quad \text{and} \quad \frac{d}{L_t} = \frac{D}{Z_t}
\]

Substituting \( D \) in equation (1) and expressing \( Z_t \) in terms of the other variables yields:

\[
Z_t = \frac{Z_p - Z_t}{L_t} \cdot L_p \cdot L_b \quad \text{and} \quad \frac{d}{L_t} = \frac{D}{Z_t}
\]

In equation (2) the mathematical model of sensor and ground coordinate system can be determined by calibration for derivation of depth from the observed disparity provided that the constant parameters \( Z_p, L_t, \) and \( L_b \). The planimetric objects with simple geometric shape coordinates of each point can be calculated from its image coordinates and the scale values:

\[
X_t = -\frac{Z_p}{L_t}(x_p - x_t + \delta x), Y_t = -\frac{Z_p}{L_t}(y_p - y_t + \delta y)
\]

In equation (3) \( X_t \) and \( Y_t \) are the image coordinates of a point (pcl), \( x_p \) and \( y_p \) are the coordinates of the principal point, and \( \delta x \) and \( \delta y \) are corrections for camera lens distortion. In here we assume that the image coordinate system is parallel to depth coordinate system and thus with the base line [16]. As a pixel size the resolution of the infrared sensor camera, determines the point density of the depth data on the X-Y coordinate plane (perpendicular to camera axis). By the way, since each depth image contains a constant 640x480 pixels the point density will decrease with increasing distance of the object surface from the sensor camera. The density of the points that a number of dots per unit area is proportional to the square distance from the sensor to the object plane. Therefore, the point density is
inversely proportional to the square distance from the sensor camera. The resolution of depth images are evaluated by the number of bits per pixel used to store the disparity measurements. The Kinect disparity measurements are gathered as 11-bit integers, where 1 bit is earmarked to mark the pixels for which no disparity is measured, so-called no data. In practice, it is not possible to stream the real measured disparities, usually due to bandwidth limitation. Alternately, the raw depth disparity values are normalized between 0-2047, and together streamed as 11 bit integers. Therefore the equation (2) has been renewed. \( d \) should be restored with \( md' + n \) with \( d' \) the normalized disparity. \( m, n \) are the parameters of a linear normalization (nominally). Including these in equation (2) and converting it yields:

\[
Z_p^{-1} = \left( \frac{m}{L_p I_p} \right) d^{-1} + (Z_p^{-1} + \frac{n}{L_p I_p})
\]

Equation (4) expresses a linear relation between the inverse depth of a point and its corresponding normalized disparity. By examining the normalized disparity for a number of object points at known distances to the sensor camera the coefficients of this linear relation can be measured in a least-squares form. However, the inclusion of the normalization parameters does not allow determining \( L_p \) and \( Z_p \) separately. Since depth stream is inversely proportional to disparity the resolution of depth is also inversely related to the levels of disparity. So, depth resolution rate is not constant and decreases with increasing distance to the sensor camera. For instance, approximately at a range of 1.5 meters one level of disparity corresponds to about 1 cm depth resolution, whereas at a range of 5 meters one disparity level corresponds to about 7 cm depth resolution. After calibration phase in order to make classification process the raw data of the object are obtained approximately 1.5 meters from the object-sensor camera distance.

4. METRIC CLASSIFICATION

The segmentation stage in geometrical based modeling is the most important stage modeling. In this stage, if a planimetric object has prominent geometrical features, it is separated with cloud point by a specified method. In the segmentation of the data from terrestrial laser scanners, data from the cloud point are grouped and classified by their geometrical characteristics and features. Nowadays, different types and methods of segmentation are used in cloud point’s data [17]. Among these methods are the Hough transformation, mathematical morphology, area development, Ransac algorithm and metrical classification. In this study, the process of geometrical based point cloud classification segmentation is performed. In this context, surfaces having a simple geometrical shape (triangle, sphere, and square) with 3 dimensional point cloud data obtained by terrestrial laser scanner are classified automatically. Data set has been obtained in laboratory environment. For the extraction of geometrical surfaces within point clouds, a \( k \)-NN (k-Nearest Neighbor) based metrical classification algorithm is used [18]. In object detection, the \( k \)-NN algorithm is a non-parametric method for classification. The input consists of the \( k \)-closest training examples in the feature space. The output depends on whether \( k \)-NN is used for classification. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common among its \( k \) nearest neighbors. Behind the object is simply assigned to the class of that single nearest neighbor [19]. To evaluate this algorithm’s surface accuracy classification, mean shift classification algorithm has been applied over the applied metrical classification algorithm data [20].
shift algorithm is directly applied to the raw data with the metrical classification algorithm then evaluates the results of applied data. Generally Euclidean distance metric is used for continuous variables. Such as for text and speech classification another metric classification can be used for discrete variables, such as the overlap metric classification. k-NN has also been operated with correlation coefficients ingredient of gene expression microarray data [21]. The extract of simple geometric surface through the point cloud classification algorithm metric for each stage containing multiple planimetric objects was compiled [22]. A different classification procedure is provided for distinctively different geometrical objects. For this, the objects that are obtained by considering to calibration procedure shown above, has been worked on point cloud data set [23]. Z dimension of point cloud is not taken to process for the study with the fixed distance data. With using the metrical classification algorithm, we’ll need to calculate every point of the point cloud to find out which point belongs to which object. Hence, one needs to know the point of this sequential port adjacent to each other. k-NN is used to determine the adjacent points [22]. According to the principle of the closest neighborhood, to determine the closest point to the point of operation, one needs to evaluate the Euclidian distance of the neighboring point from the given point numbers.

Every point the objects point clouds parameters has been defined as \( P(x_i, y_i, z_i) \) respectively. Every \( Z \) sized object has a stable, equal distance and because of their point cloud parameters being joint, it has been disabled. After the point parameters has been determined and set, plane with a specified threshold distance (\( t \)) are assigned to the point in the remaining planes. In every point cloud, the first reference data is accepted as the threshold value’s first divergent points coordinates. To identify if any points remain within the threshold points, \( P_i(x_i, y_i) \) and \( P_{i+1}(x_{i+1}, y_{i+1}) \) one has to calculate the Euclid distance between the points. The most important points that should be determined in this classification is to determine threshold distance (\( t \)). In this article, every \( t \) threshold value data set has been assigned in experimental. The threshold value distance (\( t \)) to a camera pointing at an object from approximately 1.5 meters is set in 6mm.

\[
d(P_i, P_{i+1}) = \sqrt{(x_i - x_{i+1})^2 + (y_i - y_{i+1})^2} \leq t
\]

Figure 7. The pseudo code of the metric classification algorithm
The equation (5) shows with the Euclid distance calculation formula. The reason of why metric classification algorithm is used in conjunction with nearest neighbor classification. Because it is very simple and intuitive idea and relatively. Figure 7 depicts in pseudo code of metric classification.

In figure 8, \( m \) denotes the number of classes, \( n \) the number of predictor variables, and \( N \) the number of labelled cases. The metric classification process described as above \( d(P_i, P_{i+1}) \geq t \), is explained as in which cases the pseudo code regarded point will be integrated in available object and in which point it will be used as a reference point to a new object as shown in figure 8. As seen in the figure 8, the contradictory point \( c \) is consecutive order between the neighbors. If Euclid distance is exceeded 6mm, then candidate becomes the first reference point to a new object. Because \( \nabla t \) or the \( \nabla > 6 \text{mm} \) condition is provided, the metrical classification system will be considered. The inconsistent point \( c \) which will be evaluated belongs to \( P \) object which is controlled by the neighboring candidate spots \( (d(c_1, x) \leq t) \). Between these candidate spots at least one of them has to be a neighbor and \( c \) point has to be between the maximum and minimum candidate coordinates. In some exceptional situations, the \( X \) dimension and \( Y \) dimension has been used in a similar logical procedures. Every data set has been classified and colored depending by their object numbers. RGB color codes are assigned as a value to the classified data so that the object point cloud can be distinguished.
Figure 10. The classified data set of two different planimetric objects

Figure 11. The classified data set of two different planimetric objects for the value of $t = 0.006m$. a) Calibration image of different objects, b) Depth images, c) The raw depth information of the objects (point cloud), d) Application of Metrical classification algorithm to classify data set of unbundled version of different objects.

In Figure 9, the total point cloud data set: 9540, number of red dots: 2778 (circular object surface), number of green dots: 4324 (quadratic object surface), number of blue dots: 2438 (triangular object surface). In Figure 10 the total point cloud data set: 4879, number of red dots: 2938 (quadratic object surface), number of green dots: 1941 (circular object surface). In Figure 11 the total point cloud data set: 4871, number of red dots: 1934 (circular object surface), number of green dots: 2937 (quadratic object surface).

Figures 9, 10 and 11 show the optimum classification results of three different data sets. The first set is belonging to three different objects, the second and third are the data sets belonging to two different objects. Different color code classification of planimetric objects into each data set are shown in Table 2.
Table 2. Classification results with different threshold values

<table>
<thead>
<tr>
<th>Threshold/Data Set</th>
<th>t = 0.001m (error)</th>
<th>t = 0.06m (optimum)</th>
<th>t = 0.01m (error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle, Square, Triangle</td>
<td>![Image1]</td>
<td>![Image2]</td>
<td>![Image3]</td>
</tr>
<tr>
<td>Square, Circle</td>
<td>![Image4]</td>
<td>![Image5]</td>
<td>![Image6]</td>
</tr>
<tr>
<td>Circle, Square</td>
<td>![Image7]</td>
<td>![Image8]</td>
<td>![Image9]</td>
</tr>
</tbody>
</table>

While low-cost sensor cameras are being used for scanning, because of the surface roughness of the object being scanned and the scattering properties of the surface of the laser beam, point clouds are created at a thickness at the object surface [26]. For assignment of the points on the surface to the issued model, the threshold value of \( t \) must be determined accurately. Application results are shown in the table 2. Extracting object surface from point cloud with this metric classification algorithm, the most important parameter is \( t \) threshold distance need to be determining. In this context, the metric classification algorithm are applied to the data set with giving different values to \( t \). threshold value \( t \) distances \( t=0.001m, t=0.01m, t=0.005m \) and \( t=0.007m \) are selected and applied to the data set. The results obtained from experiments, the best result is observed to be worth at \( t=0.006m \). Thus, metric classification algorithm on the test data set of point cloud with the ultimate object of the planimetric \( t \) value classification is applied. In figure 9 (c), within the data set belonging to three different object, 9540 pieces number of points are available. These three object the data set is automatically classified such a short time \( 0.85 \times 10^3 \)ms in total. In the figure 9, the plane belonging to different objects in the same data set is classified as coloured with different colours. The number of points of each plane is shown depending on colour. As a result of above 9540 total points classification of cloud data sets, 2778 number of data are coloured with red point clouds, 4324 number of data are coloured with green point clouds and 2438 number of data coloured with blue point clouds. For displayed other data sets, metric classification process was performed using the algorithm separately. Similarly in figure 10, 4879 pieces are available within the data set belonging to two different objects. These two objects data set are classified in \( 0.44 \times 10^3 \)ms in
total. As a result of this classification, 2938 pieces of data are coloured with red point clouds, 1941 pieces of data coloured with green point clouds. Also in figure 11, 4871 pieces are available within the data set belongs to two different objects. These two objects data set are classified in 0.44x10^3ms in total like the data set in figure 10. As a result of this classification, 1934 pieces are coloured with red point clouds, 2937 pieces are coloured with green point clouds.

5. NORMALIZATION

3D digital information obtained by Kinect sensor cameras is calibrated over a certain distance, each point on the surface of the object contains three-dimensional digital information [24]. Approximately 300,000 units of each digital data contains a positive or negative x and y information and a positive z information. z is a direct perpendicular distance information from the camera sensor surface of the object.

In figure 12, normalized coordinate system and coordinate system which data obtained by Kinect camera are shown. Data relating to Kinect coordinate system should be normalized with mean shift algorithm in order to run with the Java environment. Belonging to the data obtained by Kinect, the x and y coordinates may have a negative value and after the comma it has 5 digits precision. In an example about 1.5m camera distance -18.14078, 32.36885, 151.6 x coordinate has a negative value. When completed the editing process of this data, the negative values x or y should be positive and z should be removed. After normalized the data related this coordinate values, it will be a positive integer value such as 319, 723. For this, algorithm is applied as shown below as the pseudo code in figure 13. This normalization algorithm for the mean shift classification algorithm using Kinect raw data is passed through metric classification process. In the point cloud’s coordinate plane, without slip in position with each other and data are arranged. Thus, for applying mean shift algorithm point coordinate values in the entire data set have become positive and integer.
6. APPLICATION OF METRIC BASED MEAN-SHIFT ALGORITHM

In this paper a simple iterative procedure is implemented in mean shift algorithm. The algorithm is that shifts each data point to the average of data points in its neighbourhood. This generalization makes some k-means like clustering algorithms its special cases. The mean shift algorithm is a statistical nonparametric clustering technique without having prior knowledge of the number of clusters, and does not constrain the shape of the clusters [25]. This algorithm aims to find out where the point spread is most intense. The algorithm was first proposed by Fukunaga and Hostetler and was later developed by the Comanicu. Given in equation (6), \( N \) data points \( x_i, i = 1, \ldots, N \) on a \( d \)-dimensional space \( \mathbb{R}^d \), the multivariate kernel density estimate obtained with kernel \( K(\cdot) \) and window radius \( h \) is as follows:

\[
f(x) = \frac{1}{n \cdot h^d} \sum_{i=1}^{N} K\left(\frac{x - x_i}{h}\right)
\]  

In equation (6) where \( x_i \) are the input samples and \( k(r) \) is the kernel function. \( h \) is the only parameter in the algorithm and is called the bandwidth. We calculate \( f(x) \), and can find its local maxima using gradient ascent or some other optimization method. The trouble with "brute force" approach is for higher dimensions, it happens computationally prohibitive to evaluate \( f(x) \) over the exact search space. Instead of mean shift uses a variant of what is known in the optimization literature as multiple restart gradient descent. Starting at some guess for a local maximum, \( y_k \), which can be a random input data point \( x_i \), mean shift computes the gradient of the density estimate \( f(x) \) at \( y_k \) and takes an uphill step in that direction. Traditional mean shift algorithm assesses to movement of the object's centre by calculating the average shift vector \( \Delta x \). If we think that the reference point of the object's position \( x^* \) and we want to calculate the new position of the object point \( x^i \), it will be \( x^i = x^* + \Delta x \). At last, the mean shift vector of equation (7) is calculated as shown [26]:

\[
\Delta x = \frac{\sum_{i=1}^{N} K(x_i - \hat{x}) \cdot w(x_i) (x_i - \hat{x})}{\sum_{i=1}^{N} K(x_i - \hat{x}) \cdot w(x_i)}
\]

Mean shift is a procedure for positioning the maximum of a density function given discrete data sampled from equation (7). It is useful for determining the modes of density. It is an iterative technique and it starts with an initial estimate \( x \). Let A kernel function \( K(x_i-x) \) be given. This function identifies the weight of closer points for re-estimation of the mean. Generally a Gaussian
Kernel on the distance to the current estimate is used, \( K(x_i - x) = e^{-\frac{1}{2}(x_i - x)^2} \). The weighted mean of the density is identified with \( K \). Kernel function \( K \) has a radially symmetrical structure and a bandwidth \( h \). If model and colour of the two distribution functions of the candidate objects are the \( p \) and \( q \), the weight value of \( x \) pixels are calculated as specified in equation (8):

\[
    w(x) = \frac{q(f(x))}{p(f(x))} 
\]

(8)

7. EXPERIMENTAL RESULTS

In this section, the proposed method of three results obtained metric classification algorithms running on an image array of different sets of data are given visually and numerically. The maximum number of iterations performed all experiments should be in the mean shift algorithm and threshold parameters are defined as 200 and 2 in order. Depending on the size of the data set programs that run on a Java environment from a graphic panel with a resolution of 640x480 and 1280x960 are visualized. Figure 14 is conducted in follow-up operations using the proposed method are shown the results obtained. As seen objects within each data set is provided by the classification separated significantly from one another. Classification criteria for success, before applying mean shift algorithm has been compared to depending on whether the metric is passing through the classification process. As a result, a single point of each data set is not even classified differently. So, that classification process has been completed successfully in 100% similarity. In order to verify the proposed algorithm, feature points classified exactly. Our algorithm can find classification for different objects data. Average similarities in feature points are shown in table 3. As a result common data set with the same number of points have been obtained in less time classified with the same number of data results.

In figures 14, before the implementation of the mean shift algorithm metric classification method proposing whether using the results or not obtained is shown. Data sets are subject to the metric classification algorithm is implemented in the first sequence of images edited by the normalized mean shift algorithm. In the second image sequences mean shift algorithm is directly run on the raw data. As a result, more uniform and rapid planimetric objects in the data passed from the metric process is classified in a clearly separated from each other. The mean shift algorithm is implemented without metric process is irregular and take place longer because it lacks the pre-classification process. Both ultimately result in the data is classified in a similar manner 100%. This means that the proposed metric classification method, in less time with the same success ratio shows that fulfill the desired classification process [27].
Figure 14. (Top 1-4) Metric classification process applied to planimetric data sets of the objects with mean shift classification. (Bottom 1-4) Mean shift classification of raw data not subjected to any processing.

Table 3. Metric and Mean-Shift Algorithms Application Duration and Number of Classified Points

<table>
<thead>
<tr>
<th>Data Sets</th>
<th># of Point Cloud</th>
<th># of Classified Data</th>
<th>Spent time (millisecond)</th>
<th>Metric Classification</th>
<th>Mean-Shift Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Red</td>
<td>Green</td>
<td>Blue</td>
<td>Raw data</td>
</tr>
<tr>
<td>Circle, Square, Triangle</td>
<td>9540</td>
<td>2778</td>
<td>4324</td>
<td>2438</td>
<td>850</td>
</tr>
<tr>
<td>Circle, Square</td>
<td>4871</td>
<td>1934</td>
<td>2937</td>
<td>-</td>
<td>440</td>
</tr>
<tr>
<td>Square, Circle</td>
<td>4879</td>
<td>2938</td>
<td>1941</td>
<td>-</td>
<td>440</td>
</tr>
</tbody>
</table>
Mathematical results are given in table 3 obtained by the suggested method by operating alone administered on mean shift algorithm the image sequence. There are two applied data sets from real object classification algorithms metric and mean shift time and point numbers of each classification classified as shown in table 3. When the results are evaluated, coarse data directly applicable period of mean shift algorithm, applied to the data passed from the time the metric processing times mean shift algorithm seems to be more than the sum. This has been shown to be classified as a significant advantage in terms of time to implement the proposed method is also considering the same for both things and the number of data. Implementation are realized in PC which have 64-bit Windows 10 operating system, 8GB of RAM and Core i7 2.3 Ghz personal computer.

8. GENERAL CONCLUSIONS

In this study, Kinect sensor of the depth of planimetric object images obtained by the camera in a 3D point cloud classification procedure was carried out. While the classification process was used performing metric classification algorithm supported by mean shift sorting algorithm results are evaluated. Mean shift algorithm is a non-parametric method. In some cases in which the object to be classified and environment (background) color, so color probability distributions, it may be very similar. Using the color distribution information for the classification process in such cases will not give good results. To overcome this problem, the proposed method were carried out numerical processing point cloud obtained on the object. For this aim, the first step was performed a metric classification, then classification of mean shift method was applied. For a reliable classification process, on quantitative data that can be applied directly done and metric classification process is combined in the mean shift algorithm.

A metric classification algorithm used for fast and regularly execution of the objects to be classified and data were normalized. For mean shift algorithm the similarity coefficient was determined by a new similarity function. Finally, the classification process has been realized with the classical mean shift algorithm. The obtained numerical results demonstrate proposed method's superiority opposite of classical methods. The developed method has been proved that it gives better performance by applying it on real life taken image sequences. As a future work, we plan developing more accurate and robust detection of features. For better performance the number of parameters of deformable templates can be added. We can also inquiries a statistical classification of surface topology from 3d point cloud data. Also in further study, the classification process will focus on separation of data from a single object such as classification of the human body and limbs.
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