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Abstract

In this study, it has been measured the Compton Profile of the Nitrogen gas at different pressures by using a Compton Profile Spectrometer with an annular Am-241 radioactive source, which emits 59.537 keV photons. The inelastic scattered \(\gamma\)-rays from gas molecules in a gas chamber have been measured using a HPGe detector connected to the a Tennelec 244 Amplifier and MAESTRO MCA Software. The gas pressure had been set by using a manometer before the measurements. The data have been corrected for all environmental scattering effects, i.e. scattering from gas chamber’s walls, collimators, and etc. Then, the Compton Profile of Nitrogen gases at five different pressures have been determined using a Matlab Code. We found that the Compton Profiles changes with increasing pressures.
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Introduction

The inelastic scattering of a $\gamma$-ray photon from a charged particle, usually an electron in a target, with a large energy and momentum transfer, is referred to as Compton scattering. The inevitable quantum mechanical motion of the target electrons leads to a Doppler shift of the Compton scattered photon and thereby to a broadening of the Compton lineshape. This so-called Compton Profile (CP) furnishes important information about the momentum distribution of the target electrons. The interpretation of this broadening can be explained by Impulse Approximation (IA) (1). The IA assumes that the electrons that are doing the scattering may be treated as free rather than bound (2). During the scattering, the other electrons are in the same potentials. The momentum of the target electron is strongly related to the line broadening of the Compton peak. This leads to calculate the electron momentum density of target atoms. Thus, CP technique has been used for a large number of aims.

CP method has some characteristics, which other methods do not have for measuring the electron momentum distribution. Firstly, it gives not only momentum states of outer shell electrons which are of concern in quantum chemistry and solid state physics but also momentum states of inner shell electrons which are of concern in atomic and radiation physics. Secondly, since the scattering of each electron is independent of the scattering of others, an impure target is the same as that from a pure crystal sample. This majorly simplified the preparation of samples. Lastly, CP method provides many qualitative conclusions about some properties of electrons in molecule and solids. Due to these characteristics, the CP method has been widely used in recent years in different areas of physics (3).

In the literature, many experimental and theoretical studies have been carried out to determine the CPs for different elements and molecules. Theoretical studies were based on various calculation methods; such as Hartree-Fock (HF) and Density Functional Theory (DFT). Biggs et al. (4) calculated the CP for all the orbitals of all free atoms up to Z=104 by using HF method. Huotari et al. (5) and Holzman et al. (6) used Quantum Monte Carlo methods to obtain the CPs. Olevano et al. (7) calculated CPs by using ab initio Green’s function approximation. The DFT methods with different exchange-correlation functional have been used for calculations CP of some targets (8-10). Most of experimental studies is related to crystalline solids. On the other side, there are only a few studies in the literature for gases. CP of He, Ne, Ar, and Kr gases have been measured by experimentally and it was found they have very good agreement with HF calculations (11-14). Sakurai et al. (15) performed synchrotron CP experiments to study CPs for He, Ar, and Xe and compared them to DFT results.

$N_2$ gas is used in many applications, such as, food technology, in incandescent light bulbs (as an alternative to Ar), fire suppression systems, photolithography, manufacturing of stainless steals, in tires of racecars and aircraft, and etc. Nitrogen isn’t a noble gas and it may be different electronic properties at the different conditions. Therefore, we have measured at the CP values of $N_2$ at different pressures and determined the variation of CP OF $N_2$ with increasing pressures.

Materials and Methods

1. Theory

Figure 1 shows the scattering process between a photon and a moving electron. In this process, $\vec{P}_1$ is the momentum of the incident electron, $p_z$ is the component of electron momentum along with z-axis, $\vec{P}_2$ is the momentum of the
scattering electron,

\[ \vec{k} = \vec{k}_1 - \vec{k}_2 \]

is the scattering vector and \( w_1 \) and \( w_2 \) is the energy of incident and scattered photons, respectively, and \( \phi \) is the scattering angle.

![Fig 1. Compton scattering process from an electron with \( \vec{P}_1 \) momentum.](image)

The cross-sections for Compton scattering have been calculated for both free electrons and bound electrons [16]. If the IA is valid and the incident energy is small compared to the rest mass energy of electron, \( m_0c^2 \), the Compton cross-section is given by

\[
\frac{d^2\sigma}{d\Omega dw} = \left( \frac{d\sigma}{d\Omega} \right)_{Th} \sum_{i=1}^{N} e^{i\vec{r}_i} | i \rangle^2 \times \delta(E_f - E_i - w)
\]

where \( \vec{r}_i \) is the position of the \( i^{th} \) atom and \( (d\sigma/d\Omega)_{Th} \) is the nonrelativistic Thomson cross-section and is given by

\[
\left( \frac{d\sigma}{d\Omega} \right) = \left( \frac{e^2}{mc^2} \right)^2 (\vec{e}_1, \vec{e}_2) \left( \frac{w_2}{w_1} \right)^2
\]

where \( \vec{e}_1 \) and \( \vec{e}_2 \) are the polarization vectors for incident and scattering photons, respectively (2). For isotropic and spherically averaged systems, Eq. (1) can be rewritten to obtain the following form (12),

\[
\frac{d^2\sigma}{d\Omega dw} = \left( \frac{d\sigma}{d\Omega} \right)_{Th} \sum_{i=1}^{N} e^{i\vec{r}_i} | i \rangle^2 \times \delta(E_f - E_i - w)
\]

where \( J(p_z) \) is the Ribberfors cross-section. \( n(\vec{p}) \) is the probability that an electron in the ground state of the system will have momentum \( \vec{p} \). The \( p_z \) values is given by

\[
q = \frac{c}{(w_1^2 + w_2^2 - 2w_1w_2\cos\phi)^{1/2}}
\]

where \( c \) is the velocity of the light (17).

2. Experimental Details

The experimental setup used in this study is shown in Fig 2. All samples sealed in the gas chamber at different pressure were irradiated by photons, which emitted from an annular 241Am radioisotope source with \( \sim 1.85 \times 10^{11} \) Bq activity. The scattered photons detected by using a HPGe detector that have a Be window of 12mm, a diameter of 0.16mm, an active area of 200mm2 and a resolution \( \sim 182 \) eV at 5.9keV. The detector was coupled a Tennelec 244 model amplifier and Ortec 926 model Analogue Digital Converter (ADC). The data were recorded into 4096 channels of Multichannel Analyzer (MCA). The measurements time was \( 4.0 \times 10^3 \) s. After removing the gas out of the gas chamber a background measurement was carried out to determine the scattering from the chamber’s walls and the gas chamber’s window made from hostaphan. The scattering angle was 163°. A typical scattering spectrum from N2 measured at 5 bars is shown in Figure 3.
To obtain the Compton Profile $J(P_z)$, the raw data $M(w)$ has to be corrected for some effects.

$$C(w) = G(w)X(w)A(w)[M(w)-B(w)]$$  \hspace{1cm} (6)

where $B(w)$ is the background, $X(w)$ is the inelastic scattering cross section correction, $A(w)$ is the sample self-absorption correction and $G(w)$ is the efficiency correction of the detector. After all corrections, the new data is deconvoluted with a detector resolution function $R(w)$, and then normalized by using (2).

$$\int_{-\infty}^{\infty} J(P_z) dP_z = \frac{1}{T} \int_{-\infty}^{\infty} (C(w) * R(w)) dw \frac{dq}{dw} = N$$  \hspace{1cm} (7)

Area under the Compton Profile equals to the number of electrons per unit cell of the target. $T$ is the normalization constant and $*$ indicates convolution (2).

**Fig 2. Experimental Setup.**

**Results**

The measurement time was about five days (~4.0x10$^5$ s) and then a measured background spectrum were subtracted from each spectra to eliminate the environmental effects arisen from spectrometer; i.e. scatterings from hostaphan window and walls of the gas chamber and photons from the radioactive source which never impinge upon the gas chamber. The multiple scattering effects arisen from sample and the walls of gas chamber were corrected during the calculation procedure. Each spectrum was evaluated by a Matlab Code including multiple scattering corrections based on an analytical method explained by Weyrich (17), the self-absorption contribution of gas, deconvolution procedure, and absorption corrections of gas chamber window, detector window and air between these windows.

In Table 1, we have listed the values of measured Compton Profiles for $N_2$ gas at different pressures. The previous experimental results measured by Eisenberg and Reed (12), in which a 160 keV $^{123}$I$\gamma$-ray source was used together with a Ge(li)
detector, also tabulated in Table 1. Besides, the theoretical results calculated by using restricted-Hartree-Slater (RHF) wave functions (18) have been doubled and added the 1s core electrons’ contributions, for the purpose of a comparison, have also been presented in Table 1. In addition to these work, there is one important work available in the literature (19). Since these experimental results are a good agreement with the experimental and theoretical values of Eisenberger and Reed (12) they aren’t included in Table 1.

Table 1. List of calculated J(Pz) values of N\textsubscript{2} at different Pressure

<table>
<thead>
<tr>
<th>Pz</th>
<th>Pressure (bars)</th>
<th>Theo(18)</th>
<th>Ref (12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0</td>
<td>4.750</td>
<td>4.760</td>
</tr>
<tr>
<td>0.1</td>
<td>4.900</td>
<td>4.680</td>
<td>4.710</td>
</tr>
<tr>
<td>0.2</td>
<td>4.850</td>
<td>4.560</td>
<td>4.640</td>
</tr>
<tr>
<td>0.3</td>
<td>4.650</td>
<td>4.450</td>
<td>4.580</td>
</tr>
<tr>
<td>0.4</td>
<td>4.500</td>
<td>4.320</td>
<td>4.400</td>
</tr>
<tr>
<td>0.5</td>
<td>4.230</td>
<td>4.170</td>
<td>4.120</td>
</tr>
<tr>
<td>0.6</td>
<td>3.950</td>
<td>3.830</td>
<td>3.900</td>
</tr>
<tr>
<td>0.7</td>
<td>3.300</td>
<td>3.500</td>
<td>3.520</td>
</tr>
<tr>
<td>0.8</td>
<td>3.080</td>
<td>3.260</td>
<td>3.390</td>
</tr>
<tr>
<td>0.9</td>
<td>2.690</td>
<td>2.900</td>
<td>3.170</td>
</tr>
<tr>
<td>1</td>
<td>2.500</td>
<td>2.760</td>
<td>2.840</td>
</tr>
<tr>
<td>1.2</td>
<td>1.830</td>
<td>2.270</td>
<td>2.220</td>
</tr>
<tr>
<td>1.4</td>
<td>1.680</td>
<td>1.910</td>
<td>1.930</td>
</tr>
<tr>
<td>1.6</td>
<td>1.190</td>
<td>1.320</td>
<td>1.180</td>
</tr>
<tr>
<td>1.8</td>
<td>0.697</td>
<td>0.898</td>
<td>0.908</td>
</tr>
<tr>
<td>2</td>
<td>0.621</td>
<td>0.679</td>
<td>0.823</td>
</tr>
<tr>
<td>2.5</td>
<td>0.430</td>
<td>0.460</td>
<td>0.566</td>
</tr>
<tr>
<td>3</td>
<td>0.367</td>
<td>0.390</td>
<td>0.439</td>
</tr>
<tr>
<td>3.5</td>
<td>0.232</td>
<td>0.314</td>
<td>0.278</td>
</tr>
<tr>
<td>4</td>
<td>0.209</td>
<td>0.263</td>
<td>0.195</td>
</tr>
<tr>
<td>5</td>
<td>0.099</td>
<td>0.165</td>
<td>0.095</td>
</tr>
<tr>
<td>6</td>
<td>0.099</td>
<td>0.132</td>
<td>0.090</td>
</tr>
<tr>
<td>7</td>
<td>0.012</td>
<td>0.027</td>
<td>0.041</td>
</tr>
<tr>
<td>8</td>
<td>0.018</td>
<td>0.004</td>
<td>0.016</td>
</tr>
<tr>
<td>9</td>
<td>0.016</td>
<td>0.016</td>
<td>0.001</td>
</tr>
<tr>
<td>10</td>
<td>0.013</td>
<td>0.009</td>
<td>0.001</td>
</tr>
</tbody>
</table>

**Discussion**

There is a good agreement between our results and theoretical results of Eisenberger (18) and experimental results of Eisenberger and Reed (12) at bigger \( p_z \) values ( \( p_z > 0.5 \text{ a.u.} \)). Our experimental results at 1.0 bar have better agreement with the theoretical and experimental result listed in Table 1. In addition, when \( p_z \) 0.5 a.u. the Compton Profile values decrease with increasing pressure up to 5 bars. At \( p_z \) 0.5 a.u. values, there are fluctuations in CP values and they may slightly change the resolution of the spectrometer. Nevertheless, these fluctuations don’t affect the precision and accuracy of the Spectrometer.

Another important parameter in the Compton Profile calculations is normalizations. In practice, it has to be done over a finite range. Here it helps those outer electrons of an atom, which have more diffuse configurational wavefunctions, possess more localized momentum wavefunctions and thus are concentrated at the peak of the Profile. The wings of the Profile represent the wider momentum distribution of the inner shell electrons, which are conversely more concentrated in the configuration space and very little affected by the effects like chemical bonding. Therefore, sufficiently wide finite limits in the normalization (there from \( p_z = 0 \) to 10) will yield the same number of electrons the concentration of the outer electrons in the peak is also the reason for sensitivity of Compton Profiles for ionization, chemical bonding etc. After normalization, it was found the normalization values are 6.48. 6.87. 6.89. 6.99. and 6.88 at different pressures from 1 bar to 5 bars, respectively. These values almost equal to \( N/2=7 \), namely these values give us the half of the total electron number of one N\textsubscript{2} molecule.
In order to investigate the changes of the Compton Profile values, hereafter called the difference profile, between $J(p_z)$ at 1 bar and $J(p_z)$ at other pressures are given by

$$D_{Jp_z}(\text{bar}) = J_{p_z}(\text{bar}) - J_{p_z}(\text{bar})$$

where $x = 2, 3, 4, \text{and} 5$.

Figure 4 illustrates difference profiles for different pressures. Since the difference profiles between the sets of data are fairly small it is necessary to present the data as differences, in order to get sense of proportion into data, the differences are plotted as a percentage of the peak height of CP at 1.0 bar, namely 5.070. At this stage of data analysis procedures it should be noted that no special significance should be attached to CP values listed in Table 1. The only feature of interest is differences between pairs of profiles described by Eq. (8).

When $p_z \leq 0.5$ a.u., the difference profiles have important values, especially at the peak of the Profile. Especially, at $p_z = 0$ they change between ~ 6.0 and 9.0%. In this region, the electrons are strongly affected by ionization and chemical bonding. We think that increasing pressure give rise to more ionization and this lead to a decreasing of Compton Profile values at the peak of Profile and near region. Since the wings of the Profile don’t affect from ionization and the profile have some fluctuations there.

As a conclusion, we found that the Compton Profiles changes with increasing pressures. Especially peak of the Profile the changes reach up to 9.0%. Nevertheless, to understand better the changes of Compton Profile with pressure we have to measure the Compton Profile different pressure, more accurate detectors and spectrometer, and intense photon source; such as synchrotron radiation.
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