
 

 
Bilim v
Cilt: 2 S
Sayfa:1

 
 

 
 

 

 
The

mization
list exact
problem 
Nearest 
proposed
results sh

 
Key

rithm, G
 

 

Gez
GSP’de 
başladığ
ait bir pr
yanan ye
Komşu v
rimli old

 
Ana

Açgözlü
 
 
 
_______
1, Ege Un
   Tel: (55

 
2  İnstitute
   Tel: (05

 
 
 
Recieved

ANAD
e Teknoloji
Sayı: 2  201
43-148 

AR

A NEW 

e Traveling S
n problem. T
tly once and 

m is easy, it b
Neighbour (

d hybrid heu
how that the 

ywords: Tra
Greedy algorit

zgin Satıcı P
amaç, bir sa
ı noktaya ge
roblemdir. B
eni bir hibri
ve Açgözlü 

duğunu göste

ahtar Kelim
ü algoritma 

___________
niversity, Facu
54) 7084143,E

e of Cybernet
531) 0805209

d: 28 Novemb

DOLU Ü
i Dergisi B-
3 

RAŞTIRM

Gö

HYBRID 

Salesman P
The goal of th

 then returns
elongs to NP
(NN) and G
uristic algori
proposed al

aveling sales
thm 

GEZGİ
YENİ

Problemi (GS
atıcının, bulu
eri dönen en 
Bu çalışmada

d sezgisel al
algoritmalar

ermektedir. 

meler: Gezgin

___________
ulty of Science
E-mail: gozde

ics, Azerbaija
, E-mail: nuriy

ber 2012   Rev

ÜNİVE
Teorik Bilim

MA  MAK

özde KIZIL

HEURIST

roblem (TS
he problem i
s to the startin
P-Hard class

Greedy heuri
ithm is comp
gorithm is ef

sman problem

İN SATICI
İ BİR HİBR

SP) önemli v
unduğu şehir
kısa turu bu

a, GSP’nin çö
lgoritma öne

rı ile kıyaslan

n satıcı probl

_ 
e, Department
.kizilates@gm

an National Ac
yevafidan@gm

vised: 28 Marc

ERSİTES
mler 

KALESİ / R

LATEŞ1, Fi

TIC ALGOR
 
 

ABSTRA

P) is an imp
is to find the 
ng city. Alth

s. In this pap
istic algorit
pared with N
fficient. 

m, Hybrid h

I PROBLEM
RİD SEZG

ÖZ 
 

ve iyi biline
rden başlayı

ulmaktır. GSP
özümü için Y
erilmiştir. Ön
nmıştır. Hes

lemi, Hibrid 

t of Mathemat
mail.com 

cademy of Sc
mail.com 

ch 2013   Acc

Sİ 

RESEAR

idan NURİ

RITHM FO

CT 

portant and 
shortest tou

hough the de
er, a new hy

thms is prop
NN and Gre

heuristic alg

MİNİ ÇÖZ
İSEL ALG

en kombinat
ıp, her şehre
P kolay görü
Yakın Komş
nerilen yeni 
aplama dene

sezgisel algo

tics 

iences 

cepted: 19 Jun

RCH ART

YEVA2 

OR SOLVI

well known 
ur that visits 
finition of th

ybrid heuristi
posed for so
edy heuristic

orithm, Nea

ZMEK İÇİN
GORİTMA 

oriyal optim
sadece bir k

ünmesine rağ
u ve Açgözl
hibrid sezgi

emeleri öner

oritma, Yakı

ne 2013 

TICLE 

ING TSP 

n combinator
each city in

he travelling 
ic algorithm 

olving the T
cs. The expe

arest neighbo

N 

mizasyon pro
kez uğradıkt
ğmen,  NP-zo
lü algoritmal
isel algoritm

rilen algoritm

ın komşu alg

riyal opti-
n a given 
salesman 
based on 

TSP. This 
erimental 

our algo-

oblemidir. 
tan sonra 
or sınfına 
larına da-

ma, Yakın 
manın ve-

goritması, 



Bilim ve Teknoloji Dergisi - B- Teorik Bilimler 2 (2) 
Journal of Science and Technology - B- Theoretical Sciences 2 (2) 

144 

 
1. INTRODUCTION 

 
The Traveling Salesman Problem (TSP) is an NP-hard problem and one of the most famous and 

well studied problems in combinatorial optimizational field (Gutin and Punnen, 2002). In standard 
TSP, the goal is to find the minimum length Hamiltonian cycle through a set of n cities, given the 
distances between all pairs of cities (Lawler and others, 1986). In other words, TSP can be considered 
as a graph problem in which cities are represented by vertices and distances between cities are 
represented by edges. There are many variations of the problem. In this work, we examine the 
classic symmetric TSP. 

 
Solving TSP is an important part of many applications in different fields including vehicle 

routing, computer wiring, machine sequencing and scheduling, frequency assignment in communication 
networks as well as data analysis in psychology and clustering in biostatistics (Lenstra, 1974) (John-
son and Liu, 2006). For instance, data analysis applications in psychology ranging from profile smoothing 
to finding an order in developmental data are presented by (Hubert and Baker, 1978). Clustering and 
ordering using TSP solvers are currently becoming popular in biostatistics (Climer and Zhang, 2006).  

 
2. APPROACHES FOR SOLVING TSP 

 
The algorithms for solving TSP can be divided into four classes: exact algorithms, heuristic 

algorithms, approximate algorithms and metaheuristic algorithms (Land and Doi1g, 1960).  
 
The exact algorithms usually utilize the integer linear programming model of the TSP. “Branch & 

Bound” is one of the examples for this category (A. Land andA. Doig, 1960). One approach that 
comes to mind first is to try all possibilities. Other approach can be dynamic programming (M. Held 
and R. Karp, 1962). 

 
In general, the heuristic algorithms are subdivided into the following three classes: tour construction 

algorithms, tour improvement algorithms and hybrid algorithms (Johnson and McGeoch, 1997). The 
tour construction algorithms gradually build a tour by adding a new city at each step, such as the 
nearest neighbor algorithm, the insertion algorithm, algorithm based on spanning tree, the saving 
algorithm and the random algorithm. The tour improvement algorithms improve a tour by performing 
various exchanges, such as 2-opt and 3-opt. 

 
Approximation algorithms give us a guarantee as to how bad solutions we can get, normally 

specified as c times the optimal value. The best known approximate algorithms for TSP are Christofides 
Algorithm (guaranteed value is 3/2), Minimum-Spanning Tree (MST) based algorithms (guaranteed 
value is 2), and others (S. Lin and B. Kernighan, 1973). 

 
Metaheuristic algorithms are the techniques which try to improve iteratively the candidate solution 

(or solutions) found by a specific approach for hard optimization problems. Metaheuristic algorithms 
accept the heuristic approach for solving the problem as a black box and don’t care about the details 
(Rego and Glover, 2002). They only try to optimize the functions used to solve the problem. These 
functions are named as goal functions or objective functions. Tabu search, genetic algorithms, 
simulated annealing, artificial neural networks, ant colony algorithm and similar artificial intelligence 
approaches are the examples for this category. 
 
3. SOME HEURISTIC ALGORITHMS  

 
In this study, we will focus on only Nearest Neighbour and Greedy Algorithms since the proposed 

algorithm is based on them. 
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3.1 Nearest Neighbour 

 
This is perhaps the simplest and most straightforward TSP heuristic.  

 
A nearest neighbor (NN) algorithm produces a tour by sequentially adding a connection from the 

most recent city visited to the nearest city that has not yet been visited. This procedure is repeated until 
all of the cities in the problem have been visited, at which time a final connection is made to the origi-
nal/starting city. The algorithm uses each city in the problem as a start/end point to produce N such 
tours and records the shortest solution. The computational complexity of this algorithm is )( 2nO
(Johnson and Papadimitriou, 1985a). 

 
The steps of the algorithm are as following: 

Step 1. Select a random city. 
 

Step 2. Find the nearest unvisited city and go there. 
 

Step 3. Are there any unvisited cities left? If yes, go to step 2; otherwise go to step 4. 
 

Step 4. Return to the first city. 

We can obtain the best result out of this algorithm by starting the algorithm over again for each 
city and repeat it for n times.  

 
3.2 Greedy Algorithm 

 
The Greedy heuristic gradually constructs a tour by repeatedly selecting the shortest edge and 

adding it to the tour as long as it doesn’t create a cycle with less than n edges, or increase the degree of 
any city by more than 2. We must not add the same edge twice of course. 

The computational complexity of this algorithm is )log( 2
2 nnO  (Johnson and Papadimitriou, 

1985b).  

The steps of the algorithm are as following: 

Step 1. Sort all edges. 
 

Step 2. Select the shortest edge and add it to our tour if it doesn’t violate any of the above constraints. 
 

Step 3. Do we have n edges in our tour? If no, go to step 2, otherwise go to step 4. 
 

Step 4. Terminate the algorithm. 
 

 4. A NEW HYBRID HEURISTIC ALGORITHM 
 
The algorithm that we have proposed is a hybrid of the traditional NN and Greedy heuristic 

algorithms. We start the algorithm with NN for each city. Each time the algorithm is applied, we give 
a “priority” to the edge according to the result of the solution. Let the “priority” of the selected edges 
in the first solution be 1 and all the others be 0. Suppose that the length of the first tour is 1D . We add 

iD

D1  (Here, iD is the length of the tour, which is found at step i) to the “priorities” of the selected 

edges. At the next steps, the edges are sorted in descending order by their updated “priorities”, and 
then, we solve the problem with Greedy algorithm. This process continues until there is no change on 
the sorting anymore. The result of the algorithm is the best solution found during this process. 
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The steps of the algorithm are as following: 

 
Step 1. We start the algorithm with NN for each city and repeat it for n times. 
 
Step 2. Assign the best solution as record solution. 

Step 3. Suppose that the length of the record tour is .rD  Then, we add 
i

r

D

D
 (Here, iD - is the  

length of the tour, which is found at step i) to the “priorities” of the selected edges. Thus,  
each edge has a “priority” after n steps. 
 
Step 4. Sort the edges in descending order by “priority”. 
 
Step 5. Solve the problem by greedy algorithm. 
 
Step 6. Update the priority of the first edge which is not in the solution. 
 
Step 7. If the solution is better (shorter) than the record solution, update the record and update the 

priority. Subsract n from “priorities” of the elements that are in the record solution but are not in the 
current solution.  

 
Step 8. If the solution is worse (longer) than the record solution, update the priority. Subsract n 

from “priorities” of the elements that are not in the record solution but are in the current solution.  
 
Step 9. Repeat this procedure until 3*n iteration is complete.  

 
4.1 Computational Complexity of the Proposed Algorithm 

 
The worst-case complexity of the algorithm can be calculated as follows. The cost of finding a 

tour according to NN algorithm is )( 2nO . In this algorithm, n tours are found by NN algorithm star-

ting from each vertex. The total complexity for these operations becomes 3( )O n . Then, “priority” 
value is calculated for each edge that is used in the found tours and these values are put in order. Be-
cause each edge has a “priority” value for sorting operation as well, n*(n-1)/2 data are sorted in sorting 
operation. Therefore, complexity of the sequencing process becomes 2( log )O n n . Aftewards, a re-
sult is found by the Greedy algorithm with respect to these “priorities”. The complexity of the Greedy 
algorithm is )log( 2 nnO . The result found by the Greedy algorithm and “priority” values are 
updated. The Greedy algorithm and updating process are iterated 3*n  times. As a result, the general 
complexity of the algorithm will be )log( 3 nnO . 
 
5. COMPUTATIONAL EXPERIMENTS 

 

This section presents the results of the computational experiments for the proposed hybrid heuristic 
algorithm. The computer program of the proposed algorithm has been coded in C++. The com-
putational experiments have been implemented using 2.6 GHz Intel Core 2 Duo CPU processor and 2 
GB RAM, 32-bit windows.  

 
The sample problems used in these experiments are taken from (www.iwr.uni-

heidelberg.de/groups/comopt/software/TSPLIB95/tsp/) and the optimum solutions for each of these 
problems are taken from (http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/ST). 
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Table I shows the length of the tour computed by NN ve Greedy heuristics and new hybrid 

heuristic algorithm that we have proposed. Since it is based on Nearest Neighbour (NN) and Greedy 
heuristic algorithms, the proposed algorithm has been compared with these algorithms. 

In Table I, selected cells show the best results that algorithms have found. 
 

Table I Computational Experiments 

 

G Optimal 
NN 

Time (s) 
Greddy 
Time (s) 

Hybrid Algorithm 
Time (s) 

ulysses22 75.665 
86.905 
0.000 

89.436 
0.010 

79.157 
0.014 

bayg29 9074.148 
9964.781 

0.000 
9886.208 

0.015 
9413.957 

0.054 

att48 33523.708 
39236.885 

0.000 
38849.621 

0.125 
37737.693 

0.662 

eil51 429.983 
505.774 

0.016 
481.518 

0.125 
487.448 
0.813 

berlin52 7544.365 
8182.192 

0.000 
9954.062 

0.281 
7791.375 

0.887 

st70 678.597 
761.689 

0.000 
746.044 

0.485 
754.760 
3.893 

eil76 545.387 
612.656 

0.016 
617.131 

0.672 
599.682 
5.858 

gr96 512.309 
603.302 

0.015 
580.101 

1.609 
592.573 
17.938 

rat99 1211 
1369.535 

0.016 
1528.308 

1.875 
1328.376 

20.498 

kroA100 21236.951 
24698.497 

0.016 
24197.285 

1.937 
24447.780 

22.392 

kroB100 22141 
25882.973 

0.015 
25815.214 

2.469 
25464.985 

23.158 

kroC100 20750.762 
23566.403 

0.016 
25313.671 

2.610 
22984.858 

22.806 

kroD100 21294.290 
24855.799 

0.016 
24631.533 

2.359 
24224.136 

22.554 

kroE100 22068 
24907.022 

0.016 
24420.355 

2.609 
24411.041 

23.018 

rd100 7910.396 
9427.333 

0.015 
8702.605 

2.922 
9321.775 

22.891 

eil101 642.309 
736.368 

0.015 
789.112 

2.609 
731.943 
23.901 

lin105 14382.995 
16939.441 

0.015 
16479.785 

3.187 
16068.265 

27.923 

pr107 44303 
46678.154 

0.016 
48261.816 

2.109 
46122.818 

31.726 

gr120 1666.508 
1850.263 

0.032 
1915.918 

4.282 
1830.913 

56.169 

ch130 6110.860 
7198.741 

0.016 
7142.045 

7.688 
7014.895 

82.407 
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6. CONCLUSION 

 
In this paper, we have proposed a hybrid heuristic algorithm for solving TSP based on traditional Nearest 

Neighbour and Greedy algorithms. As it is seen in Table I, in which the obtained results from computational 
experiments are shown, comparing with NN and Greedy algorithms, the proposed algorithm generally gives 
solutions closer to the optimum. However, the proposed algorithm lags behind NN and Greedy algorithms 
with respect to  running time. We aim to arrange more efficiently the usage of NN algorithms in the first part 
of the algorithm in order to decrease the running time.  
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