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ABSTRACT
This paper examines the impact of travel demand management (TDM) policy instruments and a wide variety of measures of urban spatial characteristics on CO₂ emissions from household travel based on more than 27,000 observations from the 2009 National Household Travel Survey. The regression results indicate that TDM instruments and urban spatial characteristics affect CO₂ emissions from household travel in a complicated way. Population-weighted density, rail availability, and TDM instruments such as parking management, promotion of transit use and carpool, and employer-based TDM programs have a moderate but negative impact on CO₂ emissions from household travel. On the other hand, employment and population distribution imbalance and major road network density have a moderate but positive impact on CO₂ emissions from household travel.
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1. INTRODUCTION

The U.S. federal government has proposed to curb greenhouse gas (GHG) emissions by 17% below 2005 emission levels by 2020 and 26-28% by 2025 (US Department of State 2010). This climate-stabilizing target requires an annual reduction rate of 1.2% for the period of 2005-2020 and 2.3-2.8% for the period of 2020-2025. Since 2010, many policies relying on technology improvement and pricing solutions have been implemented and much progress has been made. The newly released report from the US Environmental Protection Agency on inventory of US GHG, however, suggests that the US will have to implement additional policies to reach its 2025 target. One of the areas requiring additional actions is the transportation sector. According to the US Environmental Protection Agency (2016), among the total CO₂ emissions of 5564.3 million metric tons (MMT), 31.22% (1737.4 MMT) were from transportation. The CO₂ emissions from transportation have been declining consistently and slowly from 2005 until 2012 (Table 1), after which the CO₂ emissions from transportation increased again (2.4% increase in 2014) (US EPA 2016, Table ES-2). This increase in the emissions from transportation represents a challenge in achieving the overall goal of reducing GHG emissions, which makes it compelling to address this issue.

Transportation emissions are affected by many long-term and short-term factors including, but not limited to: Population growth, economic growth, energy prices, technology improvement, and fuel choices. Most of the existing policy measures aimed at reducing transportation emissions focus on improving fuel economy of vehicles. Although improved fuel efficiency could reduce emissions from travel, it may also induce more travel due to lower monetary cost per mile, which could partially offset the saving of energy consumption due to enhanced fuel economy of the vehicle. Additionally, it takes time to increase the overall fuel economy of a vehicle fleet considering the fact that vehicles are durable goods. Together with the fact that motor vehicle travel is derived from other economic activities, the overall trend of growing population and economy in the US makes it challenging to reduce emissions from travel without moderating travel demand from end users.
In view of the importance of reducing GHG emissions from transportation through moderating travel demand and fuel consumption, and building upon existing literature of determinants and management of travel demand, this paper investigates the impact of a wide variety of urban spatial characteristics and travel demand management (TDM) strategies on household GHG emissions from travel in the US urban areas.

This paper adds to the existing literature on the analysis of travel and greenhouse emissions, contributing two major improvements. First, this paper examines whether and how public policies of TDM affect GHG emissions from travel. This paper examines the impact of three TDM instruments (including programs promoting transit use and shared ride, employer-base TDM strategies, and parking management) on the GHG emissions at the household level. Second, this paper examines the impact of different dimensions of urban spatial characteristics such as population weighted density, population centrality, population dispersion, imbalance between population and employment, spatial size of urban area, city shape, median distance to city center, and transit supply and rail availability to reduce the omitted variable bias generated by using population density as a catch-all variable of urban spatial characteristics.

2. LITERATURE REVIEW

Since the 1980s, TDM has been focusing on improving the efficiency of road system. As a cost-effective alternative to build more roads, TDM applies different strategies or policy instruments to reduce auto trips and vehicle miles traveled by increasing travel options (bike, walk, rideshare, transit), encouraging alternative modes of driving alone, and providing incentives and facilities to help people modify their travel behavior in terms of mode choice (Brownstone and Golob 1991; Peng et al., 1996; Zhou et al. 2009; Su and Zhou, 2012), route choice, and time choice. Many local governments and regional agencies in the states such as California, Washington, Colorado, Maryland, Virginia, Oregon, and Massachusetts have implemented TDM programs. Contrary to its popularity in the US, there are few studies directly examining the impact of TDM instruments on GHG emissions despite the strong connection between travel and GHG emissions. It is, therefore, important for us to investigate and better understand the impact of these policy instruments on GHG emissions from travel.

On the other hand, there is a vast body of literature examining the relationship between built environment and travel behavior in terms of mode choices, travel demand, and travel pattern as shown by the comprehensive reviews for this broad topic (Badoe and Miller, 2000; Crane, 2000; Ewing and Cervero, 2001; Handy, 2005; Cao et al., 2008). The section below highlights only those studies most relevant to this paper.

During the past 20 years, urban and transportation planners have proposed using density as a planning tool to reduce motor vehicle travel. Transportation planners believe density can be a feasible and useful planning tool to reduce vehicle miles traveled. The idea is that by modifying the design of neighborhoods aimed at increasing population density and being transit-oriented, the need or desire to use automobiles can be reduced, which in turn lowers overall travel demand. This “smart growth” movement has been observed across the country during the past 20 years (Cervero and Kockelman 1997, Chen et al., 2007). Empirical evidence on the impact of population density, however, is not consistent.

Some studies find density plays a negligible role in affecting people’s travel behavior and travel pattern (Boarnet and Crane, 2001; Boarnet and Sarmiento, 1998; Mindali et al., 2004; Schimek, 1996; Miller and Ibrahim, 1998; Liu and Shen, 2011). On the other hand, some studies find a negative impact of density on the probability of using auto (Frank and Pivo, 1996; Cervero, 1994; Zhang, 2004) and fuel consumption (Newman and Kenworthy, 1989; Ewing and Cervero 2010; Su, 2011; Brownstone and Golob, 2009; Kim and Brownstone, 2013; Lee and Lee, 2014). Even among those who find that density does matter, the magnitude of the impact of density is wide-ranging from −0.04 to −0.986 (Ewing and Cervero, 2010; Cervero and Murakami, 2010; Brownstone and Golob, 2009; Kim and Brownstone, 2013; Lee and Lee, 2014).

Using aggregate city-level data, Newman and Kenworthy (1989) find a higher level of vehicle utilization is associated with lower population density. Mindali et al. (2004) apply a different method with the same dataset and find urban density does not have a statistically significant impact. Karathodorou et al. (2010) examine the same issue with a larger dataset and conclude that urban density affects total fuel consumption with a very mild magnitude. The impact of urban density, however, seems to be larger on vehicle ownership and per vehicle VMT.

Among all the studies based on individual data, Bento et al. (2005) find the impact of population density is not statistically significant. They find that urban measures such as population centrality, job-housing imbalance, road density, and rail supply have a significant but very small impact on annual household VMT. Differing from Bento et al (2005) using a national sample, Boarnet and Sarmiento (1998) and Brownstone and Gobb (2009) use a sample from the state
of California while Liu and Shen (2011) use samples in Baltimore. Boramet and Sarmiento find that the land use variables are not jointly statistically significant as a group and rarely individually significant. Liu and Shen find that urban form does not directly affect vehicle miles traveled and energy consumption, but indirectly through other channels. Brownstone and Golob (2009) find that population density at the tract level has a very small impact on the VMT. Kim and Brownstone (2013) expand the study of Brownstone and Golob (2009) and their findings on the impact of residential density are consistent with Brownstone and Golob (2009).

Lee and Lee (2014), however, find a much larger impact of population density on household travel and GHG emissions from travel while controlling for population centrality, polycentric structure, transit subsidy, and population size, and road network. They find that GHG emissions from household travel will be reduced by 48% and 18% if population-weighted density and per capita transit subsidy double.

In addition to population density, road density is another variable that has been identified as an important factor affecting travel demand. The so-called induced travel has been tested in a variety of studies based on data at both macro and micro levels. It seems that studies based on aggregate data (Fulton et al., 2000; Hansen, 1997; Noland, 2001; Noland and Lem, 2002; Noland and Cowart, 2000; Small and Van Dender, 2007; Su, 2010; Su, 2012) find the evidence to support the view. Empirical evidence using individual data, however, is not consistent. Bento et al. find that road density does not have a statistically significant impact on VMT by households owning two or more vehicles. On the other hand, Barr (2000) and Su (2011) find that highway capacity improvements induce more travel.

3. DATA AND VARIABLES USED

The major source of the data used in this paper is the 2009 National Household Travel Survey (NHTS) conducted by the Federal Highway Administration. Measures of urban spatial characteristics are derived based on those variables used in Bento et al. (2005) and Malpezzi and Guo (2001). Supplementary data have been obtained from the Highway Statistics in 2009 published by the Federal Highway Administration.

The 2009 NHTS is used because this survey was collected during a unique period in which gasoline prices reached historically high levels and fluctuated wildly. Among all the observations from NHTS’ vehicle file, only those vehicles that use gasoline are selected as the base sample. Additionally, considering the volatile fluctuation of gasoline prices in the survey period covered\(^1\), the final sample includes only those surveyed before September 2008 when financial turmoil shocked the market. This is necessary to reduce the potential bias from inconsistency across observations from the dramatic change in economic expectation and fuel prices. This dataset enables us to observe the impact of TDM instruments and spatial characteristics on GHG emissions from household travel in a period of high fuel prices.

\(^{1}\) The average price at the pump for unleaded regular gasoline was $4.09 a gallon in July, and was below $1.70 in December 2008.

Following Glaeser and Kahn (2010) and Lee and Lee (2014), this paper uses a similar approach to estimate household GHG emissions in the 40 largest urban areas for which the geographic locations for household in the NHTS are reported and sufficient information is available to derive the variables reflecting different aspect of spatial characteristics. The following procedure has been used. First, based on the annual vehicle miles and vehicle fuel economy from the NHTS’ vehicle mile, annual gasoline consumption is derived and then aggregated at the household level. Second, the annual household CO\(_2\) emission from driving is derived by multiplying the household gas consumption by an emission factor of 23.46 lbs. per gallon used by Glaeser and Kahn (2010) and Lee and Lee (2014). The emission from travel is further adjusted by emissions from public transit. This adjustment, however, only applies to those households with at least one member using transit. The household annual emissions from public transit ride are derived as multiplying annual household transit rides (aggregated from personal files) by average passenger trip length and emission factor per passenger mile at the urbanized area level. Average passenger trip length is derived as dividing total passenger miles by unlinked passenger trips obtained from Urban Mobility Report. Following Lee and Lee, the emission factor per passenger mile at the urban area level is estimated using data on annual fuel consumption by source and mode at the transit agency level reported by National Transit Database\(^2\), total passenger mile, and CO\(_2\) emission factor reported by Energy Information Administration\(^3\).

The variables of interest are a wide variety of measures reflecting inter-area differences in TDM instruments and urban spatial characteristics. In order to single out the effect of the variables of interest, we also control for household demographic, economic characteristics, and fuel cost of travel.

3.1. Variables of Interest

3.1.1. TDM instruments

Three dummy variables are used to capture whether the local governments have the TDM instruments in place: Programs that promote transit use and carpooling, employer-based TDM strategies, and parking management.

Several instruments fall into the category of promoting transit use and carpooling: Increasing transit service routes and frequency by transit agencies, getting low-cost or free transit passes subsidized by public agencies, improving and distributing real time transit information, supporting transit use and carpooling by public agencies through park-and-ride and high-occupancy lanes. A dummy variable is used to capture those strategies that have been implemented by local governments or local public agencies.

Employer-based TDM programs include a variety of instruments implemented by employers to reduce driving alone to work, including the tools such as providing incentive, information and facilitation for employees to use alternative mode, supplementary support of additional transportation options to commute (carpool


and vanpool match, guaranteed ride home, shower facilities for bikers and walkers), and congestion relief instruments (compressed work week, telecommuting). A dummy variable is used to capture whether such a program has been implemented.

Parking management includes many policy tools aimed at encouraging more efficient use of existing parking facilities, shifting travel to non-drive alone modes, and reducing “parking search” traffic. The instruments that fall into this category include cost-based parking price for single-occupancy vehicle and reduced pricing for ride-sharing vehicles, parking cash-out options to commuters, maximum parking space for new developments, and electronic parking guidance system. A dummy variable is used to capture those instruments that are put in place by local public agencies. The data are collected for the 40 urbanized areas included in the sample. The data sources include websites of department of transportation for the states in which the urbanized areas are located, the relevant metropolitan planning organizations, and local governments. For those areas with such policy instruments in place, although the exact implementation time is different, all those instruments have been put in place by 2000.

### 3.1.2. Spatial characteristics

Based on existing literature on travel demand, the important urban spatial factors identified can be categorized into four groups: The distribution of population, the distribution of employment within the area, the road network, and public transportation availability and services.

The impact of population distribution can be captured by three variables. Average population density is one of the most commonly used variables in the literature. In this paper, population-weighted density per square mile at the urbanized area is used to reflect the impact of average population distribution. In addition, the variation of population density at the tract level is used as a measure of population dispersion. The third variable in this group is the measure of population centrality based on the same method used by Bento et al. (2005). A higher value of population centrality indicates a higher percentage of the population living near the CBD.

The impact of the distribution of employment can be captured by the variable measuring the level of imbalance between the employment and housing; employment and housing imbalance index borrowed directly from Bento et al. (2005). This variable is used to capture the degree of imbalance between jobs and residence. The less even distribution between jobs and residences will have a higher value of this index.

Additionally, three more variables are used to capture other characteristics that distribution of population and employment cannot reflect. Since larger areas are more likely to have more entertainment facilities, the spatial size of an area is also included and expected to have an impact on travel demand. City shape may also affect people’s travel. As discussed by Bento et al., travel distance in a more circular city may be different compared to that in a long and narrow city. The third variable is the median distance to the center (CBD) weighted by tract population, a measure used by Malpezzi and Guo (2001) and Glaeser (2000) as a proxy variable for appealingness of city center. As discussed by Glaeser, people with higher income are attracted to live close to the city center in the large cities because of the appealingness of city centers for their cluster of leisure activities, public amenities, and consumption. The cities with lower levels of appealingness of the city center, thus, are expected have a higher median distance to the center, other things equal.

Road network is identified as an important factor that affects travel behavior and fuel demand. The measure used in this paper is major road network density calculated as the average primary road lane-miles per square mile. This measure is obtained from the 2009 Highway Statistics and used given its relatively low correlation with other variables used.

In the areas included in our sample, public transit is available as an alternative mode of travel. Transit revenue miles per 1000 residents are used to capture the inter-area difference in public transportation supply. This variable is derived from the 2009 Urban Mobility Report. Additionally, a dummy variable is used to reflect whether rail is available for public transit service.

Weather and geographic characteristics of an area may also affect motor vehicle travel demand and associated GHG emissions. Four variables are used as control variables. The mean cooling-degree days and mean heating-degree days are used to capture the impact of weather. Physical barriers of an area such as high mountains may serve as a boundary for urban expansion while rugged terrain may encourage scattered urban development, which may indirectly affect travel demand and GHG emissions from household travel. The range in elevation and a terrain ruggedness index used by Burchfield et al. (2006) are included to capture the impact of inter-area difference in geographic characteristics. The summary of statistics is reported in Table 2, while the correlation matrix of selected spatial characteristics is presented in Table 3.

### 3.2. Household Demographic and Economic Characteristics

The monetary price of travel is also an important variable. Since the gasoline prices reported by NHTS are based on weekly regional gasoline prices depending on the survey date, the data may not accurately capture the overall fuel cost for the survey period. This paper uses the average gasoline prices at the state level for the period of 12 months before the survey dates in order to be more compatible with the dependent variable of annual VMT and annual CO₂ emissions at the household travel. This variable is obtained from the Bureau of Transportation Statistics.

---

4 Kim and Brownstone measure population density at the census tract level. Given the concern of self-selection, they apply 3SLS to address the issue. As discussed in their conclusion, their model cannot reject the null hypothesis that there is no significant self-selection effect. Since our measure is at the level of urban area, it is expected to be exogenous.

5 Other measures including total road density and freeway road density have been experimented with in the regressions, but the major findings of this paper remain unchanged.
The control variables in this group include household structure, income, and other characteristics such as race, occupation, and education level. NHTS reports combined gross household income of previous year in 18 ranges. Four dummy variables are created to reflect categories of household income: <$20,000, between $20,000 and $35,000, between $55,000 and $80,000, and above $80,000. The base category is between $35,000 and $55,000.

Other household characteristics are captured through twelve dummy variables. Two dummy variables of race are created: African-American and white. The base is the other. Three dummy variables of education level are created: Associate degree, bachelor’s degree, and graduate degree. The base category is high school and below. Household member’s occupation may also influence people’s travel demand. Four dummy variables are created to capture whether any household member is in the category of sales/service, administrative support, manufacture/construction/maintenance/farming, and professional/managerial. The base category is the other. The last group of dummy variables is used to reflect respondents’ age: Younger than 21, between 21 and 30, between 41 and 50, between 51 and 65, and above 65. The base is between 31 and 40. Household size and number of workers are also used as control variables.

4. METHODOLOGY

Since household VMT and household CO$_2$ emissions from travel are jointly determined, a simultaneous equation model is used. As discussed in the section of data and variables, this model has two endogenous variables in natural log: Ln (household VMT) and ln (household CO$_2$ emissions from travel). The variables of interest include three variables capturing the impact of TDM instruments and ten variables reflecting different dimensions of urban spatial characteristics including population weighted density, population centrality, population dispersion, employment and population imbalance index, median distance to the CBD (a proxy for appealingsness of city center), the spatial size of an urban area, city shape, rail availability, transit supply per 1000 residents, and major road density. The control variables include monetary price of travel, as well as geographic, weather, and household economic and

<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency (%)</th>
<th>Variable</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promotion of transit and carpooling</td>
<td>5.09</td>
<td>Parking management</td>
<td>16.84</td>
</tr>
<tr>
<td>Employer-based program</td>
<td>17.13</td>
<td>Sales</td>
<td>5.43</td>
</tr>
<tr>
<td>Manufacturing/construction</td>
<td>11.27</td>
<td>Professional/Managerial</td>
<td>23.93</td>
</tr>
<tr>
<td>Age below 21</td>
<td>0.58</td>
<td>Age between 21 and 30</td>
<td>3.14</td>
</tr>
<tr>
<td>Age between 41 and 50</td>
<td>17.79</td>
<td>Age between 51 and 65</td>
<td>32.50</td>
</tr>
<tr>
<td>Age above 65</td>
<td>30.96</td>
<td>Income below $20,000</td>
<td>13.17</td>
</tr>
<tr>
<td>Income between $20,000 and $35,000</td>
<td>10.15</td>
<td>Income between $55,000 and $80,000</td>
<td>20.52</td>
</tr>
<tr>
<td>Income above $80,000</td>
<td>38.60</td>
<td>Household w/o Children</td>
<td>31.95</td>
</tr>
<tr>
<td>Household w/youngest child aged below 5</td>
<td>11.69</td>
<td>Household w/youngest child between 16 and 21</td>
<td>5.76</td>
</tr>
<tr>
<td>Retired</td>
<td>36.7</td>
<td>Associate Degree</td>
<td>26.45</td>
</tr>
<tr>
<td>Bachelor degree</td>
<td>22.63</td>
<td>Graduate</td>
<td>17.17</td>
</tr>
<tr>
<td>Rail availability</td>
<td>36.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean±SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln (population weighted density)</td>
<td>8.71±0.69</td>
<td>7.52</td>
<td>10.35</td>
</tr>
<tr>
<td>Population centrality</td>
<td>0.353±1.050</td>
<td>−1.88</td>
<td>2.02</td>
</tr>
<tr>
<td>Population dispersion</td>
<td>84.98±22.087</td>
<td>56.6</td>
<td>153.4</td>
</tr>
<tr>
<td>Employment and job imbalance index</td>
<td>0.67±0.89</td>
<td>−1.66</td>
<td>2.61</td>
</tr>
<tr>
<td>Median distance to CBD</td>
<td>17.40±4.17</td>
<td>8.9</td>
<td>26.8</td>
</tr>
<tr>
<td>Spatial size</td>
<td>6.984±0.64</td>
<td>4.26</td>
<td>8.146</td>
</tr>
<tr>
<td>City shape</td>
<td>0.61±0.17</td>
<td>0.04</td>
<td>0.99</td>
</tr>
<tr>
<td>ln (transit mile per 1000 residents)</td>
<td>−1.67±0.85</td>
<td>−4.127</td>
<td>0.15</td>
</tr>
<tr>
<td>Ln (major road density)</td>
<td>1.73±0.37</td>
<td>1.05</td>
<td>2.83</td>
</tr>
<tr>
<td>Elevation range index</td>
<td>1247.28±1154.30</td>
<td>4</td>
<td>4367</td>
</tr>
<tr>
<td>Ruggedness index</td>
<td>12.45±10.83</td>
<td>0.0487</td>
<td>47.01</td>
</tr>
<tr>
<td>ln (gas prices)</td>
<td>1.04±0.05</td>
<td>0.89</td>
<td>1.13</td>
</tr>
<tr>
<td>N</td>
<td>27168</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Summary statistics of selected variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Population weighted density</th>
<th>Population centrality</th>
<th>Population density variation</th>
<th>Employment housing imbalance</th>
<th>Median distance to CBD</th>
<th>Spatial size</th>
<th>City shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population weighted density</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population centrality</td>
<td>0.59</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population dispersion</td>
<td>0.09</td>
<td>0.22</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment housing imbalance index</td>
<td>0.04</td>
<td>0.36</td>
<td>−0.44</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median distance to CBD</td>
<td>0.16</td>
<td>−0.11</td>
<td>−0.25</td>
<td>0.27</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial size</td>
<td>0.08</td>
<td>0.03</td>
<td>−0.01</td>
<td>0.02</td>
<td>−0.001</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>City shape</td>
<td>−0.14</td>
<td>−0.34</td>
<td>0.25</td>
<td>−0.43</td>
<td>−0.07</td>
<td>−0.06</td>
<td>1.00</td>
</tr>
</tbody>
</table>

SD: Standard deviation
social characteristics. Since the rich literature of travel demand has identified almost all of the above-mentioned variables as important factors that affect household VMT, they are included in the equation of household VMT. On the other hand, the specification of the equation of household CO₂ emissions from travel relies on a few tests.

The selection process starts with identifying other variables in addition to population density, used by Lee and Lee (2014) as the only explanatory exogenous variable for household CO₂ emissions from travel. Population-weighted density works as a catch-all variable reflecting underlying land use mix and urban design elements. Since this paper includes more measures of spatial characteristics that capture different dimensions of urban form, the specification tests start with including all the explanatory variables reflecting different spatial characteristics in the equation of household CO₂ emissions from travel. Based on the preliminary results, those variables that are not individually or jointly statistically significant at the level of at least 0.1 are then excluded from the equation. As the result, the equation of household CO₂ emissions from travel include nine explanatory variables: Household VMT, population weighted density, population dispersion, employment and population distribution imbalance, major road density, elevation index, terrain ruggedness index, the mean cooling-degree days, and mean heating-degree days.

Since a simultaneous equation model can also be run using structural equation model command with benefits of reporting direct and indirect effects (Huber, 2013), this specification is run using Stata command (sem).

5. REGRESSION RESULTS

The regression results are reported in Table 4. The direct, indirect, and total effects of the variables of interest are reported in Table 5. The discussions will focus on those variables that are statistically significant at the level of at least 0.1.

Parking management, promotion of transit use and carpool, and employment-based TDM programs are the three dummy variables used to capture the impact of TDM policy instruments. The regression results indicate that they all indirectly affect CO₂ emissions from household travel. The overall impacts of parking management, promotion of transit use and carpool, and employer-based TDM programs are −0.16, −0.14, and −0.05 respectively. This finding suggests that, other things equal, the average household CO₂ emissions from travel in the areas with such policy instruments in place are 16.77%, 14.45%, and 4.6% lower than those households located in the areas without implementing the policy instruments of parking management, promotion of transit use and carpool, and employer-based TDM programs respectively.

The impact of population distribution is captured by three variables: Population-weighted density, population dispersion measured by variation of population density at the tract level, and population centrality. The regression results indicate the coefficients of population-weighted density are negative and statistically significant at the level of at least 0.01 in both equations. This finding suggests that, on average, household GHG emissions from travel are lower in the areas with higher population-weighted density. Combining the direct and indirect effects, the regression results indicate that a 10% increase in population-weighted density is associated with a 1.8% decrease in household CO₂ emissions from travel in the urban areas.

The overall impact of population-weighted density is split unevenly between the indirect effect through the household vehicle miles traveled (−0.13, 72%) and direct effect (−0.05, 28%). The direct effect of population-weighted density may be captured through other modes of travel. Firstly, people living in the areas of higher population-weighted density normally have more choices to satisfy their needs of transportation since the existence of rail or subway system heavily depends on density. As to bus services, bus routes and frequency can also be positively related to higher level of population density, which eventually affect passenger ridership and per passenger-mile CO₂ emissions. The impact of population-weighted density on household emissions from travel may also be captured through owning more fuel-efficient vehicles to lower congestion cost.

The magnitude of the estimated population weighted density on VMT is consistent with existing evidence ranging from −0.04 to −0.3 (Ewing and Cervero, 2010; Ewing et al., 2008). When the average population density is used, its elasticity of −0.086 is very close to the results obtained by Kim and Brownstone (2013) (−0.08). While population-weighted density is considered a more accurate measure of the urban characteristics of built-environment than the average population density used by most existing studies (Lee and Lee 2014), the magnitude of this variable on CO₂ emissions from household travel in absolute value is smaller than that obtained by Lee and Lee (0.48). This difference may be because of several factors combined. First, the data used in this paper are based on observations surveyed before September 2008 when gasoline prices were very high while Lee and Lee use data in 2001 when gasoline prices were much lower. Second, given the importance of fuel costs on travel, this paper includes average gasoline prices on a 12-month basis to capture the impact of energy prices. Energy prices, however, are not controlled in Lee and Lee (Table 2). Third, in addition to several additional spatial characteristics used, this paper also includes TDM policy instruments.

The variation of population density at the tract level is the variable used to capture the dispersion of population. This variable is positive and statistically significant at the level of at least 0.01 in both equations although both coefficients are very small. The higher level of variation of population density may be the result of poor urban planning and land use management or fragmentation of local governments in terms of land use regulation. Its overall impact on CO₂ emissions from household travel is 0.0024. The variable of population centrality only affects CO₂ emissions from household travel indirectly through the vehicle miles traveled equation with an overall impact of 0.02.

The impact of employment distribution is captured by the employment and housing imbalance index. Its coefficients are positive and statistically significant at the level of at least 0.01 for both equations. This finding suggests that CO₂ emissions from household travel are higher in those areas with a higher level of
The impact of other spatial characteristics beyond population and employment distribution is captured by the spatial size of an area, city shape index, and median distance to city center. Among these three variables, the coefficients of the city shape are positive and statistically significant at the level of at least 0.01 in the household VMT equation. It indirectly affects household CO₂ emissions from travel with an overall impact of 0.11. Median distance to city center is a proxy to reflect the impact of appealingness of city center. The coefficient is negative and statistically significant at the level of at least 0.01 in the household VMT equation. This variable indirectly affects household CO₂ emissions from travel with an overall impact of 0.009. This finding suggests that household CO₂ emissions from travel are higher in those areas with appealing city centers, although the magnitude of the impact is quite small.

Road network density has been identified by many studies as an important factor affecting travel demand. Its overall impact is 0.09, suggesting that a household’s CO₂ emissions from travel is 0.9% higher with a 10 increase in major road density. Rail availability variable indirectly affects CO₂ emissions from household travel with an overall impact of −0.09, suggesting that CO₂ emissions from household travel are lower in those areas with rail available. The average gasoline price during the 12-month period before the survey data is used to capture the impact of variable monetary cost of travel. Its coefficient is negative and statistically significant at
the level of at least 0.1 in the household VMT equation. It indirectly affects household CO₂ emissions from travel with an overall impact of ~0.08, suggesting the CO₂ emissions from household travel are lower by 0.8% if gasoline prices increase by 10%.

Among all the control variables, four variables are used to control for weather and geographic conditions: The mean cooling-degree days and mean heating-degree days, physical barriers of an area such as high mountains, and rugged terrain. The regression results indicate that their coefficients are statistically significant. Their overall impact, however, are very limited.

5.1. Robustness Check

Robustness check is conducted to test whether the major findings of this paper remain unchanged. The first robustness check is to see whether the major findings are sensitive to control variables measured in alternative way. In this robustness check, the household income enters the regression as a continuous variable while household structure is measured by 19 dummy variables based on different combinations of number of adults and number of children (based on the household size, number of adults and number of children, 16 dummy variables are created to reflect inter-household structure differences. For one-adult households, four dummy variables are created with respect to the number of children ranging from zero to three. For two-adult households, the number of children ranges from one to four. For three-adult and four-adult households, the number of children ranges from zero to four. The base category is two-adult households without children). The second robustness check is to run the regressions using the simultaneous equation model (with stata command reg3 (3SLS)) and structured equation model with different estimation methods (maximum likelihood and maximum likelihood with missing values) based on variables used in this paper and alternative measures used in the first robustness check. The results from the above robustness check are summarized in Table 6.

While the robustness check suggests that the results are encouraging, one important limitation of this paper is the fact that we use 1-year cross sectional data, which does not allow us to capture the impact of those variables of interest over time. This is definitely an area worth further investigation.

6. CONCLUSION AND POLICY IMPLICATIONS

This paper examines the impact of a wide variety of measures of TDM policy instruments and urban spatial characteristics on household CO₂ emissions from travel based on more than 27,000 observations from the 2009 NHTS surveyed before the most recent financial crisis. The regression results indicate that TDM instruments and urban spatial characteristics affect household CO₂ emissions from travel in a complicated way. Population-weighted density, rail availability, and TDM instruments such as parking management, promotion of transit use and carpool, and employer-based TDM programs have a moderate but negative impact on household CO₂ emissions from travel. On the other hand, employment and population distribution imbalance and major road network density have a moderate but positive impact on household CO₂ emissions from travel.

The regression results indicate that doubling population-weighted density is associated with a decrease of household CO₂ emissions from travel by 18%. Given the fact that transit route and frequency are highly dependent on population density, urban design aimed at increasing population-weighted density, coupled with public policies such as parking management and promotion of transit use and shared ride could help curbing household CO₂ emissions from travel furthermore. If local governments also make efforts to reduce the imbalance between employment and population distribution through combining mixed land use and entrepreneur-
friendly actions, compact urban design could be more meaningful in reducing household CO₂ emissions from travel.

Considering the federal goal of reducing US GHG emissions and the trend of increasing emissions from transportation since 2012, the findings of this paper present evidence that TDM instruments and urban spatial design or improvement could play a supplemental yet important role in mitigating GHG emissions. Changing spatial characteristics, however, requires a long-term effort by all levels of government. For those areas focusing on urban renewal and redevelopment, urban design of meaningful density threshold, mixed land use, and transit oriented is of essence. For those areas at the urban fringe, state policies and support are necessary to avoid the fragmented development, which is especially true in those areas with different levels of land use regulations.

REFERENCES


Handy, S. (2005), Smart growth and the transportation-land use connection: What does the research tell us? International Regional Science Review, 28(2), 146-167.


Su, Q. (2010), Travel demand in the U.S. Urban areas: A system dynamic