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Abstract—The time-series models which has an has an 

important place in the statistical forecasting methods are widely 

used in many disciplines such as economy, production 

management, and engineering in order to perform realistic 

estimates for the future. Produced results of these methods which 

are diversified in time, is variable for different data sets. A model 

that produces pretty good results for a dataset may not be realistic 

for the other dataset. The success of the time-series forecasting 

methods is directly related to the quantitative characteristic 

features of a dataset ranked through time. In this study, it is tried 

to identify the main principles for determining the correct method 

and suitably selecting the parameters within the framework of 

time-series forecasting models and quantitative characteristics of 

the data sets.  

 

 

Index Terms— Exponential smoothing, forecasting methods, 

time series, statistics.  
 

I. INTRODUCTION 

ODAY, forward-looking strategic planning is needed for a 

competitive free market economy. In this sense, monitoring 

of the balance between demands and manufactured products 

continually is critical to make accurate assessments. Time series 

methods which are classified in quantitative forecasting 

methods are used effectively quite a long time in particular to 

estimate short and medium-term data. Time-series forecasting 

models utilize historical data lined up at regular intervals. It is 

possible to encounter many different varieties such as simple 

moving averages, exponential smoothing methods, adaptive 

smoothing methods, and etc. Certainly, the reason for the 

emergence of many types of methods is due to the changing of 

success level according to different data characteristics. In this 

study, some of time-series forecasting models and the 

relationships among their performances with the series 

characteristics are examined. 
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II. THE TIME SERIES ANALYSIS 

The preferred time series models are differ from each other 

according to the data sets in various sectors. In the literature, 

the time series characteristics are described in principle 

generally [1-4]. The characteristics changes shown in Fig. 1 

may be involved individually or in combination in the time 

series. In such a case, the method to be used should be selected 

correctly in order to make accurate forecasts or time series 

analysis. 

 

Trend:  

It refers to the long term upward or downward changes. 

Linear, exponential or logarithmic may be. 
 

Seasonal changes:  

It refers to short-term and regular changes within a certain 

period. 
 

Conjectural changes:  

It refers to long-term and cyclical changes. 

 

Deviations:  

It refers to non-periodic unusual changes. 

 

Random changes:  

It refers to all changes except the other changes. 
 

From simple to complex, there are many time-series analysis 

methods. One of the most successful methods following the 

characteristic of time series is exponential smoothing method 

[5]. Brown and Holt's (1950) exponential smoothing method 

has been developed and many additions have been made on 

original method during this time [1,5-7]. In the literature first 

time, exponential smoothing method has been classified by 

Pegels (1969) for different combinations of trends and seasonal 

changes. And then, this classification has been extended by 

Gardner, McKenzie and Taylor [2,8]. As is apparent from Table 

1, trend and seasonal components are not a function of each 

other in additive model but these components varies in direct 

proportion to each other in the multiplicative model. 

Three different parameters α, β, and δ used in the Extended 

exponential smoothing method, refer to the level, the trend, and 

the seasonal components respectively. 
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TABLE I 

EXTENDED EXPONENTIAL SMOOTHING STATEMENTS 
                                                                                              Seasonality 

None Additive Multiplicative 
Tr

e
n

d
 

 
None 
 

𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)𝑆𝑡−1 

�̂�𝑡(𝑚) = 𝑆𝑡 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)𝑆𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = 𝑆𝑡 + 𝐼𝑡−𝑝+𝑚 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)𝑆𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = 𝑆𝑡 𝐼𝑡−𝑝+𝑚 

Additive 

 

𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1 + 𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑇𝑡−1 

�̂�𝑡(𝑚) = 𝑆𝑡 + 𝑚𝑇𝑡 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1 + 𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑇𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = 𝑆𝑡 + 𝑚𝑇𝑡 + 𝐼𝑡−𝑝+𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1 + 𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑇𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = (𝑆𝑡 + 𝑚𝑇𝑡)𝐼𝑡−𝑝+𝑚 

 

Multiplicative 

 

𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1 

�̂�𝑡(𝑚) = 𝑆𝑡 𝑅𝑡
𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = 𝑆𝑡 𝑅𝑡
𝑚 + 𝐼𝑡−𝑝+𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

�̂�𝑡(𝑚) = (𝑆𝑡 𝑅𝑡
𝑚)𝐼𝑡−𝑝+𝑚 

 

Additive 
damped 

𝑆𝑡

= 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1 + ∅𝑇𝑡−1) 

𝑇𝑡

= 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)∅𝑇𝑡−1 

 

�̂�𝑡(𝑚) = 𝑆𝑡 + ∑ ∅𝑖𝑇𝑡

𝑚

𝑖=1

 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1 + ∅𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)∅𝑇𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

 

�̂�𝑡(𝑚) = 𝑆𝑡 + ∑ ∅𝑖𝑇𝑡

𝑚

𝑖=1

+ 𝐼𝑡−𝑝+𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1

+ ∅𝑇𝑡−1) 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)∅𝑇𝑡−1 

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

 

�̂�𝑡(𝑚) = (𝑆𝑡 + ∑ ∅𝑖𝑇𝑡

𝑚

𝑖=1

) 𝐼𝑡−𝑝+𝑚 

 

 
Multiplicative 

damped  

 

𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1
∅ ) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1
∅  

 

�̂�𝑡(𝑚) = 𝑆𝑡 𝑅𝑡

∑ ∅𝑖𝑚
𝑖=1  

 

 

𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1
∅ ) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1
∅  

𝐼𝑡 = 𝛿(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

 

�̂�𝑡(𝑚) = 𝑆𝑡 𝑅𝑡

∑ ∅𝑖𝑚
𝑖=1 + 𝐼𝑡−𝑝+𝑚 

 

 

𝑆𝑡 = 𝛼(𝑋𝑡/𝐼𝑡−𝑝) + (1 − 𝛼)(𝑆𝑡−1𝑅𝑡−1
∅ ) 

𝑅𝑡 = 𝛽(𝑆𝑡/𝑆𝑡−1) + (1 − 𝛽)𝑅𝑡−1
∅  

𝐼𝑡 = 𝛿(𝑋𝑡/𝑆𝑡) + (1 − 𝛿)𝐼𝑡−𝑝 

 

�̂�𝑡(𝑚) = (𝑆𝑡 𝑅𝑡

∑ ∅𝑖𝑚
𝑖=1 ) 𝐼𝑡−𝑝+𝑚 

 

 

α 

β 

δ 

ϕ 

m 

p 

𝑆𝑡  

𝑋𝑡 

�̂�𝑡(𝑚) 

𝑇𝑡 

𝑅𝑡 

𝐼𝑡 

 

 

Smoothing parameter for the level of the series 

Smoothing parameter for the trend  

Smoothing parameter for seasonal indices  

Damping parameter  

Number forecast period 

Number of periods in the seasonal cycle 

Smoothed level of the series in period(t) 

Observed value of the time series in period(t) 

Forecast for m periods ahead from (t) 

Smoothed additive trend in period(t) 

Smoothed multiplicative trend in period(t) 

Smoothed seasonal index in period(t) 
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Fig. 1.  The characteristics of the time series 

 

Each one is selected independently according to the 

characteristics of the time series. Except for some studies, these 

parameters are chosen between 0 and +1 value as a general rule. 

Selecting of each parameter close to the value 0, it means 

reduced sensitivity to noise on the related components. But in 

this case, it becomes difficult to catch the changes of the related 

components. If the parameters are selected close to the value 

+1, the changes of the related components may be quickly 

caught. But in this case, noise will be effective on the estimates. 

If there are non-uniform or step changes of the time series, the 

error rates increase. Therefore, a different approach emerged 

that the smoothing factor should be changed sensitive to current 

changes of the time series. There are many methods introduced 

within the scope adaptive smoothing title but the most well-

known method is Trigg and Leach version in the literature [5, 

9]. This method is based on simple exponential smoothing 

method and only α parameter is adjusted. 

 

𝑆𝑡+1 = 𝛼𝑡𝑋𝑡 + (1 − 𝛼𝑡)𝑆𝑡                   (1) 

 

𝑎𝑡 = |
𝐸𝑡

𝐴𝑡
|                          (2) 

 

𝐸𝑡 = 𝛾𝑒𝑡 + (1 − 𝛾)𝐸𝑡−1                   (3) 

 

𝐴𝑡 = 𝛾|𝑒𝑡| + (1 − 𝛾)𝐴𝑡−1                  (4) 
 

Where, αt  refers to the smoothing factor in period (t), Et refers 

to the smoothed forecast error, At refers to the smoothed 

absolute error, γ refers to the arbitrarily selected constant, and 

et refers to the forecast error (et = Xt − St) in period (t). 

Although the Trigg and Leach method is one of the pioneer 

studies in adaptive smoothing methods, some cases it produces 

unstable forecast results [1,5]. Moreover, there are many studies 

used fixed smoothing factor that give better results than the 

adaptive version [1, 10, 11]. Regarding the adaptive smoothing 

approach, newly and promising studies continue for different 

time series characteristics [5, 12-17]. 

III. QUANTITATIVE ANALYSIS 

Simple Exponential smoothing (SES) and weighted moving 

average (WMA) methods are very similar mathematically. In 

both methods, it is important to choose right parameters 

according to the data set in order to reduce error rates. As shown 

in Fig. 2, the parameters are chosen (n=3; 0.5, 0.3, 0.2) for 

WMA method and (α=0.8) for ES method. ES method has two 

advantages compared to WMA method. The first, the forecast 

could start from the second iteration and secondly, the equation 

is simpler.  

The objective function that minimizes the mean squared error 

can be used for the selection of the optimal smoothing factor. 

The changes of the time series are shown in Fig. 3 for large, 

small, and optimal values of the smoothing parameters. Mean 

square errors are found 1164 for α = 0.8, 1118 for α = 0.55, and 

1215 for α = 0.2, respectively. Optimal value of α contained 

herein is calculated considering the whole time series. 

Therefore, using optimal factor will not be eligible for the next 

estimates, if there are the major changes that have occurred in 

the recent period of the series. In such cases, adaptive 

smoothing method is advisable. 

The extended models of exponential smoothing, trends and 

seasonality components can be incorporated into the series; it 

enables to make more accurate estimates. Trends and 

seasonality components in the expanded exponential smoothing 

methodology presented in Table 1 can be analyzed as additive 

or multiplicative in the series. However, the choice of 

multiplicative model gives better results for the time series 

which includes linear and nonlinear trend. This situation may 

be understood from time series analysis in Fig. 4 and the rate of 

errors in Table 2. The time series including trend and 

seasonality, in the process of determination of the factors   α, β 

and δ, it can be monitored which component is more effective 

Trend Conjectural changes Seasonal changes 

Deviations Random 

changes 

Long time Very long time Short time 

Very short 

time 
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on the series. Here, the objective function that minimizes the 

mean squared error mentioned above can be used in 

determining the appropriate factors. 

 

 
Fig. 2.  The comparative forecast changes 

 

 
Fig. 3. The forecast changes for different α factors  

 

 
Fig. 4. The forecast changes for extended exponential smoothing methods 

0

5

10

15

20

25

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

M
o

n
it

o
ri

n
g

 v
al

u
e

Gerçek değer

MA

WMA

ES

Actual

MA

WMA

ES

0

50

100

150

200

250

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

M
o

n
it

o
ri

n
g

 v
al

u
e

Gerçek değer

alpha=0,55 (uygun değer)

alpha=0,8

alpha=0,2

Actual

α=0.55 (optimal)

α=0.8

α=0.2

90

100

110

120

130

140

150

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

M
o
n

it
o
ri

n
g

 v
al

u
e

Gerçek değer

Toplamlı

Çarpımlı

Actual

Additive 

Multiplicative



BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,                      DOI: 10.17694/bajece.73127 

 
Copyright © BAJECE                          ISSN: 2147-284X                      Special Issue  2015       Vol.3   No.4                      http://www.bajece.com 

 

229 

 
TABLE 2 

STATISTICAL EVALUATION (FOR FIGURE 4)  

Method  Errors 

MAD MSE MAPE 

Multiplicative (ES) 3.06 16.57 2.55% 

Additive (ES) 3.29 17.24 2.74% 

IV. RESULTS AND DISCUSSION 

The characteristic of time series has a major importance to 

determine the methods and to select the smoothing factors used 

in the related method. Some suggestions should be considered 

in the choice of the factors for simple or expanded exponential 

smoothing methods: 

 

For simple exponential smoothing; 

 If the time series are unidirectional and stable, α can be 

selected close to 1, 

 If the series changes character and continuous as the long-

term stable, α can be selected close to 1, 

 If there are short-term and continuing fluctuations in series, 

α can be selected close to 0, 

 

For extended exponential smoothing; 

 If the series contains a non-linear trend, in other words a 

change in the trend observed, the trend component β should 

be considered, 

 The coefficient β can be determined in proportional to the 

trend changes rate in the real,  

 If there are more or less repeated changes at regular intervals 

in the series, seasonality component δ should be considered, 

 Some waveforms in the time series move by sliding in the 

periods and this situation should be kept out of the 

seasonality. Otherwise the error rate can increase depending 

on the width of the slide, 

 

For adaptive smoothing;  

 If major and permanent changes (steps, shifts, unidirectional 

and quick rises etc.) reveals on the series in non-periodic 

intervals, adaptive smoothing method may be preferred, 

 If the changes happen on the very short-term as unstable 

fluctuations, using classic adaptive smoothing method may 

not be a solution. Because the error rates may increase. 

However, improved adaptive smoothing methods can offer 

solutions to this problem because it contains certain 

constraints. 
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