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Abstract: This study proposes a no-reference image quality 

assessment method for blurred images. In this approach, first, 

a discrete wavelet transform was applied to the sample images 

and then the results were decomposed into four subbands. This 

was followed by the calculation of the spatial frequencies of 

high-high (HH2) and low-low (LL2) subbands. Then the ratio of 

spatial frequencies of HH2 and LL2 subbands was calculated. 

Information about the image quality was obtained by using this 

ratio, with lower values indicative of better image quality. The 

study aims to investigate whether the proposed method is 

capable of measuring the image quality. The proposed 

technique was tested on the standard images. Three different 

images were used, of which each one was distorted with the same 

type and amount of noise. Motion noise, blurring and 

sharpening was applied to distort the images. The performance 

of the proposed method was evaluated and compared with eight 

representative image quality measures. This provides a 

meaningful comparison across different types of image 

distortions. Then, the cameraman image was also blurred with 

two different noises: Gaussian and disk-shaped blur. The 

varying amount of blur was compared with Universal Image 

Quality Index (UIQI) values of the cameraman image. The 

method gives good results in different resolutions as well. Its 

computation is easy, independent of viewing conditions. 

 

Index Terms— Blurring, Image Quality, Spatial Frequency, 

Wavelet Transform 

 

1. INTRODUCTION 
 

MAGE quality is a characteristic of an image that 

measures the detected image corruption. The quality 

assessment is an important part of image processing and 

vision algorithms. For measure amount of degradation in 

compressed image, filtering and quality enhancement 

systems are often used. Image compression reduces the 

quality of the image and some measure to quantify this image 

degradation is required.  

Image quality assessment can be done subjectively or 

objectively. Objective image visual quality analysis can be 

into no-reference (NR), reduced-reference (RF) and full-

reference (FR) based on the availability of the reference 

image. In FR metrics, the quality of a test image is measured 

by comparing it with a reference image. RR methods have 

partial information from the reference image. However, NR 

methods try to estimate the quality of an image without any 

reference. The aim of objective quality assessment research 

is to provide quality metrics that can predict video and image 

quality automatically [1].  
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Subjective methods are impractical for real time 

implementation, because there are costly and time consuming 

[2]. In human vision system (HSV) based metrics, difference 

between the test and the reference images is standardized 

according to its visibility, as determined by psychophysics of 

human perception.  

There are many objective image quality measure 

methods in the literature. The MSE (Mean Squared Error) 

and the PSNR (Peak Signal-to-Noise Ratio) are the two most 

common objective assessment methods [3]. The MSE, SNR 

and PSNR are computed quickly. However, these assessment 

methods are not always the best choice, especially if a 

comparison will be performed against the human perception 

of the image quality [4]. A mathematically defined universal 

image quality index is proposed [5]. This approach does not 

depend on the images being tested, the individual observers 

or the viewing conditions. It must be convenient to different 

image processing applications and supply significant 

comparison across various types of image distortions. UIQI 

and SSIM are more correct and consistent than PSNR and 

MSE despite they cost more [6]. De-noising performances 

are quantitatively measured by the PSNR, MSE, RMSE, IEF 

(Measure of Enhancement Factor) [7-9].  

Blurring is one of the most common distortions 

encountered in image processing applications. It can be 

caused by lot of reasons like camera shake, defocus, motion 

etc. Extreme blur in an image creates problem for user to 

classify and identify objects in an image. Numerous design 

strategies have been utilized by different researchers in 

developing image quality assessment techniques for blurred 

images [10]. Calculation of edge-width [11], histogram based 

assessment [12, 13], power spectrum based assessment [14], 

wavelet based techniques [15, 16], and neural network-based 

methods [4] are among these approaches. A no reference blur 

image quality metric was introduced in [17]. This approach 

was based on wavelet transform. It was examined edges 

through a multiresolution decomposition. In [18] study, the 

input image is decomposed via a three-level separable 

discrete wavelet transforms (DWT). The log-energies of the 

DWT subbands are estimated. A scalar index is calculated 

using a weighted average of these log-energies. 

This study proposes a no-reference image quality 

assessment method for blurred images. The approach is 

independent from the images being tested, the individual 

observers or the viewing conditions. We present a simple and 

effective method. Its computation is easy, independent of 

viewing conditions. This supplies a meaning comparison 

across various types of image distortions. The achievement 

of the proposed method was estimated and compared with the 

other representative quality assessment. 

An alternative image quality assessment method 

for blurred images 
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2. MATERIAL AND METHODS 

 

2.1. Image Quality Measures 

 

In the objective approach, the image quality is assessed 

by using a mathematical formula that attempts to quantify the 

amount of image distortion.  

 

2.1.1. The signal to noise ratio (SNR) and Peak Signal to 

Noise Ratio 

 

SNR and PSNR are a mathematical measure of image 

quality based on the pixel differences between two images 

[19, 20]. The SNR measure is a calculation of the quality of 

a reconstructed image compared with the original image. The 

whole idea is to obtain a single number that reflects the 

quality of the image by computing the ratio of the signal 

power to the noise power. The PSNR is the rate between the 

maximum possible power of a signal and the power of 

corrupting noise. The PSNR is expressed in logarithmic 

level. The mathematical term for it is: 

 

PSNR=20log10(
MAXf

√MSE
)……………………(1) 

 

MAXf: The maximum signal value that exists in the original 

image  

 

2.1.2. Mean Squared Error (MSE) 

 

MSE is a measure of control and quality. The MSE is defined 

as follows 

 

MSE=
1

M*N
∑ ∑[𝐴(𝑎, 𝑏) − 𝑊(𝑎, 𝑏)]2 … … (2)

𝑏𝑎

 

 

where A(a, b) is the original image and W(a, b) is the 

distorted image that contain M x N pixels. 

 

2.1.3. Universal Image Quality Index (UIQI)  

 

The UIQI is a mathematically defined measurement, that is 

easy to compute and independent of viewing conditions. In 

2002, Wang and Bovik proposed this measure [5], it breaks 

the comparison between distorted and original image into 

three comparisons: contrast, structural, luminance and 

comparisons as in (3), (4), and (5). The dynamic range for the 

quality index is [-1; 1], where 1 represents a perfect image 

quality. 

 

l(x, y) =
2𝜇𝑥𝜇𝑦

𝜇𝑥
2 + 𝜇𝑦

2
 … … … … … … . . … . . . . (3) 

 

c(x, y) =
2𝜎𝑥𝜎𝑦

𝜎𝑥
2 + 𝜎𝑦

2
 … … … … . … … … . … . (4) 

 

s(x, y) =
2𝜎𝑥𝑦

𝜎𝑥 + 𝜎𝑦

 … … … … … … … … … . (5) 

where 𝜇𝑥𝜇𝑦 represents the mean values of distorted and 

original images. And 𝜎𝑦𝜎𝑥  represents the standard deviation 

of distorted and original images, and 𝜎𝑥𝑦  is the covariance of 

both images. The UIQI is given in (6). 

 

UIQI(x, y) = I(x, y). c(x, y). s(x, y)

=
4𝜇𝑥𝜇𝑦𝜇𝑥𝑦

(𝜇𝑥
2 + 𝜇𝑦

2)(𝜎𝑥
2 + 𝜎𝑦

2)
 … ….              (6) 

 

2.1.4.  Root Mean Squared Error (RMSE) 

 

MSE is a tool to quantify the difference between a copy and 

the true value of the amount being calculated. In statistic it is 

defined as a risk function [4]. Mathematically it is expressed 

as: 

 

RMSE = √
1

XY
∑ ∑[I(x, y) − Ic(x, y)]2

Y

y=1

X

x=0

              (7) 

 

where I (x, y) is the original image and Ic(x, y) is the distorted 

image. X and Y are the sizes of the image.  

 

2.1.5. Structural Similarity (SSIM) 

 

The distorted and original images are divided into blocks of 

size 8 x 8 and then the blocks are converted into vectors. 

Then, two standard derivations, two means and one 

covariance value are computed as in (8), (9), and (10) [5]. 

 

𝜇𝑥 =
1

𝑇
∑ 𝑥𝑖  

𝑇

𝑖=1

𝜇𝑦 =
1

𝑇
∑ 𝑦𝑖

𝑇

𝑖=1

 … … … … … … … … … . (8) 

𝜎𝑥
2 =

1

𝑇 − 1
∑(𝑥𝑖 − 𝑥 ̅

𝑇

𝑖=1

)2 𝜎𝑦
2

=
1

𝑇 − 1
∑(𝑦𝑖 − 𝑦 ̅

𝑇

𝑖=1

)2  …             . (9) 

𝜎𝑥𝑦
2 =

1

𝑇 − 1
∑(𝑥𝑖 − �̅�

𝑇

𝑖=1

) (𝑦𝑖 − �̅�) … … … … … … . (10) 

 

Structural similarity index measure between images x and y 

is given by (11). 

 

SSIM(x, y) =
(2𝜇𝑥𝜇𝑦 + 𝑐1)(2𝜎𝑥𝑦 + 𝑐2)

(𝜇𝑥
2 + 𝜇𝑦

2 + 𝑐1)(𝜎𝑥
2 + 𝜎𝑦

2+𝑐2)
 … … … (11) 

 

where c1 and c2 are constants. 

 

Like in UIQI, SSIM is applied locally using sliding window 

of size B x B that moves pixel by pixel horizontally and 

vertically covering all the rows and columns of the image, 

starting from top left corner of the image [6].  

 

2.1.6. The measure of enhancement (EME) and measure of 

enhancement factor (EMF) 
 

EME and EMF are defined in equation (4) and (5) 

respectively. EME (measure of enhancement) has been 

developed by Agaian et. al. [21]. 
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EME(e) =
1

𝑘1𝑘2

∑ ∑ 20ln (
𝐼𝑚𝑎𝑥

𝑙,𝑚

𝐼𝑚𝑖𝑛
𝑙,𝑚

) … …  (12)

𝑘2

𝑙=1

𝑘1

𝑚=1

 

 

where, the image is divided into k1k2 blocks, α is a 

constant, 𝐼𝑚𝑎𝑥
𝑙,𝑚

 and 𝐼𝑚𝑖𝑛
𝑙,𝑚

 are the maximum and minimum 

values of the pixels in each block of the enhanced image. 

EMF between input image and output image is described as: 

 

EMF =
EME𝑜𝑢𝑡𝑝𝑢𝑡

EME𝑖𝑛𝑝𝑢𝑡

   … … … . … …               (13) 

 

2.1.7. Mean absolute error (MAE) 

 

MAE is described as below [22]; 

 

𝑀𝐴𝐸(𝑟, 𝑒) =
1

𝑀𝑁
∑ ∑⌊𝑛(𝑖, 𝑗)⌋  … … … . .(14)

𝑁−1

𝑗=0

𝑀−1

𝑖=0

 

 

2.2. Proposed Method 

 

In this study, first, a discrete wavelet transform (DWT) 

was applied to the sample images. Multi-resolution filter 

banks and particular wavelet filters are used in this transform 

for the analysis and reconstruction of signals. The different 

output signals of the decomposition filter bank are called as 

sub-bands. A filter bank consists of filters that separate a 

signal from the frequency bands [23]. Two-level 2D 

transform operations were computed by using filter banks. 

The high-high (HH1), high-low (HL1), low-high (LH1), and 

low-low (LL1) subbands are one level decomposition of 2D-

DWT. After finishing the first level decomposition, second 

level decomposition was performed [24]. 

And, as a result of this transform, it was decomposed into 

four sub-bands: HH2, HL2, LH2 and LL2. This was followed 

by the calculation of the spatial frequencies of HH2 and LL2 

sub-bands using equation (5)-(7). For an M × N sized image, 

the spatial frequency is calculated as follows: where, RF is 

the row frequency, and CF is the column frequency. Spatial 

frequency indicates the overall information level in an image 

and measures the variation of pixels [25]. It is usually used 

with wavelet transform in image fusion studies [26, 27]. In 

[28], wavelet transform and spatial frequency was used to 

calculate iterative value of cellular neural network. The 

spatial frequency needs to be decreased if the images are 

blurred more. And, a higher value of spatial frequency 

indicates higher quality and contrast of the image.  

 

𝑆𝐹 = √(𝐶𝐹)2 + (𝑅𝐹)2    … … … … … … … . … … … . (15) 

 

𝐶𝐹 = √
1

𝑀𝑁
∑ ∑ [𝐹(𝑚; 𝑛) − 𝐹(𝑚 − 1, 𝑛)]2

𝑀

𝑚=2

𝑁

𝑛=1

…  (16) 

 

𝑅𝐹 = √
1

𝑀𝑁
∑ ∑[𝐹(𝑚; 𝑛) − 𝐹(𝑚, 𝑛 − 1)]2

𝑁

𝑛=2

 

𝑀

𝑚=1

…  (17) 

 

Then the ratio of spatial frequencies of HH2 and LL2 

subbands was calculated. Information about the image 

quality was obtained by using this ratio. And, the value was 

compared with known image sharpness/blur measures. 

 

3. EXPERIMENTAL RESULTS 

 

 The test images used for our analysis shown were in 

Fig. 1 (a) Cameraman, (b) Lena and (c) Peppers. Three 

different images were used, of which each one was distorted 

with the same type and amount of noise. Motion noise, 

blurring and sharpening was applied to distort the images. 

Fig. 2 shows (a) original cameraman image, (b) motion noise, 

(c) blurring and (d) sharpening image. 

 

   
(a)   (b) 

    
 (c) 

 
Fig. 1. Examples of test images used for our analysis (a) Cameraman, (b) 

Lena and (c) Peppers 

 

 

 
(a)       (b) 

 
(c)             (d) 

 
Fig. 2. (a) Original cameraman image, 256x256, 8 bits/pixel, (b) motion, 

(c) blurring and (d) sharpened image 

 

 

Original Image Motion Blurred Image

Blurred Image Sharpened Image

Original Image Motion Blurred Image

Blurred Image Sharpened Image

Original Image Motion Blurred Image

Blurred Image Sharpened Image

Original Image Motion Blurred Image

Blurred Image Sharpened Image

Original Image Motion Blurred Image

Blurred Image Sharpened Image
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First image used was the 8 bit 256x256 grayscale 

cameraman image. After applying some distortion to the 

original images, the image quality assessments were 

performed on these distorted images and the results were 

compared.  

The image quality assessment for the cameraman image 

is shown in the results in Table 1. Table 1 shows the UIQI, 

PSNR, MSE, RMSE, EME, EMF, MAE, SNR and SIMM 

values, calculated between original and distorted images, 

respectively. Proposed methodology utilizes a no-reference 

image approach. 
 

TABLE 1.  

COMPARISON OF CAMERAMAN IMAGE QUALITY MEASURES 

 

The proposed algorithm was also tested on the Lena 

image. Lena image was an 8 bit 256x256 grayscale image. 

Assessment values are shown in Table 2. 

 
TABLE 2.  

COMPARISON OF LENA IMAGE QUALITY MEASURES  

 

Some processing was applied to the Peppers Image. The 

Peppers image was 8 bit and 1200x1200 grayscale image. 

Assessment values are shown in Table 3. 

 
TABLE 3.  

COMPARISON OF PEPPERS IMAGE QUALITY MEASURES  

 

For good metric, the values of PSNR, SNR, UQI, EMF and 

SSIM should be high. Also, the values of MSE, RMSE, and 

MAE should be low. RMS is obtained by the square root of 

the MSE. The small is preferred. The MSE, SNR and PSNR 

are fast to compute, and hence widely used. However, this 

measures are not always the best choice, especially if a 

comparison against human perception of the image quality is 

done. Although there is a clear visual difference between 

these images, the difference is not very good reflected in the 

quality score given by the PSNR and the MSE. The SSIM 

and UIQI are visually more consistent with the image quality 

scores, according to the results presented in the Tables. The 

dynamic range for UIQI is [-1; 1], where 1 represents a 

perfect image quality. 

The clarity of image is expected to decrease when a 

motion or blur distortion is applied. And, the clarity of image 

is expected to increase when a sharpening is applied. 

Accordingly, the SIMM and UIQI parameters provide the 

scores in each of the Tables. The proposed method may give 

information about the clarity, inversely proportional to these 

two parameters. Proposed value decreases with increasing 

clarity. A lower proposed value indicates a better quality 

image. So, it can give information about the image. The 

higher this value is so much noise. 

The cameraman image was also blurred with two 

different noises: Gaussian and disk-shaped blur. First, the 

cameraman image was blurred with Gaussian blur at different 

values of sigma = 0.5, 1.0, 2.0, 2.5. Then, the image was 

further blurred with disk-blur with se = 5, 10, 12, 15. The 

blurred images and respective proposed values changed 

depending on the noise levels are shown in Fig.3 (a). Fig.3 

(a) indicates the relationship between the proposed image 

quality assessment and the amount of blurring applied to the 

cameraman image for different values of sigma.  

 

 
(a) 

 

 
(b) 

Fig. 3. (a) Shown that changed proposed value with noise, b) shown that 

changed UIQI value with noise. 
 

Cameraman  motion blurred  sharpened  

Proposed 3.5203 14.1384 1.1646 

UIQI 0.2100 0.1097  0.5678 

PSNR 19.8642 18.9878 19.5906 

MSE 676.1797 827.3670 720.1431 

RMSE 26.0035 28.7640 26.8355 

EMF 0.42 0.28 0.58 

MAE 14.0620 16.344  15.4276 

SNR -4.5376 -5.413  -4.8111 

SIMM 0.6069 0.5508 0.6987 

Lena(256x256) motion blurred  sharpened  

Proposed 3.8160 15.3463 1.2064 

UIQI 0.4214 0.2290 0.6718 

PSNR 21.1862 19.6975 20.7449 

MSE 498.7276 702.6348 552.0695 

RMSE 22.3322 26.5073 23.4962 

EMF 0.44 0.28 0.53 

MAE 14.1988 18.1324 14.2617 

SNR -2.9832 -4.4718 -3.4245 

SIMM 0.6034 0.4889 0.7026 

Peppers 

(1200x1200) 
motion blurred  Sharpened  

Proposed 10.3359 17.2360 3.0954 

UIQI 0.4176 0.3801 0.6593 

PSNR 33.6666 34.0125 41.5911 

MSE 28.1720 26.0151 4.5433 

RMSE 5.3077 5.1005 2.1315 

EMF 0.44 0.32 0.62 

MAE 1.8506 1.8128 1.2749 

SNR 5.3962 5.7421 13.3207 

SIMM 0.9679 0.9712 0.9988 
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The value of proposed value increases as the quality of image 

decreases in all cases. This trend is also seen in the images 

blurred with different disk-shape blur values. The proposed 

values increase with increasing noise. Fig. 3 (b) shows UIQI 

values of the cameraman image with varying amount of blur. 

An important observation is that the proposed value increases 

with the amount of blur in an image. 

 

4. CONCLUSIONS 

 

It is hard to get the same quality score even if the same 

level of distortion is applied to different images. Most of the 

image quality metrics are based on the difference between the 

distorted and the original image. In this study, we have 

discussed an objective quality assessment approach that 

requires no reference image. This method was tested on three 

different grayscale images. Test images were generated from 

the original images by distorting with noise. The proposed 

values obtained without reference images were compared 

with other image quality assessment parameters. It has a low 

computational complexity, that is, it is fast and easy to 

implement. This assessment method gives good results in 

variable quality of input images as well. And also, it is 

capable of giving information about the blurred images. The 

method has been shown to provide information about the 

quality of the image in a simple way without reference image. 

The method enables us to measure the noise level. Further 

studies, using this information about the quality of the image, 

image enhancement / repair operations can be done. 
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