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#### Abstract

In this study differential quadrature method based on quintic B-spline functions is setup for numerical solutions for nonlinear viscous Burgers' equation. After space discretization with differential quadrature and application of boundary conditions, the resultant ordinary differential equation system is integrated in time by using Runge-Kutta method of order four. The method is validated by solving two initial value problems for the Burgers' equation. The errors of the numerical solutions are measured by using discrete maximum norm. A comparison with some earlier works also given for the problem modeling fadeout of an initial shock.
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## 1. Introduction

One dimensional nonlinear Burgers' equation (NBE)

$$
\begin{equation*}
\frac{\partial U(x, t)}{\partial t}+U(x, t) \frac{\partial U(x, t)}{\partial x}-\beta \frac{\partial^{2} U(x, t)}{\partial x^{2}}=0 \tag{1}
\end{equation*}
$$

where $\beta>0$ denotes the constant viscosity coefficient was first proposed by Bateman with its steady state solutions [1, 2]. Burgers[3] used the NBE as a simple mathematical model to illustrate the theory of turbulence due to its analogy to Navier-Stokes equations[4]. In the equation, the terms $U U_{x}$ and $\beta U_{x x}$ represent simple nonlinear advection and linear diffusion, respectively[5]. The NBE models a competition of wave steepening $U U_{x}$ and diffusion $\beta U_{x x}[6]$.

Different types of the NBE is used as a model in various areas covering physics, engineering, etc. The NBE was used as a model in gas dynamics and continuous stochastic process[2]. Formation, propagation and decay of shock waves can be modeled by the NBE[7]. Kachroo et al. showed that the NBE is a model for traffic flow problem[8].

In astrophysics, the evolution of density inhomogenities and the velocity field in an expanding continuous medium was studied based on the NBE[9]. Katz and Green considered the NBE as a very simple model of interstellar dynamics with the assumption of isobaric gases and impulse
giving random supernova explosions[10]. Kofman and Raga also used one dimensional viscous NBE to model structures of knots in jet flows[11].

According to Wazwaz, the NBE is a completely integrable and an approximation of lowest order for one-dimensional weak shock wave motion in a fluid, description of a highway traffic phenomena, and a model for acoustic transmission[12]. Cole used the same equation for heat conduction problems[13]. In the same study, he solved the NBE analytically after reducing it linear diffusion equation by using a nonlinear transformation based upon logarithmic functions[13]. Hopf also solved the NBE simultaneously by using the same reduction with Cole and showed that it can be solved for arbitrary initial conditions[14]. Some more exact solutions were reported by Benton and Platzman[15].

Having analytical solutions for various initial boundary value problems attracts many researchers to validate the developed numerical algorithms. So far, various methods included in finite element, finite difference, and spectral method families have been proposed for solutions of the NBE. Implicit fourth-order compact finite difference method was developed by Liao to solve the NBE, which is converted to the linear heat equation by Cole-Hopf transformation[16]. Sari and Gürarslan used a compact finite difference method of order six to discretize the NBE in space and then integrated the obtained ordinary differential equation system in time with third-order RungeKutta method. They compared their results with some earlier results for two initial boundary value problems containing trigonometric and polynomial initial conditions and homogenous Dirichlet boundary conditions at both ends of the finite problem interval[17]. Zhu and Wang's study aimed to obtain the solutions of the NBE by implementation of cubic B-spline quasi-interpolation[19].

Many finite element methods covering Galerkin approaches [18, 21, 22] or B-spline based finite elements[23] were also constructed for the numerical solutions the NBE. Moreover some collocation methods $[24,25,20]$, and differential quadrature methods based upon various basis functions such as Lagrange polynomials with nonuniform grid distrubiton, cubic and quartic B-splines were constructed for different initial boundary value problems for the $\mathrm{NBE}[26,27,28]$.

This study aims to solve initial boundary value problems for the NBE by setting a differential quadrature algorithm based upon quintic B-spline functions. The accuracy and validity of the proposed algorithm will be checked by comparison with the exact solutions and some studies in literature. In the study, the general form of an initial boundary value problem for the NBE defined by

$$
\begin{align*}
\frac{\partial U(x, t)}{\partial t}+U(x, t) \frac{\partial U(x, t)}{\partial x}-\beta \frac{\partial^{2} U(x, t)}{\partial x^{2}} & =0, a<x<b, t>t_{0} \\
U\left(x, t_{0}\right) & =U_{0}(x)  \tag{2}\\
U(a, t) & =s_{1}(t), \\
U(b, t) & =s_{2}(t)
\end{align*}
$$

over a finite problem interval $[a, b]$ will be considered. Two different initial boundary value problems modeling fadeout of an initial shock and sinusoidal disturbance will be solved by application of the proposed method.

## 2. Quintic B-spline Differential Quadrature Method (QBSDQ)

Differential quadrature method (DQM) is a direct derivative approximate technique and is used to solve differential equations (possible for both ordinary and partial) numerically[29]. Since the derivatives of the functions at nodes is approximated by the weighted sum of nodal functional values at the whole domain, the main idea of the approximation can be analogous to finite difference. However, the application of the method has two fundamental steps. Following the determination of the weights of nodal functional values by using basis functions spanning the problem interval, the derivative approximations are substituted into the related derivative terms in the equation.

Let $P: a=x_{1}<x_{2}<\ldots<x_{N}=b$ be a uniform node distribution of the finite problem interval $[a, b]$. The approximation to $\frac{\partial U^{r}(x, t)}{\partial x^{r}}$ at $x_{i}$ is written as

$$
\begin{equation*}
\frac{\partial U^{r}\left(x_{i}, t\right)}{\partial x^{r}}=\sum_{j=1}^{N} w_{i, j}^{(r)} U\left(x_{j}, t\right), i=1,2, \ldots, N, r=1,2 \tag{3}
\end{equation*}
$$

where $w_{i, j}^{(r)}$ is the weights the function $U(x, t)$ at the grid $x_{i}$. So far, the determination of the weights $w_{i, j}^{(1)}$ and $w_{i, j}^{(2)}$ has been accomplished by using different basis function sets such as spline functions, radial basis functions, harmonic functions and Lagrange polynomials[29, 30, 31, 32, 33, 34, 35, 36, 37]. In this study, we will calculate the weights by substituting the quintic B-spline functions spanning the problem interval $[a, b]$.
Let $L_{m}(x), m=-1,0, \ldots, N+2$ be a quintic B-spline functions defined as

$$
L_{m}(x)=\frac{1}{h^{5}}\left\{\begin{array}{llc}
\tau_{1} & , & {\left[x_{m-3}, x_{m-2}\right]}  \tag{4}\\
\tau_{1}-6 \tau_{2} & , & {\left[x_{m-2}, x_{m-1}\right]} \\
\tau_{1}-6 \tau_{2}+15 \tau_{3} & , & {\left[x_{m-1}, x_{m}\right]} \\
\tau_{1}-6 \tau_{2}+15 \tau_{3}-20 \tau_{4} & , & {\left[x_{m}, x_{m+1}\right]} \\
\tau_{1}-6 \tau_{2}+15 \tau_{3}-20 \tau_{4}+15 \tau_{5} & , & {\left[x_{m+1}, x_{m+2}\right]} \\
\tau_{1}-6 \tau_{2}+15 \tau_{3}-20 \tau_{4}+15 \tau_{5}-6 \tau_{6} & , & {\left[x_{m+2}, x_{m+3}\right]}
\end{array}\right.
$$

where $\tau_{1}=\left(x-x_{m-3}\right)^{5}, \tau_{2}=\left(x-x_{m-2}\right)^{5}, \tau_{3}=\left(x-x_{m-1}\right)^{5}, \tau_{4}=\left(x-x_{m}\right)^{5}, \tau_{5}=\left(x-x_{m+1}\right)^{5}, \tau_{6}=$ $\left(x-x_{m+2}\right)^{5}$ [38]. Each quintic B-spline $L_{m}(x)$ has zero value out of the interval $\left[x_{m-3}, x_{m+3}\right]$ and the set $\left\{L_{m}(x)\right\}_{m=-1}^{N+2}$ spans $[a, b]$ and forms a basis for the functions defined in this interval. Substitution of each of the basis functions into Eq.(3) for fixed $x_{i}$ and $r$ leads to

$$
\begin{equation*}
\frac{d^{r} L_{m}\left(x_{i}\right)}{d x^{r}}=\sum_{j=m-2}^{m+2} w_{i j}^{(r)} L_{m}\left(x_{j}\right), m=-1,0, \ldots, N+2 \tag{5}
\end{equation*}
$$

Let $L_{m, j}$ be $L_{m}\left(x_{j}\right)$. Then, this equation system can be written in matrix form as

$$
\begin{equation*}
\mathbf{A w}=\mathbf{C} \tag{6}
\end{equation*}
$$

where

and

$$
\mathbf{C}=\left[\frac{d^{r} L_{-1}\left(x_{i}\right)}{d x^{r}}, \frac{d^{r} L_{0}\left(x_{i}\right)}{d x^{r}}, \ldots, \frac{d^{r} L_{N+2}\left(x_{i}\right)}{d x^{r}}\right]^{T}
$$

Since the linear equation system (7) has $N+4$ equations with $N+8$ unknowns, it is not uniquely solvable in its present form. Adjoining the equations

$$
\begin{aligned}
\frac{d^{r+1} L_{-1}\left(x_{i}\right)}{d x^{r+1}} & =\sum_{j=-3}^{1} w_{i, j}^{(r)} \frac{d L_{-1}\left(x_{j}\right)}{d x} \\
\frac{d^{r+1} L_{0}\left(x_{i}\right)}{d x^{r+1}} & =\sum_{j=-2}^{2} w_{i, j}^{(r)} \frac{d L_{0}\left(x_{j}\right)}{d x} \\
\frac{d^{r+1} L_{N+1}\left(x_{i}\right)}{d x^{r+1}} & =\sum_{j=N-1}^{N+3} w_{i, j}^{(r)} \frac{d L_{N+1}\left(x_{j}\right)}{d x} \\
\frac{d^{r+1} L_{N+2}\left(x_{i}\right)}{d x^{r+1}} & =\sum_{j=N}^{N+4} w_{i, j}^{(r)} \frac{d L_{N+2}\left(x_{j}\right)}{d x}
\end{aligned}
$$

to the system (7), converts it to a solvable system

$$
\begin{equation*}
\tilde{\mathbf{A}} \mathbf{w}=\tilde{\mathbf{C}} \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tilde{\mathbf{A}}=\left[\begin{array}{cccccccc}
L_{-1,-3} & L_{-1,-2} & L_{-1,-1} & L_{-1,0} & L_{-1,1} & & & \\
L_{-1,-3}^{\prime} & L_{-1,-2}^{\prime} & L_{-1,-1}^{\prime} & L_{-1,0}^{\prime} & L_{-1,1}^{\prime} & & & \\
& L_{0,-2} & L_{0,-1} & L_{0,0} & L_{0,1} & L_{0,2} & & \\
& L_{0,-2}^{\prime} & L_{0,-1}^{\prime} & L_{0,0}^{\prime} & L_{0,1}^{\prime} & L_{0,2}^{\prime} & & \\
& & \ddots & \ddots & \ddots & \ddots & \ddots & \\
& & & & & & & \\
& & & & & & & \\
& & & & & & & \\
& & L_{N+1, N-1} & L_{N+1, N} & L_{N+1, N+1} & L_{N+1, N+2} & L_{N+1, N+3} & \\
& & & L_{N+1, N-1}^{\prime} & L_{N+1, N}^{\prime} & L_{N+1, N+1}^{\prime} & L_{N+1, N+2}^{\prime} & L_{N+1, N+3}^{\prime} \\
& & & L_{N+2, N+1}^{\prime} & L_{N+2, N+2} & L_{N+2, N+3} & L_{N+2, N+4} & L_{N+2, N+1}^{\prime} \\
& & L_{N+2, N+2}^{\prime} & L_{N+2, N+3}^{\prime} & L_{N+2, N+4}^{\prime}
\end{array}\right] \\
& \tilde{\mathbf{C}}=\left[\frac{d^{r} L_{-1}\left(x_{i}\right)}{d x^{r}}, \frac{d^{r+1} L_{-1}\left(x_{i}\right)}{d x^{r+1}}, \frac{d^{r} L_{0}\left(x_{i}\right)}{d x^{r}}, \frac{d^{r+1} L_{0}\left(x_{i}\right)}{d x^{r+1}}, \ldots, \frac{d^{r} L_{N+2}\left(x_{i}\right)}{d x^{r}}, \frac{d^{r+1} L_{N+2}\left(x_{i}\right)}{d x^{r+1}}\right]^{T}
\end{aligned}
$$

for $w_{i j}^{(r)}$ with equal numbers of unknowns and equations. The system (7) can be modified to a system with a five banded coefficient matrix and then can be solved by using compatible Thomas algorithm. Solving the last system for $r=1$ and substitutions of each $x_{i}$ gives the weights $w_{i j}^{(1)}$ ( $N \times N$ coefficients for $i, j=1,2, \ldots, N$, the other coefficients are not used in the approximation) of the first order derivative approximation. Similarly, when $r=2$, this system generates the weights of the second order derivative term approximation $w_{i j}^{(2)}$.

## 3. Discretization of the NBE

Substitution of the approximations given in Eq.(3) into the NBE (1) instead of the derivative terms $U_{x}$ and $U_{x x}$ and the boundary conditions leads to the ODE system

$$
\begin{equation*}
\frac{\partial U\left(x_{i}, t\right)}{\partial t}=-U\left(x_{i}, t\right) \sum_{j=2}^{N-1} w_{i j}^{(1)} U\left(x_{j}, t\right)+\beta \sum_{j=2}^{N-1} w_{i j}^{(2)} U\left(x_{j}, t\right)+\kappa_{i}, i=2,3, \ldots, N-1 \tag{8}
\end{equation*}
$$

where $\kappa_{i}=-s_{1}(t)\left[w_{i, 1}^{(1)} s_{1}(t)+w_{i, N}^{(1)} s_{2}(t)\right]+\beta\left[w_{i, 1}^{(2)} s_{1}(t)+w_{i, N}^{(2)} s_{2}(t)\right]$. Then, the time integration of (8) is accomplished by Runge-Kutta method of order four owing to its high accuracy with low memory usage properties.

## 4. Problems

The designed algorithm is used for two initial boundary value problems modeling fadeout of an initial shock and sinusoidal disturbance. The accuracy of the method is calculated by measuring
the error between the numerical solutions and the analytical solutions via discrete norm $L_{\infty}$ The approximate numerical values of vector norms $L_{\infty}$ for discrete nodes are computed using

$$
L_{\infty}\left[U\left(x_{i}, t\right)\right]=\max _{2 \leq i \leq N-1}\left|U^{\text {analytical }}\left(x_{i}, t\right)-U^{\mathrm{dqm}}\left(x_{i}, t\right)\right|
$$

where $U^{\text {analytical }}\left(x_{i}, t\right)$ and $U^{\text {dqm }}\left(x_{i}, t\right)$ are analytical and computed solutions at the node $x_{i}$ at a fixed time $t$, respectively.

### 4.1. Fadeout of an initial Shock

The shock-like behaviors of the solutions of the NBE originate from the solutions of inviscid Burgers' equation( $\beta=0$ in Eqn.(1)). In many cases, those solutions both become steeper and fade out as time goes. In fact, the NBE takes the form of inviscid Burgers' equation as $\beta \rightarrow 0$.

Consider the fadeout of a shock solution for the NBE represented by $[6,39]$ :

$$
U(x, t)=\frac{\frac{x}{t}}{1+\exp \left(\frac{x^{2}}{4 \beta t}\right) \sqrt{\frac{t}{\exp \left(\frac{1}{8 \beta}\right)}}}, t \geq 1,0 \leq x \leq 1.2
$$

This anti-symmetric solution in fact is determined by using a particular solution of the one dimensional heat equation and the reduction of the NBE to the one dimensional heat equation with Cole-Hopf transformation[6]. The fadeout simulations of this solution are generated by using the compatible initial condition, derived by substitution of $t=1$ in the analytical solution,

$$
U(x, t)=\frac{x}{1+\exp \left(\frac{x^{2}}{4 \beta}\right) \sqrt{\frac{1}{\exp \left(\frac{1}{8 \beta}\right)}}}
$$

and the homogenous boundary conditions at both ends of the problem interval. The fadeout of the shock is simulated to the terminating time $t=3.8$ by the designed routine with the viscosity coefficients $\beta=0.005$, Fig 1 (a), and $\beta=0.0005$, Fig 1 (b). It is clear that when the viscosity coefficient is reduced to 0.0005 from 0.005 , the right side of the shock becomes steeper but the velocity of diffusion to the right decreases. The initial shock fades out while moving to the right along the horizontal axis as time goes.

The accuracy of the proposed method is determined by the calculation of the discrete maximum error norm for $\beta=0.005, \Delta t=0.001$, and $N=101$. A comparison with some earlier studies in literature is also tabulated in Table 1. According to the comparison, the results generated by the QBSDQ have four decimal digits accuracy at the time $t=2.4$ almost similar to the accuracy of the results generated by QBCM2 and QRTDQ, as the BSQI and the CBSFEM are accurate to three decimal digits, the QBCM1 is five decimal digits. Here the results of Galerkin method has only two decimal digits accuracy. At the time $t=3.1$, the results obtained by the BSQI, the CBSFEM,


Figure 1. The simulation of fadeout of an initial shock
the QBCM1 and the QBCM2 are accurate to three decimal digits as the QRTDQ and the QBSDQ generate four decimal digits accurate results. In fact the main reason of this error is the forced right boundary condition. In this case, the accuracy of the Galerkin method is computed in two decimal digits. The comparison of the $L_{\infty}$ at the simulation terminating time $t=3.6$ shows that all the results obtained by the QBSDQ, the MCBC, the CBSDQ-I, the CBSDQ-II, the CBSDQ-III and the QRTDQ are accurate to four decimal digits.

TABLE 1. A comparison of the error with some earlier works for $\beta=0.005$

|  |  |  | $L_{\infty} \times 10^{3}$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Method | $N$ | $\Delta t$ | $t=2.4$ | $t=3.1$ | $t=3.6$ |
| QBSDQ(present) | 101 | 0.001 | 0.67 | 0.54 | 0.39 |
| Galerkin[18] |  |  | 11.66 | 15.87 |  |
| BSQI[19] | 51 | 0.01 | 6.31 | $6.85(t=3.2)$ |  |
| MCBC[20] | 101 | 0.001 |  |  | 0.17 |
| CBSFEM[21] | 101 | 0.01 | 1.68 | 1.30 |  |
| QBCM1[24] | 200 | 0.01 | 0.06 | 4.43 |  |
| QBCM2[24] | 200 | 0.01 | 0.80 | 4.79 |  |
| CBSDQ-I[26] | 101 | 0.001 |  |  | 0.59 |
| CBSDQ-II[26] | 101 | 0.001 |  |  | 0.64 |
| CBSDQ-III[26] | 101 | 0.001 |  |  | 0.63 |
| QRTDQ[27] | 101 | 0.001 | 0.34 | 0.27 | 0.23 |

### 4.2. Sinusoidal Disturbance

Consider the initial boundary value problem

$$
\begin{align*}
\frac{\partial U(x, t)}{\partial t}+U(x, t) \frac{\partial U(x, t)}{\partial x}-\beta \frac{\partial^{2} U(x, t)}{\partial x^{2}} & =0, t>0,0<x<1 \\
U(x, 0) & =\sin 2 \pi x  \tag{9}\\
U(0, t) & =0 \\
U(1, t) & =0
\end{align*}
$$

The solution of this problem is a sinusoidal disturbance of an initial sine wave in the interval $[0,1]$ as the time increases. The analytic solution of this problem is given by

$$
\begin{equation*}
U(x, t)=\frac{\int_{-\infty}^{\infty}(x-\xi) A(x, t, \xi) d \xi}{t \int_{-\infty}^{\infty} A(x, t, \xi) d \xi} \tag{10}
\end{equation*}
$$

where

$$
A(x, t, \xi)=e^{-\left[\frac{(x-\xi)^{2}}{4 \beta t}+\frac{1}{2 \beta} \int_{0}^{\xi} U(0, \eta) d \eta\right]}
$$

using the Cole-Hopf transformation[40]. The solution of the problem is simulated with $\beta=\pi / 100$ for $t \in[0,0.5]$, Fig 2 . The solutions are obtained by using different space step sizes with a fixed time increment size $\Delta t=0.0025$. The error between the numerical and analytical solutions are calculated by the maximum error norm $L_{\infty}$, Table 2. The calculation of the analytical solution (10) is accomplished by using Gauss-Hermite quadrature rule. When number of nodes is chosen as $N=16$, the results obtained by the proposed method are accurate to two decimal digits at $t=0.14$ and only one decimal digit at $t=0.26,0.38$ and the simulation terminating time $t=0.50$. The


Figure 2. The simulation of sinusoidal disturbance for $\beta=\frac{\pi}{100}$
TABLE 2. A comparison with analytical solutions for $\beta=\pi / 100$

|  | $L_{\infty} \times 10^{2}$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $N$ | $\Delta t$ | $t=0.14$ | $t=0.26$ | $t=0.38$ | $t=0.50$ |
| 16 | 0.0025 | 5.55 | 23.90 | 22.22 | 21.09 |
| 32 | 0.0025 | 1.33 | 19.53 | 19.08 | 15.57 |
| 64 | 0.0025 | 0.66 | 10.15 | 8.14 | 4.79 |
| 128 | 0.0025 | 0.19 | 1.33 | 0.72 | 0.22 |

increase of the number of nodes to $N=32$ does not affect the accuracy in decimal digits, but the choice of $N=64$ generates three decimal digits, one decimal digit, two decimal digits and two decimal digits accurate results at the times $0.14,0.26,0.38$ and 0.50 , respectively. When the number of nodes are taken as 128 , the results are improved in one digit decimal more at all calculation times except $t=0.14$.

## 5. Conclusion

In the present study, the quintic B-spline differential quadrature method on uniform grid distribution is setup for solutions of the one dimensional NBE. The weight coefficients required for the derivative approximation in differential quarature method are determined by solving algebraic
equation systems with five-banded coefficient matrices. The time integration of the space discretized system is completed using classical Runge-Kutta method of order four. The validity of the proposed method is checked by solving two initial boundary value problems modeling fadeout of an initial shock and sinusoidal disturbance for the NBE. The accuracy of the method is measured by discrete maximum error norm. The error of the solution of shock fadeout problem is compared with some results given in the literature. The results show that the proposed method generates acceptable accurate solutions for both problems.
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