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Abstract 

In machine learning, selecting the best features for classification is a critical issue. It is a 

necessary task to reduce the number of attributes/features existed in the initial feature space for 

achieving the outstanding classification accuracy, to minimize the computing power, and to 

reduce the memory size. In this present research, a novel methodology is proposed based on the 

concept of Symmetrical Uncertainty (SU) and Correlation Coefficient (CCE) by constructing 

the graph to select the reduced feature set. The recommended features by the proposed 

methodology are clubbed into finite number of groups (clusters) by measuring their CCE and 

considering the highest SU score of the feature. From each group, a feature which has maximum 

SU value is picked up and rest of the features in the same group are ignored. The proposed 

structure was inspected with ten (10) real world data sets available in the public domain. 

Experimental outcomes guarantees that the proposed method is recorded the better performance 

than most of the traditional filter based feature selection methods. The proposed method 

performed better than traditional methods such as Information  Gain and Chi-Square on 70 % of 

the data sets. It is also produced better result than traditional Gain ration method on 80 % of the 

data sets and competing with traditional ReliefF approach on 50 % of the data sets. This 

methodology is assessed using Lazy, Tree Based, Naive Bayes, and Rule Based learners. 
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1. INTRODUCTION 

 

Data Mining (DM) is a promising field of study in all sectors including marketing, education, health, 

protection, consultancy, investment, etc. DM is holding many intelligent methods such as association rule 

mining, classification, regression, clustering for heterogeneous reasons. DM is a valuable analytic 

knowledge-based method to procure the more intuition of data for productive decision making. Basically, 

DM episode includes data composing from various sources, pre-processing the collected data, applying 

various data mining techniques, review the results, and finally visualization for better understanding. 

There are distinct resources for composing the data set. Composed data set required to be varnished for 

enhanced results, as it contains noisy (clamorous), imbalanced labels, missing labels, missing values, and 

high dimensional (more  number) features in pre-processing phase. After the pre-processing step, based 

on the data set gathered and type of the problem statement, analytical methods will be applied to build the 

model, then results will be reviewed and visualized in various forms to find more interesting patterns. 

 

This present research focused on the classification technique of data mining and high dimensional issue of 

pre-processing. A data set which contains more number of features or attributes is called as high 
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dimensional data set. This type of data set may cause the different complications to the learning model 

such as creating confusion, improper prediction, bias towards one class, etc. Generally, all the attributes 

in the primary feature space may not be productive. Some attributes may be noisy and replicated. These 

features do not deliver any additional insights, instead there is a possibility of producing the uncertainty to 

the model created and also it heads to degrade the efficacy of model. High dimensional data set need an 

extra processing power and memory. This type of issues can be resolved by feature selection (FS) or 

feature reduction techniques. 

 

The fundamental thought of FS is to suggest the strongestfeatures [1]. Noisy and redundant features are 

useless and they need to be truncated in FS process. If a classification performance can’t be increased 

with the addition of a feature, we can say, the feature is useless. But, key point is how to know those 

redundant and noisy features? In existing study, few methods are available to give the solutions to this 

question. 

 

Filter and Wrapper are frequently used FS methods. Filter method assigns the score (weight) to each 

feature based on the information worth it holds. Based on the score assigned to the feature, a rank/position 

will be awarded, there by top ‘K’ positioned features can be taken for model generation [2]. Information 

Gain (IG), ReliefF (Rel), Gain Ratio (GR) Chi-Square (Chi) are some of the filter-based algorithms [3]. In 

different approach, wrapper method is generally time consuming process, as it need to consider some 

searching (best first, greedy stepwise, etc.) criteria and learning algorithms for nominating the best 

candidate feature set [4]. In this process, features which are producing an insignificant accuracy by 

learning algorithms will be discarded from the primary data set. In this current study, we tried to produce 

the best candidate feature set that can mount the classification performance using CCE and SU by 

grouping the features into multiple clusters. 

 

Euclidean distance is frequently applied measurement as a similarity metric in the clustering analysis. 

But, to know the relationship between two random variables, CCE can be used. In this study, instead of 

Euclidean distance, we selected CCE to measure the relationship between two features. According to 

mutual information concept, if two features are mutually dependent, we can select only one of them for 

classification as they share common properties and give the almost equal result.  

 

The procedure to construct the cluster of features and nominating the best feature from each cluster is 

described in the methodology section. The proposed methodology is tested with Tree Based, Rule Based, 

Lazy, and Bayes learners over ten popular data sets available in public domain. In second portion, brief 

existing literature review and related work is discussed. In third section, proposed framework with an 

example is discussed. In section four, experimental procedure is illustrated. Result analysis with 

discussion is given in fifth section.  

 

2. LITERATURE 

 
To get the reduced feature set for the classification problem, various feature selection methods (Filter and 

Wrapper) applied by many researchers in order to improve the classifier’s accuracy. Particle swarm 

optimization feature selection algorithm is proposed for text clustering [5]. Wrapper based method for 

selecting the best genes from the microarray data set is proposed with markov blanket approach [6]. The 

authors achieved effective results with their approach.  Embedded feature selection is another approach in 

addition to filter and wrapper which is also widely applied for classification problems. SVM-RFE, 

LASSO,Random-Forest are some of the popular embedded FS methods. SVM-RFE is applied for cancer 

classification [7]. LASSO is proposed by the researchers to draw the minimum features for effective 

results using stability arguments [8]. Random-Forest method is applied for land coverage classification 

[9]. Authors of [10] applied filter and wrapper techniques for solving the protein disordered region 

prediction issue. The considered data set initially has 440 attributes in it. Initially, IG and F-Score is 

employed over the dataset, later wrapper method is applied to find the better classification performance. 

In our present study, we measured the proposed framework with some of the popular traditional feature 

selection techniques (IG, Chi, GR, Rel). The idea of IG is on the basis of information theory. It examines 

the association between features and classes for removing the redundant attributes, and the extremely 
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independent attributes with the class label. IG based feature selection method is applied over kidney 

disease and voting dataset by the authors [11].   The authors of [12] proposed a FS method on the basis of 

mutual information. MaxDep concept was proposed by the researcher of [13]. It computes the subset 

statistical dependency with the target class label. This method aims to select ‘n’ features that jointly have 

the maximum dependency with the target class. 

 

For integrated high dimensional protein data, Maximum Correlation Information-Recursive Feature 

Elimination (MCI-RFE) method is proposed by the researchers [14]. In MCI-RFE method, the 

significance of every attribute is calculated by maximizing the correlation information (MCI). Then, MCI 

is merged with recursive feature elimination (RFE) to generate the strong subset of feature. MCI-RFE is 

highly competitive with SVM-RFE, ReliefF-RFE and Random Forest. 

 

FS has become an alternative task for many researchers to address the critical issues linked with more 

number of attributes in the field of pattern recognition to secure the better results [15]. Correlation-Based 

Selection (CFS) approach is applied by the researchers for various purposes. CFS is applied to predict the 

electricity demand in Australia [16]. They applied neural networks, tree based algorithms over two years 

of time series load data. Authors proposed FAST algorithm based on the SU and CCE to get the optimal 

subset. FAST is a clustering based algorithm which works in two steps. In initial step, graph theory 

clustering method is applied to generate the attributes into clusters. In the second step, prims algorithm is 

applied to choose the most optimal attributes [17]. 

 

This present study also mainly on the basis of two statistical techniques used in the FAST algorithm. 

Those are: CCE and SU. CCE is considered to know the relationship (Weight) between two variables and 

also to form the cluster of features. SU is considered to fix the minimum (threshold) value of weight and 

also to know the best feature in each cluster. The procedure to measure the weight of feature is discussed 

in next section. Out of ‘n’ observations, CCE of two random variables X and Y can be derived as below 

equation  

 

r = 
n( xy) - ( x)( y)

2 2 2 2[n x - ( x) ][n y - ( y) ]

  

   

                                                                                      (1) 

 

If‘r’ value is close to 1, we can say X and Y are strongly depending. If ‘r’ 
2

n
 value is 0, then we can say 

there is no relationship between X and Y. In our research, we considered positive ‘r’ value to measure the 

weight of the feature. 

Symmetrical Uncertainty (SU) can defined as below  

 

SU = 2*IG/(H(X)+H(Y))                                                                                                          (2) 

 

Where IG is Information Gain, H(X) is the entropy of a discrete random variable X and H(Y) is the 

entropy of a discrete random variable Y. If the prior probability of each element of X is p(x), then H(X) 

can be calculated by 

 

H(X) = -∫p(x)log (p(x)) ∂x                                                                                                        (3) 

 

If the prior probability of each element of Y is p(y), then H(Y) can be calculated by 

 

H(Y) = -∫p(y)log (p(y)) ∂y                                                                                                        (4) 

 

IG can be defined as information that is derived by drawing the score of the feature, which is the 

subtraction of the entropy distribution before the split and distribution after the split. A value 1 of SU(X, 

Y) indicate that knowledge of the object value strongly represent the values of other and the SU(X, Y) 

value 0 indicate the independence of X and Y. In this paper, we also deal with continuous features by 
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normalized in proper discrete form. In the next section, proposed methodology is discussed with an 

example 

 

3. PROPOSED METHODOLOGY 

 

The target of the proposed framework is to derive the best candidate subset which can maximize the 

classification accuracy. Proposed framework is as per the below algorithmic steps. 

 

Algorithm: 

 

1.Derive the SU score of every feature and place it in it’s descending order of SU score 

2. Select the mid feature’s SU score as Threshold (T). 

3. Construct the Correlation Coefficient Symmetrical matrix (CCE(Xi,Yi)) of primary data set . 

4. Convert the CCE(Xi,Yi) matrix to weighted binary matrix (WB) with the following steps. 

for(i=1 to n) 

for(j=1 to n) 

                         if(CCE(Xi,Yi) >T) 

                         WB(Xi,Yi)=1 

                         else 

                         WB(Xi,Yi)=0 

                   End 

                   End          

5.  Construct the graph (G) such that, Edge between two nodes will be existed iff CCE(X,Y)==1. Then, 

define the degree or weight of a node (feature) W(Fi). 

for(i=1 to n) 

for(j=1 to n) 

                      W(Fi)=∑ WB(Xi,Yi) 

                 End 

                 End 

6. Group the node which are having same degree (W(F)) 

Clusteri={Fi1, Fi2,...Fik}  /* i is the cluster id, increment i by 1 until all features are formed */ 

7. Choose the best node (feature which has maximum SU value) from each cluster and form the final 

candidate subset  

for(i=1 to last cluster) 

                            Fi= MAX SU(clusteri) 

                            Candidate Feature set (CFS)<- Fi 

  End                                     
 

Definition: 

 

Degree of a node: With how many number of features it is correlated. 

As per the presented algorithmic steps, an example to construct the best candidate feature subset is given 

below. 

 

Example: 

 

Consider there are ten features (a, b, c, d, e, f, g, h ,i, j)  in primary data set. 

1. SU score of every feature is given in Table.1 (As per step 1) 
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Table 1 .  SU score of all features in primary data set 

SU Rank Fid 

.19 1 J 

.19 2 H 

.19 3 G 

.18 4 I 

.15 5 B 

.09 6 A 

.07 7 D 

.06 8 C 

.06 9 E 

.02 10 F 

 

2. Threshold (T) =.15 , as ‘b’ is the middle feature . ( As per step 2) 

3. CCE(Xi,Yi) matrix  of the primary data set is given in below Table 2. (As per setp3 ) 

 

Table 2. CCE(Xi,Yi) matrix  

Feature 

Id 
A B C D E F G H I J 

A 1 0.21 0.25 0.22 -0.23 0.01 -0.23 0.06 0.07 0.09 

B 0.21 1 -0.15 -0.9 0.03 0.04 -0.09 0.05 0.04 0.07 

C 0.25 -0.15 1 0.08 0.05 0.24 -0.09 0.26 0.01 0.13 

D 0.22 -0.9 0.08 1 0.27 0.06 0.2 -0.21 0.02 0.03 

E -0.23 0.03 0.05 0.27 1 0.03 0.06 -0.1 0.06 0.17 

F 0.01 0.04 0.24 0.06 0.03 1 0.04 0.19 0.03 -0.08 

G -0.23 -0.09 -0.09 0.2 0.06 0.04 1 0.03 0.19 0.02 

H 0.06 0.05 0.26 -0.21 -0.1 0.19 0.03 1 0.04 0.02 

I 0.07 0.04 0.01 0.02 0.06 0.03 0.19 0.04 1 -0.06 

J 0.09 0.07 0.13 0.03 0.17 -0.08 0.02 0.02 -0.06 1 

      

4. Convert the CCE(Xi,Yi) matrix to weighted binary matrix (WB), refer Table 3 (As per step 4) 
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Table 3.  Weighted binary matrix  

Feature 

Id 
A B C D E F G H I J 

A 1 1 1 1 0 0 0 0 0 0 

B 1 1 0 0 0 0 0 0 0 0 

C 1 0 1 0 0 1 0 1 0 0 

D 1 0 0 1 1 0 1 0 0 0 

E 0 0 0 1 1 0 0 0 0 1 

F 0 0 1 0 0 1 0 1 0 0 

G 0 0 0 1 0 0 1 0 1 0 

H 0 0 1 0 0 1 0 1 0 0 

I 0 0 0 0 0 0 1 0 1 0 

J 0 0 0 0 1 0 0 0 0 1 

 

5. Construct the graph and define the degree of each node. Figure 1 shows the graph constructed for the 

Table 3 matrix. Here self-node count also considered which is optional. The same can be demonstrated 

without constructing the graph also. i.e. calculate the sum of every column or row and define it as its 

feature weight. 
 

 

 

 .  

 

 

Figure 1. Graph with it’s Degree 

 

6. Form the clusters and select the best feature in each cluster. Sorted list of feature and weight is given in 

below Table 4. (As per step 6) 

 

Table 4.  Sorted list of feature and weight  

Cluster 

Id 
Weight 

FID/ 

Node 

Selected 

Features From 

each Cluster 

1 

2 I 

J 2 J 

2 B 

2 
3 E 

H 
3 F 
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3 G 

3 H 

            

3 

4 A 

A 4 C 

4 D 

 

6. Form the final candidate feature set (CFS)  

                CFS=  {J, H, A} 

 

4. EXPERIMENT 

 

To examine the proposed framework, ten (10) real-time benchmark data sets are taken into consideration. 

The list of data sets and their brief description is given in Table 5.  

 

Table 5. Data sets description 

Data set 

ID 
Name of the Data Set # Instances # Features # Class 

1 Ionosphere 351 34 2 

2 Dermatology 366 34 6 

3 Biodegradation 1055 41 2 

4 Cardiotocography 2126 22 3 

5 Lung Cancer 33 56 3 

6 Libras Movement 360 90 15 

7 Connectionist Bench(Sonar) 208 60 2 

8 Spambase 4601 57 2 

9 Breast Cancer(WDBC) 569 30 2 

10 Musk (V 2) 476 166 2 

 

The proposed framework is evaluated using popular open source machine learning tool WEKA. We 

applied 10-fold cross validation for all the data sets. After employing this framework reduced number of 

features obtained. The number of features formed as a result of proposed framework is given in Table 6. 

 

Table 6.  Number of features formed by proposed method 

Data set 

ID 
Name of the Data Set 

# Features in 

Original Data set 

#Features formed by 

Proposed Method (S) 

1 Ionosphere 34 13 

2 Dermatology 34 13 

3 Biodegradation 41 23 

4 Cardiotocography 22 12 

5 Lung Cancer 56 15 
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6 Libras Movement 90 21 

7 
Connectionist 

Bench(Sonar) 
60 28 

8 Spambase 57 16 

9 Breast Cancer(WDBC) 30 15 

10 Musk (V 2) 166 54 

 

To compute the quality of the proposed framework, Top ‘S’ features extracted by traditional approaches 

are selected. For calculating the CCE value between the features R statistical programming is used. SU 

and performance of classifiers with the derived features set is evaluated using WEKA. 

5.  RESULTS AND DISCUSSION 

In this section, classification performance of proposed and traditional methods using Jrip, Ridor, J48, 

Simple Cart, IBK, Naive Bayes classifiers with different data sets are presented with brief discussion. 

Result analysis over Ionosphere dataset is given in Table 7a.  

 

Table 7a.  Result Analysis Over Ionosphere dataset   

 Ridor Jrip SC J48 IBK NB Avg 

IG 89.74 91.45 87.46 91.73 86.89 84.9 88.7 

Chi 90.88 90.31 88.88 91.16 88.03 88.03 89.55 

GR 89.45 90.02 88.6 90.59 90.31 86.03 89.17 

Rel 91.16 91.16 91.45 94.01 89.17 90.02 91.16 

Proposed 90.31 88.6 90.02 92.02 88.88 89.17 89.83 

 

Initially Ionosphere data set has 34 features. After applying the proposed method 13 best features are 

derived. Over Ionosphere data set the proposed method outruns than traditional methods such as IG and 

GR with Ridor classifier.  With J48, Simple cart and NB classifiers the proposed method has produced 

the best performance than traditional methods like IG, Chi, GR but recorded less accuracy than traditional 

ReliefF method. With Instance based learner (IBK), the proposed method performed better than IG and 

Chi. Overall average performance of the proposed method has demonstrated good accuracy than 

traditional IG, Chi, GR, but not than Relief. Result analysis over Dermatology dataset is given in Table 

7b.  

 

Table 7b.  Result Analysis Over Dermatology dataset 

 Ridor Jrip SC J48 IBK NB Avg 

IG 82.24 79.23 80.32 80.87 82.51 83.33 81.42 

Chi 83.33 83.6 83.33 83.06 85.24 84.15 83.79 

GR 83.33 83.6 83.33 83.06 85.24 84.15 83.79 

Rel 79.23 76.77 77.32 77.86 81.14 81.42 78.96 

Proposed 91.25 89.07 89.89 91.8 92.34 94.53 91.48 

 

Initially Dermatology dataset has 34 features. After applying the proposed method 13 best features are 

derived. With the 13 best features the proposed method has produced the highest accuracy than all 
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traditional methods with the all classifiers. Authors of [18] proposed the clustering based feature selection 

using SU. They classified with Jrip and secured 86% of accuracy With IBK classifier 87% accuracy is 

achieved.  Result analysis over Biodegradation dataset is given in Table 7c. 

 

Table 7c.  Result Analysis Over Biodegradation dataset 

 Ridor Jrip SC J48 NB IBK Avg 

IG 81.51 82.27 83.79 83.79 73.64 82.08 81.18 

Chi 81.32 82.18 83.31 83.69 73.45 82.27 81.04 

GR 81.51 81.61 82.18 83.69 74.02 83.31 81.05 

Rel 81.42 82.18 83.22 84.26 75.16 83.12 81.56 

Proposed 80 81.99 83.5 83.79 74.5 82.84 81.1 

 

Initially Biodegradation dataset has 41 features. After applying the proposed method 23 best features are 

derived. With these 23 best features the proposed method has produced the highest accuracy than 

traditional GR methods with the Jrip classifiers. Proposed method recorded better accuracy than 

traditional Chi, GR, Rel methods with Simple cart. Also, with NB classifier, proposed approach 

outperforms than traditional IG, Chi, GR methods. Result analysis over Cardiotocography dataset is given 

in Table 7d. 

 

Table 7d.  Result Analysis Over Cardiotocography dataset 

 Ridor Jrip SC J48 IBK NB Avg 

IG 98.4 98.82 98.63 98.58 97.83 88.33 96.77 

Chi 98.11 98.91 98.54 98.82 97.78 89.46 96.94 

GR 98.11 98.44 98.49 98.82 97.69 90.21 96.96 

Rel 98.44 98.73 98.63 98.63 96.94 90.54 96.99 

Proposed 98.49 98.73 98.54 98.63 97.22 89.93 96.92 

 

Initially Cardiotocography dataset has 22 features. After applying the proposed method 12 best features 

are derived. The average performance of the proposed method is little improved than traditional IG 

method. Also, it is competing with all other existed methods.  Result analysis over Lung Cancer dataset is 

given in Table 7e. 

 

Table 7e.  Result Analysis Over Lung Cancer dataset 

 Ridor Jrip SC J48 IBK NB Avg 

IG 53.12 59.37 62.5 59.37 56.25 65.62 59.37 

Chi 59.37 53.12 62.5 62.5 62.5 62.5 60.42 

GR 59.37 53.12 62.5 62.5 62.5 62.5 60.42 

Rel 68.75 53.12 56.25 56.25 68.75 71.87 62.5 

Proposed 56.25 56.25 68.75 59.37 50 71.87 60.42 

 

Initially Lung Cancer dataset has 56 features. After applying the proposed method 15 best features are 

derived. The average performance of the proposed method is competing with the all other traditional 

methods except Rel .  Especially, with NB and SC classifier proposed approach is recorded best accuracy 

than existing methods. Result analysis over Libras Movement dataset is given in Table 7f. 
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Table 7f.  Result Analysis Over Libras Movement dataset 

 Ridor Jrip SC J48 IBK NB Avg 

IG 46.38 44.16 55.55 56.66 73.05 44.16 53.33 

Chi 48.88 45.55 54.16 55.83 72.22 44.16 53.47 

GR 47.77 43.61 52.5 57.5 72.22 41.38 52.5 

Rel 49.72 48.61 58.88 60 76.38 44.16 56.29 

Proposed 57.22 51.94 60.55 65.83 84.44 60.83 63.47 

 

Initially Libras Movement dataset has 90 features. After applying the proposed method 21 best features 

are derived. With the 21 best features, the proposed method has produced the highest accuracy than all 

traditional methods with the all classifiers. Result analysis over Connectionist Bench(Sonar) dataset is 

given in Table 7g. 

 

Table 7g.  Result Analysis Over Connectionist Bench(Sonar) dataset 

 Ridor Jrip SC J48 IBK NB Avg 

IG 72.11 77.4 72.59 74.51 87.98 70.19 75.8 

Chi 72.11 77.4 72.59 74.51 87.98 70.19 75.8 

GR 72.11 77.4 72.59 74.51 87.98 70.19 75.8 

Rel 76.44 75.96 73.55 74.03 87.5 69.23 76.12 

Proposed 74.03 81.25 78.36 76.92 85.09 72.59 78.04 

 

Initially Sonar dataset has 60 features.  After applying the proposed method 28 best features are derived. 

With the 28 best features, the proposed method has produced the highest accuracy than all traditional 

methods with the all classifiers except with the IBK. Researchers applied clustering based feature 

selection on the same dataset and classified with various classifiers[19]. The proposed method is 

competing with their approach. Result analysis over Spambase dataset is given in Table 7h. 

 

Table 7h.  Result Analysis Over Spambase dataset 

 Ridor Jrip SC J48 IBK NB Avg 

IG 91.15 91.98 91.87 92.91 89.48 88.24 90.94 

Chi 91 91.54 91.76 93.02 89.89 86.06 90.55 

GR 89 90.06 90.28 90.61 88.39 70.68 86.5 

Rel 85.41 86.3 87.58 87.37 85.98 68.31 83.49 

Proposed 90.15 90.52 91.45 91.48 88.93 75.94 88.08 

 

Initially Spambase dataset has 57 features. After applying the proposed method 16 best features are 

derived. The average performance of the proposed method is little improved than traditional GR and Rel. 

Result analysis over Breast Cancer(WDBC) dataset is given in Table 7i. 

 

Table 7i.  Result Analysis Over Breast Cancer(WDBC) dataset 

 Ridor Jrip SC J48 IBK NB Avg 

IG 92.26 91.91 92.26 92.79 92.97 92.44 92.44 

Chi 92.26 92 92.26 92.79 92.97 92.44 92.45 
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GR 92.26 92 92.26 92.79 92.97 92.44 92.45 

Rel 94.55 93.84 92.97 93.67 96.13 94.55 94.29 

Proposed 94.9 93.49 93.84 94.37 95.07 93.32 94.17 

 

Initially Breast Cancer dataset has 30 features. After applying the proposed method 15 best features are 

derived. The average performance of the proposed method is better than traditional IG, GR and Chi. 

WithRidor, Jrip, SC and J48 classifiers, the proposed method recorded little improved classification 

accuracy than features derived by all traditional methods.  In the research article [18], authors applied 

feature selection on the same data set and applied various classifiers. Result analysis over Musk (V 2) 

dataset is given in Table 7j. 

 

Table 7j.  Result Analysis Over Musk (V 2) dataset 

 Ridor Jrip SC J48 NB IBK Avg 

IG 72.89 78.99 79.41 83.61 75.84 84.87 79.27 

Chi 73.31 74.36 80.25 82.35 76.05 85.71 78.67 

GR 75.42 74.78 77.94 80.67 67.43 80.61 76.14 

Rel 74.78 76.26 81.09 82.35 72.05 82.77 78.22 

Proposed 73.52 75.84 81.72 81.09 74.78 85.5 78.74 

 

Initially Musk (V 2) dataset has 166 features. After applying the proposed method 54 best features are 

derived. The average performance of the proposed method is little better than traditional Chi, GR and Rel. 

The average competences of our method with the existing methods is given in below Table 8 With 

Win(W), Draw (D), and Loss(L). 

 

Table 8. Average competences of proposed method with existing methods 

 Data set ids Out of 10 Data sets 

Method Win Draw Loss Win% Draw% Loss % 

IG 1,2,4,5,6,7,9 nil 3,8,10 70 nil 30 

Chi 1,2,3,6,7,9,10 5 4,8 70 10 20 

Gr 1,2,3,6,7,8,9,10 5 4 80 10 10 

Rel 2,6,7,8,10 nil 1,3,4,5,9 50 nil 50 

 

From the Table 8 statistical analysis, the proposed method performed better than traditional IG, Chi 

methods on 70 % of the data sets. ReliefF performed better on 50 % of the data sets than proposed 

method. GR performed better on 80 % of the data sets than proposed method. 

6. CONCLUSION 

In this research, we have presented a feature selection framework to minimize the data set dimensionality 

by nominating the optimal features for enhancing the classification performance. For this proposed 

framework, two statistical approaches namely correlation coefficient and Symmetrical Uncertainty is 

considered to select the optimal features. The proposed framework was compared with four traditional 

filter based methods namely, Chi- Square (Chi), Information gain (IG). Grain Ratio (GR), and ReliefF 

(Rel). The proposed method was applied on ten different real time data sets which are available in public 

domain.  Features derived by the proposed method is evaluated with six different classifiers namely, Jrip, 
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Ridor, J48, Simple cart, Naive Bayes, IBK. After careful investigation of classifiers accuracy on all the 

datasets, it is proved that the presented framework performed better than traditional IG and Chi on 7 data 

sets.  It is also performed stronger than traditional GR on 8 data sets.  It is also competing with ReliefF 

method on 5 data sets. The same technique can be implemented using Hadoop framework, which is our 

future work. 
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