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Abstract  

Acoustic analysis is the most basic method used for speech emotion recognition. Speech records are digitized by signal processing 

methods, and various acoustic features of speech are obtained by acoustic analysis methods. The relationship between acoustic features 

and emotion has been investigated in many studies. However, studies have mostly focused on emotion recognition success or the effects 

of emotions on acoustic features. The effect of spoken language on speech emotion recognition has been investigated in a limited 

number. The purpose of this study is to investigate the variability of the relationship between acoustic features and emotions according 

to the spoken language. For this purpose, three emotions (anger, fear and neutral) of three different spoken languages (English, German 

and Italian) were used. In these data sets, the change in acoustic features according to spoken language was investigated statistically. 

According to the results obtained, the effect of anger on the acoustic features does not change according to the spoken language. For 

fear, change in spoken language shows a high similarity in Italian and German, but low similarity in English. 

Keywords: Speech emotion recognition; Emotion and language; Acoustic analysis. 

1. Introduction 

The emotional state is in can cause many physiological 

changes, especially the voice. Different emotional states affect 

respiratory patterns and muscle tension, causing changes in voice 

structure.  These changes are used in Speech Emotion 

Recognition (SER) studies. Subjective methods are performed by 

an expert listening to the speech recording. This method may vary 

according to the expert's experience. Acoustic analysis is an 

objective evaluation method. 

Acoustic analysis is basically a digital signal processing 

process. The features used in SER studies are obtained by acoustic 

analysis. This features contain relevant voice descriptive 

attributes. Acoustic features mostly used in studies; fundamental 

frequency, formant frequency, jitter, shimmer, signal noise ratio 

and energy parameters.  

One of the difficulties in SER studies is the determination of 

the features that are effective on individual emotions due to 

individual differences in the voice [1]. Another difficulty in SER 

is the acquisition of emotionally triggered data. For this reason, 

databases such as EMO-DB [2], EMOVO [3], SAVEE [4] and 

SUSAS [5], which are validated in the literature, are used or data 

gathered by researchers are used. For acoustic analysis, ready-

made tools such as Praat [6] and OpenSMILE [7] or codes 

developed by researchers are used.  

                                                           
1 Corresponding Author: Tokat Gaziosmanpaşa University, Department of Computer Engineering, turgut.ozseven@gop.edu.tr  

When the status of current studies is examined; according to 

the results of working with ZCR, pitch and MFCC parameters and 

emotional speech recognition on smartphones, time-frequency 

parameters can only be used for angry and happy [8]. A new 

acoustic feature set for emotion recognition was used in the 

perceptual analysis. Emotion recognition rate was improved 

between 7-11% with new feature set [9]. In a study involving 

heuristic evaluation of emotions using pitch, energy, speech rate, 

and spectral properties, SER performance was achieved at 83.5% 

[10]. A set of energy, pitch, formant and MFCC features were used 

in the study of emotion recognition in the Indian language [11]. 

As can be seen from the literature studies given above, existing 

studies are mostly focused on increasing the SER ratio. Although 

success rates achieved in SER studies have been at acceptable 

levels, these achievements have been obtained in spoken language 

dependent. That is, when speech or data set change, success rate 

changes. For this reason, the examination of differences in voice 

production between spoken language and emotion will contribute 

to the literature and future studies. 

The aim of this study is to investigate the differences of the 

emotions according to the spoken language. For this purpose, the 

emotional speech database of three different spoken languages 

was analyzed by acoustic analysis. The features obtained by 

acoustic analysis were analyzed by statistical analysis and the 

change of sensation according to spoken language was examined. 

mailto:turgut.ozseven@gop.edu.tr


Avrupa Bilim ve Teknoloji Dergisi 

 

www.ejosat.com ISSN:2148-2683  242  

 

In the second part of this study, material and method, in the 

third part, experimental results were given. The results obtained 

in the last section are interpreted. 

2. Material and Method 

In this study, Berlin Database of Emotional Speech (EMO-

DB), Surrey Audio-Visual Expressed Emotion (SAVEE) 

Database and Italian Emotional Speech Database (EMOVO) were 

used for the German, English and Italian spoken languages 

respectively. 

EMO-DB was obtained by expression of different emotions 

by actors. Voice records are 16 bit mono and have a sampling 

frequency of 16 kHz [2]. EMOVO is a database built from the 

voices of up to 6 actors who played 14 sentences simulating 

emotional states. The recordings were performed with a sampling 

frequency of 48 kHz, 16 bit stereo, wave format [3]. SAVEE 

Database recorded an audio-visual emotional database from four 

native English male speakers, one of them was postgraduate 

student and rest were researchers at the University of Surrey [4]. 

The anger, fear and neutral emotions were selected from the 

emotional speech data sets collected in English, German and 

Italian spoken languages. The distribution of the used data is 

given in Fig. 1. 

 

Figure 1. Distribution of used data. 

Detailed information on the data sets obtained from the three 

sources is given in Table 1. 

Table 1. Detailed information of used data set. 

Data Set Emotion Length Sampling Rate 
Number of Subjects 

Age 
Male Female 

EMO-DB 

Anger 1 sec – 5 sec 

16 kHz 

60 67 

21 to 34 years Fear 1 sec – 5 sec 36 33 

Neutral 1 sec – 5 sec 39 40 

EMOVO 

Anger 2 sec – 4 sec 

48 kHz 

36 36 

23 to 30 years Fear 2 sec – 5 sec 33 36 

Neutral 2 sec – 5 sec 36 36 

SAVEE 

Anger 2 sec – 6 sec 

44.1 kHz 

60 0 

21 to 31 years Fear 2 sec – 6 sec 60 0 

Neutral 2 sec – 6 sec 120 0 

Speech recordings were analyzed by acoustic analysis and the 

fundamental frequency, formant frequencies, jitter, shimmer, 

intensity and zero-crossing rate acoustic features were obtained 

from each speech recording via Praat [6].  

Fundamental frequency (F0) is the frequency of the laryngeal 

stimulation and depends on the sound folds and the lower 

laryngeal air pressure. This value is around 220-240 Hz in pre-

adolescent girls and males, and between adult and male in average 

between 100-150 Hz and 150-250 Hz [12]. Formant (F1, F2, F3) 

is resonant in the sound path, and provides spectral information 

about the quantitative characteristics of the sound path. Jitter is 

the parameter that changes between periods. It includes 

irregularities that occur in F0 [13]. This features is defined as the 

variation of the fundamental frequency between successive 

oscillatory cycles [14]. The periodic variation between amplitude 

peaks is called shimmer. This features is defined as the amplitude 

changes of the laryngeal flow between consecutive oscillatory 

cycles [15]. Intensity is the energy of speaking. ZCR indicates the 

rate of signal changes in the signal. It is known as the number 

passing from zero of voice signal. Since a sinusoidal signal is a 

transition from two zeroes in each period, the signal frequency is 

calculated as the half of the number of transitions from zero.   

 In order to investigate the variability of the obtained acoustic 

features according to the spoken language, the neutral emotional 

state is taken as the basis. For each spoken language, the anger 

and fear change with the neutral were statistically examined. The 

data used does not have the normal distribution. Also, the 

variation of the mean values of each acoustic feature will be 

analyzed depending on the emotions. For this reason, the Mann-

Whitney U Test was used for the analyzes. The Mann-Whitney U 

Test is used to measure the relationship between two independent 

variables. It compares the medians of those groups. It transforms 

continuous variables into sequential values in two groups. Thus, 

it evaluates whether the order between the two groups is different 

[16]. Statistical analyzes were performed separately for each 

database to determine the effective parameters to distinguish 

between neutral-anger and neutral-fear emotions. In the data set, 

emotion is an independent variable and acoustic properties are 

dependent variables. 

3. Results 

In this study, emotion-based variability of the acoustic 

features according to the neutral condition was investigated 

statistically while the effect of spoken language on emotions was 

investigated. Statistical analysis was performed by Mann-

Whitney U test. Statistical analyzes were performed separately for 

each database to determine the features that were effective in 

distinguishing neutral-anger and neutral-fear emotions. The 
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statistical significance value (p) was 0.05 in the analyzes. After 

statistical analysis, parameters affecting anger and fear emotion 

according to neutral status in three databases are given in Table 2. 

The results given in Table 2 can be summarized as in Table 3. 

 

Table 2. The impact of acoustic features on recognizing fear and anger emotions according to statistical analysis results. 

Acoustic 

Features 

p (significance value) 

EMO-DB EMOVO SAVEE 

Fear-Neutral Anger-Neutral Fear-Neutral Anger-Neutral Fear-Neutral Anger-Neutral 

F0 .000* .000* .009* .000* .000* .000* 

F1 .000* .000* .022* .009* .444 .000* 

F2 .000* .003* .005* .767 .011* .000* 

F3 .009* .086 .000* .500 .416 .000* 

Jitter .000* .000* .879 .019* .000* .001* 

Shimmer .151 .647 .216 .072 .100 .687 

Intensity .118 .000* .830 .000* .000* .000* 

ZCR .000* .000* .785 .022* .000* .000* 

              *p≤0.05 

Table 3. Features affecting emotion and speech language 

Emotion Database F0 F1 F2 F3 Jitter Shimmer Intensity ZCR 

Anger 

EMOVO √ √ × × √ × √ √ 

EMODB √ √ √ × √ × √ √ 

SAVEE √ √ √ √ √ × √ √ 

Fear 

EMOVO √ √ √ √ × × × × 

EMODB √ √ √ √ √ × × √ 

SAVEE √ × √ × √ × √ √ 

 

When the results given in Table 2 and Table 3 are examined; 

 The F0 is able to distinguish between anger and fear in all 

databases, regardless of spoken language. 

 The F1 feature is independent of spoken language, 

distinguishing anger emotion. However, it differs in 

English spoken language to distinguish fear from 

emotion. 

 The F2 feature is independent of the language of speech 

in the emotion of fear. However, it differs in Italian 

spoken language to differentiate emotion of anger.  

 The F3 feature is not effective in German and Italian 

spoken language in the emotion of anger. It is only 

effective in English. However, fear is not effective only in 

English spoken language to distinguish emotion. 

 The jitter feature can be used independently of the spoken 

language for the emotional state of anger. However, it is 

ineffective for Italian in the emotion of fear. 

 The Shimmer feature cannot be used to detect these two 

senses because it has no emotion and no effect on any 

database. 

 The Intensity feature can be used independently of the 

spoken language for anger. However, except for English, 

it cannot be used for fear. 

The ZCR feature can be used independently of the speech 

language for the anger. However, except for Italian, it cannot be 

used for fear. 

4. Conclusions 

In this study, the relationship between acoustic features and 

emotion recognition was investigated in the context of spoken 

language. According to the results obtained, the features affected 

by the anger are largely similar for the three languages. The 

similarity in Italian and German languages for Fear emotion is 

higher than that in the English language. The use of acoustic 

features to detect emotional states in these findings can be used 

independently of the scene. Furthermore, in the database to be 

used in the speech emotion recognition studies, it can be reached 

that the participant's spoken languages do not have any effect on 

the results. The important thing is to trigger the relevant sensation 

correctly. 
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