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Abstract: In this paper, we consider the estimation for the parameters of exponentiated reduced Kies (ERK) distribution using maximum likelihood (ML), least squares (LS), weighted least squares (WLS), Cramér-von Mises (CM), Anderson Darling (AD) and right-tail Anderson Darling (RAD) methods. The performances of the estimators are compared via Monte-Carlo simulation study for different parameter settings and different sample sizes. Finally, a real data set is analyzed for the implementation of the proposed methods.
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1. Introduction

Weibull distribution is one of the most popular distributions used in engineering, life testing and natural science with its wide variety of the shapes [1]. However, Weibull distribution may not be appropriate for all data sets [2]. Especially, if the data represents unimodal or bathtub shaped hazard function, the usage of Weibull distribution may cause misspecification. To overcome this difficulty, there have been significant number of studies considering the extensions or modifications of Weibull models, such as exponentiated Weibull [3], generalized Weibull [4], modified Weibull [5], beta Weibull [6], beta exponentiated Weibull [7] distributions and so on.

In addition to these studies, [8] considered a functional form of Weibull distribution which is called as Kies distribution. The detailed information about this functional form and the distributional properties of Kies distribution are investigated by [9]. They reported that Kies distribution have increasing, decreasing and bathtub-shaped hazard function. This property provides flexibility for modeling data. Furthermore, [10] proposed a new distribution, namely reduced Kies (RK) distribution which is a special case of Kies distribution. The exponential form of RK distribution is introduced by [11] and is called as exponentiated reduced Kies (ERK) distribution. They investigated some distributional properties of ERK distribution, obtained the maximum likelihood (ML) estimators and discussed asymptotic properties of these estimators. They modeled four different engineering data sets with ERK distribution and compared its modeling performance with different statistical distributions. They represented that the ERK distribution has better modeling performance than the commonly used statistical models.

In this paper, we consider the estimation of the parameters of ERK distribution by using ML, least squares (LS), weighted least squares (WLS), Cramér-
von Mises (CM), Anderson Darling (AD) and righted-tailed Anderson Darling (RAD) methods. It should be noted that among from these methods, the CM, AD and RAD methods are called as minimum distance methods. The novelty of this paper comes from the fact that we compare the performances of classical and minimum distance estimation methods for estimating the parameters of ERK distribution.

The rest of this paper is organized as follows. In Section 2, we give brief description about ERK distribution and discuss the estimation methods used in this paper. Section 3 presents Monte-Carlo simulation study in order to identify the most efficient estimation methods and also we analyze a real data set to make an implementation of these methodologies. Final comments and conclusions are given in Section 4.

2. Material and Methods

In this section, we give some brief description about ERK distribution. Also, we consider the estimation for the parameters of ERK distribution by using six different estimation methods.

2.1. Exponentiated reduced Kies distribution

Let \( X \) be a random variable from ERK distribution with parameters \( \alpha \) and \( \beta \). The cumulative distribution function (cdf), probability density function (pdf), survival function and hazard function of \( X \) are defined as follows

\[
F(x) = \left[ 1 - e^{-\left(\frac{x}{1-x}\right)^\beta} \right]^\alpha, \quad 0 < x < 1, \quad \alpha, \beta > 0, \quad (1)
\]

\[
f(x) = \frac{\alpha \beta}{(1-x)^{\alpha+1}} e^{-\left(\frac{x}{1-x}\right)^\alpha} \left[ 1 - e^{-\left(\frac{x}{1-x}\right)^\alpha} \right]^{\beta-1}, \quad (2)
\]

\[
S(x) = 1 - \left[ 1 - e^{-\left(\frac{x}{1-x}\right)^\alpha} \right]^\beta, \quad (3)
\]

\[
h(x) = \frac{\alpha \beta}{(1-x)^{\alpha+1}} e^{-\left(\frac{x}{1-x}\right)^\alpha} \left[ 1 - e^{-\left(\frac{x}{1-x}\right)^\alpha} \right]^{\beta-1}, \quad (4)
\]

respectively. The ERK distribution reduces to RK distribution when \( \beta = 1 \). The hazard function of ERK distribution can be increasing or decreasing depending on the parameters. If \( \alpha \in (0,1) \) and \( \beta \in (0,1) \), the distribution has decreasing hazard function. If \( \alpha > 1 \) and \( \beta > 1 \), it has increasing hazard function.

[11] plotted the skewness and kurtosis values of ERK distribution for different parameter settings. It can be seen from these figures that in the context of skewness, the ERK distribution can be positively or negatively skewed. In view of kurtosis, the distribution may be short or long tailed. For better understanding the shape of ERK distribution, we draw the pdfs of ERK distribution when \( \alpha = 0.5, 3 \) and \( \beta = 0.5, 1.5, 3, 10 \), see Figure 1.

![Figure 1: Plots of ERK distribution when \( \alpha = 0.5 \) and \( \alpha = 3 \) for different values of \( \beta \).](image)

2.2. Maximum likelihood estimators

Let \( x = (x_1, x_2, \ldots, x_n) \) be a random sample of size \( n \) from ERK distribution with parameters \( \alpha \) and \( \beta \). Then, the log-likelihood function (\( \ell \)) of the observed sample is

\[
\ell = n \ln \alpha + n \ln \beta + (\alpha - 1) \sum_{i=1}^{n} \ln x_i - (\alpha + 1) \sum_{i=1}^{n} \ln(1 - x_i) - \sum_{i=1}^{n} \frac{x_i}{1 - x_i}^\alpha + (\beta - 1) \sum_{i=1}^{n} \ln \left( 1 - e^{-\left(\frac{x_i}{1-x_i}\right)^\alpha} \right). \quad (5)
\]

The ML estimators of the parameters \( \alpha \) and \( \beta \) are obtained from the following likelihood equations

\[
\frac{\partial \ell}{\partial \alpha} = \frac{n}{\alpha} + \sum_{i=1}^{n} \ln(z_i) - \sum_{i=1}^{n} z_i^\alpha \ln(z_i)
\]
\[ + (\beta - 1) \sum_{i=1}^{n} z_i^a \ln(z_i) e^{-z_i^a} = 0, \quad (6) \]

\[ \frac{\partial \ell}{\partial \beta} = \frac{n}{\beta} + \sum_{i=1}^{n} \ln(1 - e^{-z_i^a}) = 0, \quad (7) \]

where, \( z_i = (\frac{x_i}{1-x_i}) \). Obviously, from (7) we obtain

\[ \beta(\alpha) = - \frac{n}{\sum_{i=1}^{n} \ln(1 - e^{-z_i^a})}, \quad (8) \]

By putting (8) into (6), we get

\[ \frac{n}{\alpha} + \sum_{i=1}^{n} \ln(z_i) - \sum_{i=1}^{n} z_i^a \ln(z_i) - m = 0. \quad (9) \]

Here,

\[ m = \left( \frac{n \sum_{i=1}^{n} \ln(1-e^{-z_i^a})}{\sum_{i=1}^{n} \ln(1-e^{-z_i^a})} \right) \sum_{i=1}^{n} z_i^a \ln(z_i) e^{-z_i^a} - \frac{m}{1 - e^{-z_i^a}} \]

Therefore, the ML estimator of \( \alpha \), say \( \hat{\alpha} \), can be obtained as a solution of the non-linear equation of the form

\[ h(\alpha) = \frac{n}{\sum_{i=1}^{n} z_i^a \ln(z_i) + m - \sum_{i=1}^{n} \ln(z_i)}. \quad (10) \]

It is obvious that (10) cannot be solved explicitly. Therefore, for the ML estimator of \( \alpha \), we resort to iterative methods such as Newton-Raphson. Once, we obtain \( \hat{\alpha} \), then \( \hat{\beta} \) can be obtained from (8).

### 2.3. Least squares estimators

Let \( x_{(1)} < x_{(2)} < \cdots < x_{(n)} \) be the order statistics of a random sample of size \( n \) from ERK distribution. The LS estimators of the parameters \( \alpha \) and \( \beta \) are obtained by minimizing following equation with respect to the parameters of interest

\[ S(\alpha, \beta) = \sum_{i=1}^{n} \left( F(x_{(i)}) - \frac{i}{n+1} \right)^2. \quad (11) \]

Here, \( \frac{i}{n+1}, \ (i = 1, \ldots, n) \) are the expected values of \( F(x_{(i)}) \). By incorporating the cdf of ERK distribution given in (1) into (11) and taking the derivative of it with respect to \( \alpha \) and \( \beta \), the LS estimators of the parameters are obtained by solving following nonlinear equations

\[ \sum_{i=1}^{n} \left( F(x_{(i)}, \alpha, \beta) - \frac{i}{n+1} \right) \Delta_1(x_{(i)}, \alpha, \beta) = 0, \]

\[ \sum_{i=1}^{n} \left( F(x_{(i)}, \alpha, \beta) - \frac{i}{n+1} \right) \Delta_2(x_{(i)}, \alpha, \beta) = 0, \]

where \( \Delta_1(x, \alpha, \beta) \) and \( \Delta_2(x, \alpha, \beta) \) are

\[ \Delta_1(x, \alpha, \beta) = \beta \left( \frac{x}{1-x} \right)^{\alpha} \ln\left( \frac{x}{1-x} \right) e^{-\left( \frac{x}{1-x} \right)^{\alpha}} \quad (12) \]

\[ \Delta_2(x, \alpha, \beta) = \ln\left( 1 - e^{-\left( \frac{x}{1-x} \right)^{\alpha}} \right) \quad (13) \]

respectively.

### 2.4. Weighted least squares estimators

The WLS estimators of the parameters \( \alpha \) and \( \beta \) are obtained by minimizing following equation with respect to the parameters of interest

\[ W(\alpha, \beta) = \sum_{i=1}^{n} w_i \left( F(x_{(i)}) - \frac{i}{n+1} \right)^2. \quad (14) \]

Here,

\[ w_i = \frac{1}{\sqrt{F(x_{(i)})}} = \frac{(n + 1)^2 (n + 2)}{i (n - i + 1)}, \quad (i = 1, \ldots, n) \]

By incorporating the cdf of ERK distribution given (1) into (14) and taking the derivative of it with respect to \( \alpha \) and \( \beta \), the WLS estimators of the parameters are obtained by solving following nonlinear equations

\[ \sum_{i=1}^{n} \frac{1}{i (n - i + 1)} \left( F(x_{(i)}, \alpha, \beta) - \frac{i}{n+1} \right) \Delta_1(x_{(i)}, \alpha, \beta) = 0, \]

\[ \sum_{i=1}^{n} \frac{1}{i (n - i + 1)} \left( F(x_{(i)}, \alpha, \beta) - \frac{i}{n+1} \right) \Delta_2(x_{(i)}, \alpha, \beta) = 0, \]

where \( \Delta_1(x, \alpha, \beta) \) and \( \Delta_2(x, \alpha, \beta) \) are the same as in (12) and (13), respectively.

### 2.5. Minimum distance methods

In this subsection, we consider three estimation methods for estimating parameters of ERK distribution by minimizing the goodness of fit statistics. These estimators are obtained based on differences between the estimate cdf and the empirical cdf and proposed by [12-13]. In recent years, these methods are very popular in estimation theory. For example, they are used to estimate the parameters of Weibull, Marshall-Olkin extended Lindley, Marshall-Olkin extended exponential and inverse Weibull distributions by [14-17], respectively.
2.5.1. Cramér-von Mises estimators

The CM estimators of the parameters \( \alpha \) and \( \beta \) are obtained by minimizing following equation with respect to the parameters of interest

\[
C(\alpha, \beta) = \frac{1}{12n} + \sum_{i=1}^{n} \left( F(x_{(i)}) - \frac{2i-1}{2n} \right)^2. \tag{15}
\]

The CM estimators of the parameters are obtained by solving following nonlinear equations

\[
\sum_{i=1}^{n} \left( F(x_{(i)}, \alpha, \beta) - \frac{2i-1}{2n} \right) \Delta_1(x_{(i)}, \alpha, \beta) = 0,
\]

\[
\sum_{i=1}^{n} \left( F(x_{(i)}, \alpha, \beta) - \frac{2i-1}{2n} \right) \Delta_2(x_{(i)}, \alpha, \beta) = 0,
\]

where \( \Delta_1(x, \alpha, \beta) \) and \( \Delta_2(x, \alpha, \beta) \) are the same as in (12) and (13), respectively.

2.5.2. Anderson Darling estimators

The AD estimators of the parameters \( \alpha \) and \( \beta \) are obtained by minimizing following equation with respect to the parameters of interest

\[
A(\alpha, \beta) = -n - \frac{1}{n} \sum_{i=1}^{n} (2i-1) \log \left( F(x_{(i)}) \left( 1 - F(x_{(i^*)}) \right) \right), \tag{16}
\]

where \( i^* = n - i + 1 \).

The AD estimators of the parameters are obtained by solving following nonlinear equations

\[
\sum_{i=1}^{n} (2i-1) \frac{\Delta_1(x_{(i)}, \alpha, \beta)}{F(x_{(i)}, \alpha, \beta) - 1 - F(x_{(i^*)}, \alpha, \beta)} = 0,
\]

\[
\sum_{i=1}^{n} (2i-1) \frac{\Delta_2(x_{(i)}, \alpha, \beta)}{F(x_{(i)}, \alpha, \beta) - 1 - F(x_{(i^*)}, \alpha, \beta)} = 0,
\]

where \( \Delta_1(x, \alpha, \beta) \) and \( \Delta_2(x, \alpha, \beta) \) are the same as in (12) and (13), respectively.

2.5.3. Right-tail Anderson Darling estimators

The RAD estimators of the parameters \( \alpha \) and \( \beta \) are obtained by minimizing following equation with respect to the parameters of interest

\[
R(\alpha, \beta) = \frac{n}{2} - 2 \sum_{i=1}^{n} F(x_{(i)})
- \frac{1}{n} \sum_{i=1}^{n} (2i-1) \log \left( 1 - F(x_{(i^*)}) \right), \tag{17}
\]

The RAD estimators of the parameters are obtained by solving following nonlinear equations

\[
-2 \sum_{i=1}^{n} \frac{\Delta_1(x_{(i)}, \alpha, \beta)}{F(x_{(i)}, \alpha, \beta)} + \frac{1}{n} \sum_{i=1}^{n} (2i-1) \frac{\Delta_1(x_{(i)}, \alpha, \beta)}{1 - F(x_{(i^*)}, \alpha, \beta)} = 0,
\]

\[
-2 \sum_{i=1}^{n} \frac{\Delta_2(x_{(i)}, \alpha, \beta)}{F(x_{(i)}, \alpha, \beta)} + \frac{1}{n} \sum_{i=1}^{n} (2i-1) \frac{\Delta_2(x_{(i)}, \alpha, \beta)}{1 - F(x_{(i^*)}, \alpha, \beta)} = 0,
\]

where \( \Delta_1(x, \alpha, \beta) \) and \( \Delta_2(x, \alpha, \beta) \) are the same as in (12) and (13), respectively.

3. Results

In this section, we give the results of the Monte-Carlo simulation study and the real data application.

3.1. Simulation study

Here, we present the results of Monte-Carlo simulation to compare the performances of the different estimation methods discussed in the previous section. To do this, we compute the means and mean square errors (MSE) of the estimators for each parameter. The sample sizes are taken as \( n = 25, 50, 100 \) and 500. In the context of parameter settings, we take \( \alpha = 0.5 \) and \( \beta = 0.5, 1.5 \) and 5. All the computations are done based on \([100,000/n]\) Monte-Carlo runs where \([\cdot]\) represents the integer value function. We generate a sample of size \( n \) from ERK distribution using inverse cdf method via following expression

\[
x = \frac{\eta}{1+\eta^2}
\]

where \( \eta = [-\ln(1-U^{1/\beta})]^{1/\alpha} \) and \( U \) is a standard uniform observation.

It should be noticed that the ML, LS, WLS, CV, AD and RAD estimates of the parameters are obtained by using \texttt{fminsearch} function in the optimization toolbox of MatlabR2013a software. The results are reported in Tables 1 and 2.

It is observed from Tables 1 and 2 that when \( n = 25 \) and 50, the AD and RAD estimates have the smallest bias. On the other hand, the LS and CV estimates have the largest bias. As the sample size increases, all the estimates have negligible bias.

In the context of efficiency, the AD is the most efficient method for \( \alpha \) when \( n = 25 \) according to Tables 1 and 2. However, for the other sample sizes, the ML estimate outperforms other estimates. It is followed by the AD and RAD. These estimates are highly competitive compared to ML in view of the MSEs of \( \alpha \). It should be stated that the LS and CV estimates do not perform well for all sample sizes.

In terms of the efficiency of \( \beta \), the ML is the most efficient estimator with the lowest MSE values for all
sample sizes. It is followed by the AD and RAD when \( \beta = 0.5 \). However, when \( \beta = 1.5 \) and 5, the RAD estimates do not perform well. In this case, the AD and WLS estimates show the strongest performance after the ML estimates. It should be noted that the LS and CV estimators of \( \beta \) demonstrate the weakest performance with the highest MSE values for all sample sizes.

Table 1. Simulated mean and MSE values of \( \hat{\alpha} \) and \( \hat{\beta} \); \( \alpha = 0.5, \beta = 0.5, 1.5 \) and 5,*

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = 0.5, \beta = 0.5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.5905</td>
<td>0.4845</td>
<td>0.5403</td>
<td>0.4914</td>
<td>0.5178</td>
<td>0.0048</td>
<td>0.4969</td>
<td>0.0056</td>
</tr>
<tr>
<td>( \alpha = 0.5, \beta = 1.5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.5026</td>
<td>0.8661</td>
<td>0.5144</td>
<td>1.5268</td>
<td>0.5023</td>
<td>0.0026</td>
<td>0.4944</td>
<td>0.0066</td>
</tr>
<tr>
<td>50</td>
<td>0.5000</td>
<td>0.5017</td>
<td>0.5012</td>
<td>0.5018</td>
<td>0.5018</td>
<td>0.0073</td>
<td>0.5047</td>
<td>0.0089</td>
</tr>
<tr>
<td>100</td>
<td>0.5089</td>
<td>0.5019</td>
<td>0.5012</td>
<td>0.5018</td>
<td>0.5018</td>
<td>0.0073</td>
<td>0.5047</td>
<td>0.0089</td>
</tr>
<tr>
<td>500</td>
<td>0.5000</td>
<td>0.5017</td>
<td>0.5012</td>
<td>0.5018</td>
<td>0.5018</td>
<td>0.0073</td>
<td>0.5047</td>
<td>0.0089</td>
</tr>
<tr>
<td>( \alpha = 0.5, \beta = 5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.5152</td>
<td>0.5152</td>
<td>0.5152</td>
<td>0.5152</td>
<td>0.5152</td>
<td>0.0000</td>
<td>0.5152</td>
<td>0.0000</td>
</tr>
<tr>
<td>50</td>
<td>0.4999</td>
<td>0.4999</td>
<td>0.4999</td>
<td>0.4999</td>
<td>0.4999</td>
<td>0.0000</td>
<td>0.4999</td>
<td>0.0000</td>
</tr>
<tr>
<td>100</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.0000</td>
<td>0.5000</td>
<td>0.0000</td>
</tr>
<tr>
<td>500</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.0000</td>
<td>0.5000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

*MSEs of the estimates are given in the bracket.
### Table 2. Simulated mean and MSE values of $\hat{\alpha}$ and $\hat{\beta}; \alpha = 3, \beta = 0.5, 1.5$ and 5.*

<table>
<thead>
<tr>
<th>n</th>
<th>ML</th>
<th>LS</th>
<th>WLS</th>
<th>CV</th>
<th>AD</th>
<th>RAD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$</td>
<td>$\beta$</td>
<td>$\alpha$</td>
<td>$\beta$</td>
<td>$\alpha$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>25</td>
<td>3.5553</td>
<td>0.4856</td>
<td>3.4967</td>
<td>0.5275</td>
<td>3.4695</td>
<td>0.5191</td>
</tr>
<tr>
<td></td>
<td>(0.0236)</td>
<td>(0.0398)</td>
<td>(0.0334)</td>
<td>(0.0413)</td>
<td>(0.0289)</td>
<td>(0.0304)</td>
</tr>
<tr>
<td>50</td>
<td>3.2195</td>
<td>0.4913</td>
<td>3.1696</td>
<td>0.5106</td>
<td>3.1569</td>
<td>0.5056</td>
</tr>
<tr>
<td></td>
<td>(0.4823)</td>
<td>(0.0107)</td>
<td>(1.4699)</td>
<td>(0.0200)</td>
<td>(0.9933)</td>
<td>(0.0158)</td>
</tr>
<tr>
<td>100</td>
<td>3.1486</td>
<td>0.4897</td>
<td>3.1149</td>
<td>0.5001</td>
<td>3.1122</td>
<td>0.4970</td>
</tr>
<tr>
<td></td>
<td>(0.1897)</td>
<td>(0.0055)</td>
<td>(0.4591)</td>
<td>(0.0106)</td>
<td>(0.3020)</td>
<td>(0.0081)</td>
</tr>
<tr>
<td>500</td>
<td>3.1068</td>
<td>0.5020</td>
<td>3.0041</td>
<td>0.5045</td>
<td>3.0099</td>
<td>0.5033</td>
</tr>
<tr>
<td></td>
<td>(0.0261)</td>
<td>(0.0010)</td>
<td>(0.6098)</td>
<td>(0.0020)</td>
<td>(0.0435)</td>
<td>(0.0015)</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>$\beta$</td>
<td>$\alpha$</td>
<td>$\beta$</td>
<td>$\alpha$</td>
<td>$\beta$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.1391)</td>
<td>(1.5347)</td>
<td>(3.0909)</td>
<td>(1.5039)</td>
<td>(3.0511)</td>
</tr>
<tr>
<td>25</td>
<td>3.0186</td>
<td>0.5001</td>
<td>3.0199</td>
<td>0.5083</td>
<td>3.0111</td>
<td>0.5068</td>
</tr>
<tr>
<td></td>
<td>(0.1209)</td>
<td>(0.0127)</td>
<td>(0.1315)</td>
<td>(0.1255)</td>
<td>(0.1250)</td>
<td>(0.1255)</td>
</tr>
<tr>
<td>50</td>
<td>3.0026</td>
<td>1.5134</td>
<td>3.0266</td>
<td>1.5083</td>
<td>3.0566</td>
<td>1.5068</td>
</tr>
<tr>
<td></td>
<td>(0.0543)</td>
<td>(0.0531)</td>
<td>(0.0820)</td>
<td>(0.0618)</td>
<td>(0.0651)</td>
<td>(0.0618)</td>
</tr>
<tr>
<td>100</td>
<td>3.0096</td>
<td>1.5132</td>
<td>3.0096</td>
<td>1.5129</td>
<td>3.0126</td>
<td>1.5132</td>
</tr>
<tr>
<td></td>
<td>(0.0100)</td>
<td>(0.0125)</td>
<td>(0.0144)</td>
<td>(0.0111)</td>
<td>(0.0147)</td>
<td>(0.0111)</td>
</tr>
<tr>
<td></td>
<td>(0.0045)</td>
<td>(0.0045)</td>
<td>(0.0057)</td>
<td>(0.0057)</td>
<td>(0.0057)</td>
<td>(0.0057)</td>
</tr>
</tbody>
</table>

*MSEs of the estimates are given in the bracket.
3.2. Real data application

Now, we model the relief times (in hours) for 50 arthritic patients with ERK distribution. This data set was first given by [18] to make an implementation of the estimation of the parameters of Burr XII distribution. The data set is shown as follows:

Table 3. The relief times data set

<table>
<thead>
<tr>
<th>Relief Times Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.70   0.84   0.58   0.55   0.82   0.59   0.71   0.72   0.61</td>
</tr>
<tr>
<td>0.62   0.49   0.54   0.46   0.46   0.60   0.60   0.36   0.52   0.68</td>
</tr>
<tr>
<td>0.80   0.55   0.75   0.46   0.46   0.60   0.60   0.36   0.52   0.68</td>
</tr>
<tr>
<td>0.57   0.73   0.75   0.44   0.44   0.81   0.80   0.87   0.29   0.50</td>
</tr>
</tbody>
</table>

Before starting the analyses, we fit the ERK model to the data set. To do this, we draw the ERK q-q plot in Figure 2. It is observed from Figure 2 that ERK distribution provides very good fit to model the relief times data set.

Figure 2. The ERK q-q plot for relief times data set.

Then, we obtain the ML, LS, WLS, CM, AD and RAD estimates of the parameters. Furthermore, to determine the most efficient estimation methods, we use the model selection criteria. They are Akaike information criterion (AIC), Bayesian information criterion (BCI), corrected ACI (AICc) and Hannan-Quinn criterion (HQC). It should be noted that the smallest values of these criteria represent the best fit. The results are given in Table 4.

Table 4. Parameter estimates and model selection criteria values for relief time data

<table>
<thead>
<tr>
<th>Method</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta} )</th>
<th>AIC</th>
<th>BCI</th>
<th>AICc</th>
<th>HQC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>0.89</td>
<td>2.89</td>
<td>-38.58</td>
<td>-26.93</td>
<td>-38.32</td>
<td>-37.12</td>
</tr>
<tr>
<td>LS</td>
<td>0.87</td>
<td>2.57</td>
<td>-37.85</td>
<td>-26.20</td>
<td>-37.59</td>
<td>-36.39</td>
</tr>
<tr>
<td>WLS</td>
<td>0.88</td>
<td>2.71</td>
<td>-38.35</td>
<td>-26.70</td>
<td>-38.09</td>
<td>-36.89</td>
</tr>
<tr>
<td>CV</td>
<td>0.89</td>
<td>2.61</td>
<td>-38.06</td>
<td>-26.41</td>
<td>-37.80</td>
<td>-36.60</td>
</tr>
<tr>
<td>AD</td>
<td>0.87</td>
<td>2.67</td>
<td>-38.18</td>
<td>-26.53</td>
<td>-37.92</td>
<td>-36.72</td>
</tr>
<tr>
<td>RAD</td>
<td>0.83</td>
<td>2.51</td>
<td>-36.88</td>
<td>-25.24</td>
<td>-36.63</td>
<td>-35.43</td>
</tr>
</tbody>
</table>

It is obvious from Table 4 that the ML estimates have the smallest model selection criteria values. In other words, the ERK model based on the ML estimates is the most appropriate model among the others. Furthermore, they are followed by the WLS and AD estimates. For illustration of these results, we draw the histogram of the data set with fitted pdfs in Figure 3. According to Figure 3 that while the pdfs based on ML, WLS and AD estimates provide good fit, the pdfs based on LS, CV and RAD remain incapable to model the data set.

Figure 3. Histogram of relief time data with fitted pdfs.

4. Discussion and Conclusion

In this paper, we consider the estimation of the parameters of ERK distribution by using classical methods ML, LS and WLS, and minimum distance methods CM, AD and RAD. The performances of the estimators are compared via Monte-Carlo simulation study. It is concluded from the simulation study that the ML estimators demonstrate the best performances among them. Furthermore, AD and WLS estimators work quite well. It should be stated that the minimum distance method AD is highly competitive method compared to ML. However, LS and CV estimators do not perform well. These results are supported with the real data example.
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