DNA Microarray Gene Expression Data Classification Using SVM, MLP, and RF with Feature Selection Methods Relief and LASSO
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Abstract: DNA microarray technology is a novel method to monitor expression levels of a large number of genes simultaneously. These gene expressions can be and are being used to detect various forms of diseases. Using multiple microarray datasets, this paper cross compares two different methods for classification and feature selection. Since individual gene count in microarray data are too many, most informative genes should be selected and used. For this selection, we have tried Relief and LASSO feature selection methods. After picking informative genes from microarray data, classification is performed with Support Vector Machines (SVM), Multilayer Perceptron Networks (MLP) and Random Forest (RF) methods which are widely used in multiple classification tasks. The overall accuracy and training time with LASSO and SVM outperforms most of the approaches proposed.

LASSO ve Relief Özellik Seçimi Yöntemleri ile DVM, ÇKA ve RO Ağ Yapıları Kullanılarak DNA Mikroçip Gen İfadesi Verisetlerinin Sınıflandırılması
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1. Introduction

DNA microarray data allows us to monitor thousands of different gene expression levels simultaneously [1]. These gene expression levels are used to identify and extract certain information regarding their biological activity. There are various studies which examine the relationship and correlation between gene expression levels and certain types of cancers [2].

Classification of microarray data is not a trivial task. There are multiple approaches being used by the bioinformatics community in order to diagnose and classify the microarray data with the help of machine learning systems. Since each sample of the microarray data consists of thousands of genes to evaluate, feature elimination methods are widely used and adopted [3].

We compare two feature elimination methods, Relief [4] and LASSO [5] with three classifiers, Support Vector Machine, Multilayer Perceptron, and Random Forest. Relief is a highly successful feature elimination method which detects conditional dependencies between features. On the other hand, Least Absolute Shrinkage and Selection Operator (LASSO) is an L1 regularizer with a feature coefficient map. These two feature selection methods are used to prepare the input feature space (DNA microarray data) of the system. First classifier, Support Vector Machine is the de facto classifier for bioinformatics related systems [6]. To compare the results obtained from the Support Vector Machine, we propose two other architectures, Mul-
We propose simple but powerful approaches to various microarray datasets with binary and non-binary classes using different classification and feature elimination methods. The novelty of this study lies within the combination of the feature selection and classifier methods. Especially SVM classifier with LASSO feature selection achieves the best accuracy and training times compared to other approaches suggested by other studies. We have tested this approach on 16 different datasets. Also, we emphasize not only on the feature selection method but also the accuracy of the classification after feature selection. There are multiple studies on stabilization and the robustness of the feature selection algorithms like [9], [10]. Accuracy evaluation is achieved with Leave-One-Out-Cross-Validation (LOOCV) method, which is the most reliable method to obtain accuracy since there are very few samples in microarray datasets. Section 2 elaborates on materials and methods used in this study. In this section, each dataset is explained and also feature elimination, classification and validation methods and the system proposed are described extensively. Section 3 describes of our simulation and results. This section contains detailed explanation regarding our system. The last section is focused on the conclusion and remarks for future research.

2. Material and Method

This section emphasizes the datasets and methods used by the system thoroughly. In first subsection datasets are explained. Next, the feature selection, classification and cross-validation methods are given in detail and lastly, our novel methodology is introduced.

2.1. Datasets

Total of 22 datasets, which each of them consists of small sample high dimensional DNA microarray input space. In this section, each dataset is named by their author and given in Table 1. Most of the datasets are for detecting cancer/healthy samples. Also, there are cancer/disease classification datasets. In addition to diseases, there are also 3 microarray datasets which are neither disease nor cancer, like aging and environmental effects on DNA. Datasets can be found as CSV files at https://github.com/kivangcukiran/microarray-data.

2.2. Feature Selection

Feature selection methods are used to reduce the input space of the dataset and remove the unnecessary/unrelated input dimensions. Since microarray data have very high dimensional input space, feature selection is mandatory for these studies. There are two methods handled in our study, Relief, and LASSO. Relief feature selection algorithm is proposed by Kira and Rendell in 1992 [4]. The algorithm calculates feature value differences with nearest neighbor pairs. Later, these feature scores are used as important values for the system. High feature score means high importance.

LASSO constructs a linear model and penalize the regression coefficients with L1 distance [5]. Most coefficients are reduced to zero and the remaining inputs are selected.

2.3. Classification

Classification is one of the important aspects of machine learning. It enables pattern recognition and likelihood estimation within given datasets. We have examined and implemented two of the widely adopted network architectures, Multilayer Perceptron (MLP) and Support Vector Machine (SVM). The feedforward multilayer perceptron is a strong classifier which is widely used throughout the machine learning community [11]. MLP contains one or more hidden layers between the input and output layer. All nodes (neurons) are connected with each other between layers. Each connection has a weight which is trained with the backpropagation algorithm.

Random Forest is a classification and regression algorithm proposed By Breiman [12]. The algorithm is based on bootstrap aggregation (bagging), with the extension of feature subset randomization, hence the name, Random Forest. Since its development, the algorithm is used heavily throughout all types of machine learning problems. Support Vector Machines are the most used classifier among bioinformatics studies. Introduced by Vapnik in 1992 [13], SVM is based on margin maximization and structural risk minimization. Since SVM is very powerful on small sized datasets, it is the state of the art mechanism for microarray data.

2.4. Cross Validation

Cross-validation is an important step to acquire the validity of results. For small sampled datasets like microarray data, it is convenient to use Leave-one-out Cross Validation (LOOCV) for the task [14]. Leave-one-out Cross Validation works by leaving each sample out one at a time and test the system with that sample. Each evaluation is then averaged to compute the overall score.

2.5. Methodology

Our methodology consists of multiple classification tasks. For MLP, we propose 2 hidden layers with 200 and 100 neurons respectively, with Rectified Linear Units (ReLU) as activation functions at each hidden layer [15]. Output layer’s activation function is Softmax to overcome classification tasks with multiple classes. As for the backpropagation algorithm, Stochastic Gradient Descent (SGD) with learning rate as 0.005 and momentum as 0.9 is used [16]. Optimizer is selected as Adam [17]. For batch size as 1, training is achieved with 50 epochs. Weights are initialized via Lecun Uniform distribution [18]. MLP architecture can be seen in Figure ??.

We have selected estimator count of 100 and a maximum depth of 2 for Random forest algorithm. There was no significant change in classification accuracy regarding these parameters. Estimator count and maximum depth change only affected the training time for the algorithm.
We have used linear kernel for SVM with L2 penalty, the loss function is calculated via squared hinge loss and we have selected tolerance of the stopping criteria as $10^{-4}$ and the maximum iteration count as 1000.

Our steps are as follows, first, we apply the LASSO feature selection algorithm to the datasets and get the selected features. We have selected as the alpha parameter for LASSO as 0.001. Feature count at this step is noted for the related dataset. Then, we use MLP and SVM classifiers to classify and validate the results using LOOCV to calculate their scores. After this step, we apply the Relief feature selection algorithm to the datasets and select the most important features. Selected feature count is taken from LASSO to equally compare their performances. Like the step before, SVM and MLP networks are used to classify and LOOCV to validate. The number of features selected for each dataset can be seen in Table 2.

3. Results

Using LOOCV, each sample is left out and other samples are used for training. After the training, the sample we left out is validated against the network and the result is noted. After the training and tests, the accuracy results are very promising. Results can be seen from Table 2. The training times must be noted since MLP training takes way much longer time. SVM is nearly 500 times faster. We can also derive from the results that, LASSO feature count is taken from LASSO to equally compare their performances.
selection significantly outperforms Relief feature selection. From the network perspective, SVM is overwhelmingly faster at training, but for accuracy, MLP is slightly better. Random Forest’s training time is faster than MLP and slower than SVM, but in terms of accuracy, unfortunately, it was the least successful among classifiers used in this study.

There are a great number of studies on DNA microarray classification. We have tried to pick approaches which contain state-of-the-art evaluations on multiple datasets to achieve a fair comparison in terms of accuracy. In addition to this, it must be noted that the cross-validation methods might not be LOOCV in these studies. For example, in [41], Arias-Michel uses 5 fold cross-validation and in [42], Huertas derives cross-validation strategy from Logistic Regression.

We compare our proposed approach, LASSO and SVM, to other studies, and notice that our approach is significantly better. There are various works within this area of research and there are multiple approaches to compare. Since most of the studies focused mostly on one or two datasets, we have tried to pick the ones that generalize well and contains multiple datasets to compare. Accuracies reported from other studies for comparison were the best results within their studies. The comparison can be seen in Table 3. “Ours” column represents the Lasso and SVM approach. We have paid too much attention on not to cherry pick the results for comparison. For example, we have taken the best results from Arias-Michel’s study [41], even though the best results were not from the same algorithm. But on our side, we have picked LASSO and SVM strictly for the comparison.

### 4. Discussion and Conclusion

In this study, we propose a network with LASSO and SVM to classify microarray datasets with few samples and very high dimensional input space. The method is proved to be a reliable classification system compared to other approaches. Although in terms of accuracy, MLP is slightly better than SVM, the training speed is overwhelmingly slower. In addition to this, MLP accuracy heavily depends on the initial values. If we take the training speed and the uncertainty of the training into consideration, it can be argued that LASSO and SVM is the viable solution to this problem. Using SVM as a classifier on a DNA microarray classification problem is widely accepted among literature, but none of the previous works combined LASSO feature selection with SVM.

Unlike other linear regularization models, LASSO can further decrease coefficients to zero using L1 regularization. Since microarray data has a great number of features, canceling out coefficients reduces variance greatly. This way, LASSO also prevents model to overfit to the data. It is observed that these advantages make LASSO a viable approach for DNA microarray data compared to other feature selection methods. As for the classification method, SVM works incredibly well with small datasets using hyperplanes to separate different classes. This makes SVM an optimal approach for microarray data since most of the datasets have around 100 samples.
We propose this system as a general approach to classify DNA microarray datasets. We have tried to generalize the approach by increasing the dataset variety. Since all of the classifiers’ overall performance is pretty well, it can be argued that the challenge microarray datasets pose is the feature selection. It should be noted that Nakayama [36] dataset with the soft tissue sarcoma disease has the highest number of classes and the least accuracy. It can further be studied with more data if any microarray dataset with sarcoma disease comes to light or with data augmentation methods in the future.
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