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Comparing Shannon entropy with Deng entropy and 
improved Deng entropy for measuring biodiversity when a 
priori data is not clear
Öncü verinin belirsizliği durumunda biyoçeşitliğin belirlenmesinde Shannon 
entropisinin Deng entropisi ve geliştirilmiş Deng Entropisi ile karşılaştırılması

Kürşad Özkan
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ABSTRACT

The various diversity measures used to measure biodiversity include the Margalef index, McIntosh index, 
Simpson index, Brillouin index, and Shannon entropy. Of these measures, the most popular is Shannon entro-
py (H). In this study, with respect to measuring biodiversity, we compare Shannon entropy-the essential as-
pect of information theory-with the Deng and improved Deng entropies, as proposed within the framework 
of the Dempster–Shafer evidential theory. To do so, we used a hypothetical dataset of three complexes. Based 
on this hypothetic data, ecologically speaking, we obtained the most reasonable result from the improved 
Deng entropy. There are two reasons for this result: 1) Mass functions cannot be used when computing the 
Shannon entropy, and 2) Deng entropy does not take into consideration the scale of the frame of discern-
ment.

Keywords: Improved belief entropy, information theory, uncertainly, mass function, basic probability assign-
ment, frame of discernment, alpha diversity

ÖZ
Biyolojik çeşitliliğin belirlenmesinde Margalef indeksi, McIntosh indeksi, Simpson indeksi, Brillouin indeksi 
ve Shannon entropisi gibi birçok çeşitlilik indisi kullanılmaktadırlar. Bu indisler arasındaki en popular olanı 
Shannon entropisidir. Bu çalışma biyolojik çeşitliğin ölçümüne yönelik olarak bilgi teorisinin temel eşitliği 
olan Shannon entropis ile Demster-Shafer Delil Teorisi’nin ölçümlerinden olan Deng entropisi ve Geliştirilmiş 
Deng entropisini karşılaştırmak için gerçekleştirilmiştir. Çalışmada 3 kompleksten oluşan hipotetik bir veri kul-
lanılmıştır. Kullanılan hipotetik veri ile gerçekleştirilen hesaplamaların sonucunda, ekolojik açıdan en makul 
sonuçlar Geliştirilmiş Deng entropisi ile elde edilmiştir. Bu sonucun iki sebebi bulunmaktadır. Birincisi Shannon 
entropisi hesaplanırken kütle fonksiyonları kullanılamamaktadır. İkincisi ise Deng entropisinin sezgisel yapı 
ölçeğini dikkate almamasıdır.

Anahtar Kelimeler: Geliştirilmiş kanaat entropisi, bilgi teorisi, belirsizlik, kütle fonksiyonu, temel olasılık ataması, 
sezgisel yapı, alfa çeşitliliği

INTRODUCTION

Biodiversity is one of the most central topics in conservation biology, community ecology, and en-
vironmental geography. There is a wide variety of indices to measure biodiversity. In this context, 
Shannon entropy, a theory for uncertainty measurement first introduced by Claude Shannon (Shan-
non, 1948), is the most well-known measure (Gorelick, 2006). 

Even though Shannon entropy is the most popular theory for uncertainty measurement, it cannot 
be used directly in the framework of Dempster-Shafer Evidential Theory (DSET) which is effective 
in uncertain information processing (Zhou et al., 2017). This is because, unlike Shannon entropy, 
DSET provides the frame of discernment (FOD) and the basic probability assignment (BPA). It has, 
therefore, been frequently used  in many fields such as pattern recognition (Liu et al., 2013; Liu et 
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al., 2016), fault diagnosis (Su et al., 2012; Jiang et al., 2016c; Jiang 
et al., 2016d; Yuan et al., 2016), multiple attribute decision-mak-
ing (Chin et al., 2015; Fu et al., 2015), risk evaluation (Wang and 
Elhag, 2007; Su et al., 2012; Chin et al., 2015; Fu and Wang, 2015; 
Du and Hu, 2016; Jiang et al., 2016a; Jiang et al., 2016c; Jiang et 
al., 2016d; Yuan et al., 2016), controller design (Yager and Filev, 
1995; Tang et al., 2016), and so on (Wang et al., 2009; Ma et al., 
2015; Zhou et al., 2015).

In the Dempster Shafer framework, many methods have been 
proposed to measure the uncertain degree of evidence, such 
as discord measurement (Klir and Ramer, 1996), weighted Hart-
ley entropy (Dubois and Prade, 1985), dissonance measurement 
(Yager, 1983), total conflict measurement (George and Pal, 1996), 
distance-based total uncertainty measurement (Yang and Han, 
2016), Deng entropy (Deng, 2016), Improved Deng entropy 
(Zhou et al., 2017) and so on (Song et al., 2015; Song et al., 2016).

Deng entropy was first introduced by Deng (Deng, 2016) and 
has started to be used in many real applications. Deng entro-
py is the generalization of Shannon entropy. When the BPA is 
degenerated as a probability distribution, it is degenerated as 
Shannon entropy (Deng, 2016). Deng entropy may therefore be 
considered for use in measuring biodiversity. However, Deng 
entropy does not take the scale of the FOD into consideration, 
which means a loss of information while processing informa-
tion. Improved Deng entropy proposed by Zhou et al. (2017) 
overcomes this limitation. 

This paper was organized to compute Shannon entropy, Deng 
entropy and Improved Deng entropy using an unclear priori 
hypothetical data. The results of these entropic measures were 
then compared and discussed from an ecological perspective. 

Shannon Entropy
In information theory, Shannon entropy is often used to mea-
sure the information volume of a process or a system, and 
quantify the expected value of the information contained in a 
message. Information theory denoted as H (Shannon, 1948), is 
defined as: 

Where N is the number of basic states, pi is the probability of 
state i and pi satisfies and b is the basis of the logarithm which 
accounts for the scaling of H. Although b is arbitrary, b is usually 
chosen to be 2, and the unit of information entropy is bit. If b 
is the nature base, then the unit of information entropy will be 
Nat.

Deng Entropy
Deng proposed a new belief entropy called Deng entropy (Deng, 
2016). It is presented to measure the uncertainty degree of ba-
sic probability assignment as a generalized Shannon entropy in 
Dempster-Shafer evidence theory. Deng entropy is given by:

Where Fi is a proposition in mass function m, and |Fi| is the cardi-
nality of Fi. Deng entropy is similar to Shannon entropy in form. 
The difference is that the belief for each proposition Fi is divided 
by a term (2Fi-1) which represents the potential number of states 
in Fi (The empty set is not included). So Deng entropy is the 
generalization of Shannon entropy, which is used to measure 
the uncertainty degree of BPA (Deng, 2016). 

Deng entropy can definitely degenerate to the Shannon entro-
py if the belief is only assigned to single elements. The process 
is shown as follows. 

Improved Deng Entropy
In Dempster-Shafer framework, the Improved Deng Entropy 
(Zhou et al., 2017) is proposed as follows:

Where X is the FOD, |A| denotes the cardinality of the focal el-
ement A, and |X| is the number of elements in the FOD. Com-
pared with some other uncertainty measures in Yager (1983), 
Dubois (1985), Klir and Ramer (1990), George and Pal and 
(1996), Song et al. (2015), Improved Deng Entropy addresses 
more information in a BOE. The uncertain information ad-
dressed by the new belief entropy includes the information 
represented by the mass function, the cardinality of each 
proposition, the scale of FOD (denotes as |X|, and the relative 
scale of a focal element with respect to the FOD (denoted as 
((|A|-1)/|X|)).

Numerical example
Assume that the data is taken from 3 different sites or complex-
es (C1, C2 and C3) of a given ecosystem. In this hypothetic data, 
each complex is divided into 9 subsamples and plant species (S) 
are recorded in each subsample. C1 and C2 include 15 species 
whereas C3 has 6 species (Table 1).

If we decide to use Shannon entropy, we have to use propor-
tional values for each species (pi). Proportional values (pi) of the 
species (Si) from S1 to S15 in C1 are 0.0625; 0.0625; 0.0625; 0.0625; 
0.0625; 0.0625; 0.125; 0.0625; 0.0625; 0.0625; 0.0625; 0.0625; 
0.0625; 0.0625 and 0.0625 respectively. Proportional values 
(pi) from S1 to S15 in C2 are 0.04348; 0.04348; 0.08696; 0.04348; 
0.21739; 0.04348; 0.08696; 0.04348; 0.13043; 0.04348; 0.04348; 
0.04348; 0.04348; 0.04348 and 0,04348 respectively. With re-
gards to C3, proportional values (pi) are 0,25; 0,25; 0,19; 0,13; 
0,06; 0,13 from S1 to S6 respectively. When the Shannon entropy 
values of the complexes are computed using pi values, those 
values (H values) are found to be 2.686; 2.522 and 1.7 for C1, C2 
and C3 (Figure 1).
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If we prefer to use Deng entropy and/or Improved Deng 
entropy, then we will use mass function, m. In this case, 
the mass functions of C1 are m1({S1, S2})=0.11111; m2({S3, 
S4, S5})=0.11111; m3({S6})=0.11111; m4({S7})=0.22222; m5({S8, 
S9})=0.11111; m6({S10, S11})=0.11111; m7({S12, S13, S14})=0.11111 
and m8({S15})=0.11111. The mass functions of C2 are m1({S1, S2, 
S3})=0.11111; m2({S3,S4, S5})=0.11111; m3({S5, S6})=0.11111; m4({S5, 
S7})=0.22222; m5({S5, S8, S9})=0.11111; m6({S9, S10, S11})=0.11111; 
m7({S9, S12, S13, S14})=0.11111 and m8({S15})=0.11111. Last-
ly, the mass functions of C3 are m1({S1, S2})=0.11111; m2({S1, 
S2, S3})=0.11111; m3({S1})=0.11111; m4({S2})=0.22222; m5({S1, 
S3})=0.11111; m6({S3, S4})=0.11111; m7({S4, S5, S6})=0.11111 and 
m8({S6})=0.11111. According to mass function values, Deng 
entropy (Ed) values of C1, C2 and C3  are found to be 4.09988; 
5.157836 and 4.09988 whereas Improved Deng entropy (EId) 
values are 4.025074; 5.008223 and 3.912864 for C1, C2 and C3  
respectively (Figure 1). 

Comparisons and Interpretations
H value is the maximum in C1. This result is not confirmed by 
the results of Ed and Eld. Because the maximum values of Ed and 
Eld are found in C2. In addition to this, it seems that C3 has mini-
mum entropic value in accordance with the results of H and Eld.  
However, C1 and C3 have the same entropic value when using 
Ed (Figure 1).

It is clear that the computed results of the entropic measures 
include disagreements in terms of grading by considering en-
tropic values of the complexes. It should be explained why the 

differences of the results among the entropic measures has 
occurred. More importantly, it should be decided which entro-
pic measure gives the most reasonable grading ecologically 
speaking.

C1 and C2 have the same number of species. Namely, 15 plants 
are found in each of C1 and C2. However, the total number of 
the individuals found in C1 is 16 compared with 23 in C2 (Table 
1). In this case, we conclude that C2 should have a higher en-
tropic value compared to C1. This result could be provided by 
Ed and Eld but H. As explained before, the reason of the incom-
plete result of H compared to Ed and Eld is due to the fact that 
proportional values (pi) are only used to compute the Shannon 
entropy (H) value while Deng entropy (Ed) and Improved Deng 
entropy (Eld) are computed by using mass function value, m. 
In other words, since the information is not clear in the hypo-
thetic data (Table 1), as usual, the values of Deng entropy and 
Improved Deng entropy show differences from the values of 
the Shannon entropy.  

With regard to the grading difference between C1 and C3 con-
sidering the computed values of Ed and Eld, as explained by Zhou 
et al. (2017), Ed does not take into consideration the scale of the 
FOD, which means a loss of information while processing infor-
mation. However, Eld overcomes this limitation. Unlike Ed, the 
entropic value differences can therefore be detected between 
C1 and C3 when using Eld. In other words, even though the num-
ber of the elements found in the mass functions of C1 and C2 
includes the same values, these mass functions of C1 and C2 do 
not include the same species. When Ed is computed, this differ-
ence is ignored. When Eld is computed, this difference is taken 
into consideration.

CONCLUSION

Biodiversity plays a very important role in maintaining the bal-
ance and protecting the health of ecosystems and has attracted 
increasing interest in recent years. This topic was stressed specif-
ically at the Rio Declaration and again at the Lisbon Conference 
in 1988. Biodiversity should always be defined using quantities 
(Özkan, 2016a). 

There are a wide variety of quantities available for computing 
biodiversity such as the Margalef index, McIntosh index, Simp-
son index, Fisher alpha, Brillouin index, Shannon entropy and 
so on (Özkan, 2016b). Among these measures, the most pop-
ular metric of biodiversity, derived from information theory, is 
the Shannon entropy (Shannon, 1948). In fact, Shannon entro-
py originating in physics and engineering has been frequently 
used not only to measure biodiversity but also to process data 
in many areas of science such as chemistry, genetic, music, ar-
chitecture, urban planning, computer languages and human 
languages (Robinson, 2008; Doyle, 2009).

Even if Shannon entropy is the most popular measure, as ex-
plained by Jost (2006), it cannot be relied upon to measure 
biodiversity in all conditions. That is particularly valid when a 
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C1 S1, S2 S3, S4, S5 S6

 S7 S7 S8, S9

 S10, S11 S12, S13, S14 S15

C2 S1, S2, S3 S3,S4, S5 S5, S6

 S5, S7 S5, S7 S5, S8, S9

 S9, S10, S11 S9, S12, S13, S14 S15

C3 S1, S2 S1,S2, S3 S1

 S2 S2 S1, S3

 S3, S4 S4, S5, S6 S6

Table 1. A hypothetical data composed of 3 complexes

Figure 1. H, Ed and EId values of the complexes
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priori information is not clear. In this case, the application of the 
various forms of Shannon entropy is reasonable. Deng entropy 
and Improved Deng entropy in the Dempster-Shafer framework 
are the alternative measures to Shannon entropy (Jiang et al, 
2016b). Because Deng entropy is the generation form of Shan-
non entropy (Deng, 2016) and Improved Deng entropy is the 
entropy-based Deng entropy (Zhou et al., 2017). 

According to the entropic measure values obtained using the 
hypothetical data given in this study, the most reasonable result 
was obtained using Improved Deng entropy from an ecological 
point of view. The reason for this is due to the fact that Shannon 
entropy merely uses proportional values of the species, Deng 
entropy ignores the scale of FOD, but Improved Deng entropy 
takes into consideration not only BPA but also FOD.  

Although this study indicated that Improved Deng entropy is 
the best option for measuring biodiversity compared to Shan-
non entropy and Deng entropy when a priori information is 
not clear, further studies should be generated to confirm the 
inference obtained from this study using various types of real 
ecological data.
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