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ABSTRACT  
 

In this paper we consider the Benard problem involving some regularizing terms. Using maximum principle which is 

given by Foias, Manley  and Temam in [4] we prove the existence-uniqueness of weak solution and the global 
attractor has a finite fractal dimension. 
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1. INTRODUCTION 

 

In this article we consider the following system of equations in Ω = (0, L1) × (0, L2) × (0,1) 

 

(1.1) 
∂u

∂t
− νΔu − μΔut + (u. ∇)u + ∇p = e3(T − T1), in Ω × (0, τ) 

(1.2) 
∂T

∂t
− κΔT − ϰΔTt + (u. ∇)T = 0 in Ω × (0, τ) 

(1.3) ∇. u = 0 in Ω 

 

where τ > 0, e3 is the third component of the canonical basis of ℝ3. u, p and T are the velocity, pressure and temperature 

of the fluid respectively and v, μ, κ and ϰ are positive constants. Now we state boundary conditions for (1.1)-(1.3). 

 

(1.4) 𝑢 =  0  at  x3 = 0,  x3 = 1 

(1.5) T = T0 at x3 = 0, T = T1 = T0 − 1 at 𝑥3 = 1, 

(1.6) p, u, T, 
∂u

∂xi
,

∂T

∂xi
  (1 ≤ 𝑖 ≤ 2) are periodic in the xi directions which means that 

 

𝜑(𝑥, 𝑡) = 𝜑(𝑥 + 𝐿𝑖𝑒𝑖 , 𝑡), 𝑖 = 1,2  ∀𝑥 ∈ ℝ3, ∀𝑡 > 0 

 

for a generic function φ 

 

As in [4] we can convert this system of equations into 

 

(1.7) 
𝜕𝑢

𝜕𝑡
− 𝜈𝛥𝑢 − 𝜇𝛥𝑢𝑡 + (𝑢. 𝛻)𝑢 + 𝛻𝑝 = 𝑒3𝜃    𝑖𝑛  𝛺 × (0, 𝜏) 
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(1.8) 
𝜕𝜃

𝜕𝑡
− 𝜅𝛥𝜃 − 𝜘𝛥𝜃𝑡 + (𝑢. 𝛻)𝜃 − 𝑢3 = 0         𝑖𝑛   𝛺 × (0, 𝜏) 

(1.9) 𝛻. 𝑢 = 0 𝑖𝑛 𝛺 

 

where u3 is the third component of u. Firstly we impose the boundary conditions as 

 

(1.10) 𝑝, 𝑢, 𝜃, 
𝜕𝑢

𝜕𝑥𝑖
,

𝜕𝜃

𝜕𝑥𝑖
  (1 ≤ 𝑖 ≤ 2) are periodic in the xi directions,  

And 

 

(1.11) 𝑢 =  0, 𝜃 = 0    at 𝑥3 = 0, 𝑥3 = 1 

 

Secondly the initial conditions are given by 

 

(1.12) u(x, 0) = u0(x), θ(x, 0) = θ0(x). 

 

The Benard problem in the absence of the use of regularization terms has been previously studied by many authors 
[1], [2], [4], [10], [18]. They reported several mathematical difficulties about on it. In general the lack of uniqueness 

and continuity of weak solutions are the main difficulties to define a semigroup for such a system in 3D. As stated by 

Oskolkov [16], Voight has suggested a model which is obtained from the Navier-Stokes system describing the flow of an 

incompressible Newtonian fluid by adding an regularizing term. By adding such a term to the Navier -Stokes equation, he 

was able to prove the uniqueness and continuity of weak solutions without using any restriction. For the motivation of 

using such terms we may consult with the articles [16] (see also [7]-[9], [11]). We have used same idea for the Benard 

problem. Thanks to the Voight regularization we have better estimates for the solutions. In our case, we prove the 

uniqueness and continuity of weak solutions. 

 

This article is organized as follows: In Section 2 mathematical framework of the investigation is given from [4], [18],
[19]. In Section 3 we prove the existence-uniqueness and the continuity of the weak solution of (1.7)-(1.12). In Section 4 

it is shown that the semigroup generated by the system (1.7)-(1.12) has a global attractor. In the last Section we give an 

estimate of the dimension of the global attractor. 

 

2. PRELIMINARIES 

 

In this section we employ the standard notations and the usual function spaces (see, [19]). We introduce the Hilbert 

spaces, 

 

H1 = {v ∈ (L2(Ω))
3

: ∇. v = 0, vx3=1 = vx3=0 = 0, vxi=0 = vxi=Li
 i = 1,2}, 

H2 = L2(Ω)   H = H1 × H2 
 

We use the notation (.,.) for the inner products in H, H1 , H2 and the corresponding norms denoted by |. |. 
 

𝑉2 = {𝑢 ∈ 𝐻1(𝛺): 𝑢𝑥3=1 = 𝑢𝑥3=0 = 0, 𝑢𝑥𝑖=0 = 𝑢𝑥𝑖=𝐿𝑖
 𝑖 = 1,2}, 

 

where 𝐻1(𝛺)  is the spaces of functions u and whose first order distributional derivatives are in L2(Ω). 

𝑉1 = {𝑣 ∈ (𝑉2)3, 𝛻. 𝑣 = 0}, 
𝑉 = 𝑉1 × 𝑉2. 

The inner product and the norm in V2 are given by 

 

((𝑢, 𝑣)) = ∫ 𝛻𝑢
𝛺

𝛻𝑣𝑑𝑥   ∀𝑢, 𝑣 ∈ 𝑉2,      ‖𝑢‖ = ((𝑢, 𝑢))
1
2, ∀𝑢 ∈ 𝑉2 

 

For simplicity we use the same symbols ‖. ‖, ((. , . )) to denote the inner product and norm in 𝑉1 and 𝑉. Let 𝐴𝑖 be an 

unbounded linear operator from 𝐷(𝐴𝑖) into 𝐻𝑖 defined by 

 

(𝐴𝑖𝑢, 𝑣) = ((𝑢, 𝑣))    ∀𝑢, 𝑣 ∈ 𝐷(𝐴𝑖),   𝑖 = 1,2, 

𝐷(𝐴) = 𝐷(𝐴1) × 𝐷(𝐴2) 

where  

 

𝐷(𝐴1) = (𝐻2(𝛺))3 ∩ 𝑉1,  𝐷(𝐴2) = 𝐻2(𝛺) ∩ 𝑉2 .  

 

Let 𝑢, 𝜃 be a solution of the problem (1.7)-(1.12) 𝜂 and 𝜓 be test functions in 𝑉1, 𝑉2. We multiply (1.7) and (1.8) by 𝜂 and 

𝜓 respectively and integrate over 𝛺, to get 
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(2.1)  
𝑑

𝑑𝑡
[(𝑢, 𝜂) + 𝜇(∇𝑢, ∇𝜂)] + 𝜈(∇𝑢, ∇𝜂) + 𝑏1(𝑢, 𝑢, 𝜂) = (𝑒3𝜃, 𝜂) 

(2.2)  
𝑑

𝑑𝑡
[(𝜃, 𝜓) + 𝜘(∇𝜃, ∇𝜓) + 𝜅(∇𝜃, ∇𝜓)] + 𝑏2(𝑢, 𝜃, 𝜓) = (𝑢3, 𝜓) 

 

where  

 

𝑏1(𝑢, 𝑣, 𝑤) = ∑ ∫ 𝑢𝑖

𝜕𝑣𝑗

𝜕𝑥𝑖𝛺

3

𝑖,𝑗=1

𝑤𝑗𝑑𝑥, ∀𝑢, 𝑣, 𝑤 ∈ (𝐻1(𝛺))3 

𝑏2(𝜑, 𝜓, 𝜙) = ∑ ∫ 𝜑𝑖

𝜕𝜓

𝜕𝑥𝑖𝛺

3

𝑖=1

𝜙𝑑𝑥, ∀𝜑 ∈ (𝐻1(𝛺))
3

, ∀ 𝜓, 𝜙 ∈ 𝐻1(𝛺) 

 

are the trilinear forms on 𝑉1 and 𝑉2. 

 

Now we give the definition of weak solutions for the problem (1.7)-(1.12). 

 

Definition 1. Let 𝑢0 ∈ 𝑉1, 𝜃0 ∈ 𝑉2 and 𝜏 > 0. 𝑢 ∈ 𝐿2(0, 𝜏, 𝑉1) ∩ 𝐿∞(0, 𝜏, 𝑉1),  𝜃 ∈ 𝐿2(0, 𝜏, 𝑉2) ∩ 𝐿∞(0, 𝜏, 𝑉2) is said to be 

weak solution to (1.7)- (1.12) in the interval [0, 𝜏] if  𝑢, 𝜃 satisfy (2.1), (2.2) for any test functions 𝜂, 𝜓 where the 

derivative with respect to t is in the distribution sense. 

 

3. THE EXISTENCE, UNIQUENESS AND CONTINUITY RESULT 

 

Firstly we give a proof of the existence of the weak solutions. Afterwards the uniqueness and continuity of the solutions in 

𝑉 will be obtained. 

 

3.1. The Existence Of  Weak Solutions 

 

Theorem 1. Let (𝑢0, 𝜃0) ∈ 𝑉 and, 𝜏 >  0. The problem (1.7)-(1.12) has at least one weak solution. 

 

Proof. The existence of a weak solution of this problem is obtained by the well known method of the Feado- Galerkin 

approximation [10] (see also [3], [5], [12], [15], [17], [18]). Let {𝑤𝑖} ⊂ 𝐷(𝐴1),  {𝑤�̃�} ⊂ 𝐷(𝐴2) be the orthonormal basis 

of 𝐻1 and 𝐻2 respectively. For each 𝑚 we define an approximate solution 

 

(3.1)             𝑢𝑚 = ∑ 𝜙𝑖𝑚(𝑡)𝑤𝑖

𝑚

𝑖=1

 , 𝜃𝑚 = ∑ �̃�𝑖𝑚(𝑡)

𝑚

𝑖=1

𝑤�̃� , 𝑢𝑚
3 = ∑ 𝜙𝑖𝑚

3 (𝑡)𝑤𝑖

𝑚

𝑖=1

  

 

where 𝑢𝑚
3  is a third component of 𝑢𝑚. Subsituting (3.1) in the equation (2.1)-(2.2) with 𝜂 = 𝑤𝑗  , 𝜓 = 𝑤�̃� we get the 

following equations 

 

(3.2)            ∑(𝑤𝑖 , 𝑤𝑗)

𝑚

𝑖=1

𝜙′𝑖𝑚 + 𝜈 ∑(𝛻𝑤𝑖 , 𝛻𝑤𝑗)

𝑚

𝑖=1

𝜙𝑖𝑚(𝑡) + 𝜇 ∑(𝛻𝑤𝑖 , 𝛻𝑤𝑗)𝜙′
𝑖𝑚

(𝑡)

𝑚

𝑖=1

+ ∑(𝑤𝑖 . 𝛻𝑤𝑙 , 𝑤𝑗)𝜙𝑖𝑚(𝑡)𝜙𝑙𝑚(𝑡)

𝑚

𝑖=1

= ∑(𝑒3�̃�𝑖𝑚𝑤�̃�, 𝑤𝑗)

𝑚

𝑖=1

 

 

(3.3)            ∑(𝑤�̃�, 𝑤�̃�)

𝑚

𝑖=1

𝜙′̃𝑖𝑚 +  𝜅 ∑(𝛻𝑤�̃�, 𝛻𝑤�̃�)

𝑚

𝑖=1

�̃�𝑖𝑚(𝑡) + 𝜘 ∑(𝛻𝑤�̃�, 𝛻𝑤�̃�)𝜙′̃
𝑖𝑚

(𝑡)

𝑚

𝑖=1

+ ∑ (𝑤𝑖 . ∇𝑤�̃�, 𝑤�̃�)𝜙𝑖𝑚�̃�𝑙𝑚

𝑚

𝑙,𝑖=1

= ∑(𝑤𝑖 , 𝑤�̃�)

𝑚

𝑖=1

𝜙𝑖𝑚
3 . 

 

The (3.2), (3.3) give a system of nonlinear differential equations for 𝜙𝑖𝑚(𝑡), and �̃�𝑖𝑚(𝑡) 𝑖 = 1,2, … , 𝑚, with the initial 

conditions 

 

(𝑢0, 𝑤𝑖) = 𝜙𝑖𝑚(0), (𝜃0, 𝑤�̃�) = �̃�𝑖𝑚(0) 

 

This initial value problem has a maximal solution defined on some interval [0, 𝑡𝑚]. The a priori estimate which we are 

going to prove, enables us to take 𝑡𝑚 = 𝜏. 
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Now we prove a priori estimates. Let us multiply the equations (3.2) and (3.3) by 𝜙𝑗𝑚(𝑡) and �̃�𝑘𝑚(𝑡) respectively, and 

summing with respect to j and  k we have 

 

(3.4)                                                    
1

2

𝑑

𝑑𝑡
(‖𝑢𝑚‖2 + 𝜇‖∇𝑢𝑚‖2) + 𝜈‖∇𝑢𝑚‖2 = (𝑒3𝜃𝑚, 𝑢𝑚) 

(3.5) 

 
1

2

𝑑

𝑑𝑡
(‖𝜃𝑚‖2 + 𝜘‖∇𝜃𝑚‖2) + 𝜅‖∇𝜃𝑚‖2 = (𝑢𝑚

3 , 𝜃𝑚)  

 

where we used 𝑏1(𝑢𝑚, 𝑢𝑚, 𝑢𝑚) = 0,  𝑏1(𝑢𝑚, 𝜃𝑚, 𝜃𝑚) = 0. Using Poincaré, Cauchy-Schwarz and Gronwall inequalities, 

we obtain 

 

(𝑢𝑚, 𝜃𝑚) ∈ 𝐿2(0, 𝜏, 𝑉) ∩ 𝐿∞(0, 𝜏, 𝑉) 
and  

(𝑢𝑚, 𝜃𝑚) ∈ 𝐿2(0, 𝜏, 𝐻) ∩ 𝐿∞(0, 𝜏, 𝐻). 
 

From the above results we can choose subsequences of {𝑢𝑚} and {𝜃𝑚}, which we denote by the same symbols, such that 

 
(3.6)               𝑢𝑚 → 𝑢  weakly in 𝐿2(0, T, 𝑉1), weakly* in 𝐿∞(0, T, 𝑉1), 
(3.7)              𝜃𝑚 → 𝜃   weakly in 𝐿2(0, T, 𝑉2), weakly* in 𝐿∞(0, T, 𝑉2). 

 

By the similar technique in the proof of Theorem 3.1 in the book by Temam [18] and used Theorem 2.2, in it, we can 

select subsequences which we denote by the same symbol such that 

 

𝑢𝑚 → 𝑢  strongly in 𝐿2(0, T, 𝐻1), 

𝜃𝑚 → 𝜃   strongly in 𝐿2(0, T, 𝐻2). 

 

Using the above results and (3.6), (3.7), we see that 𝑢 and 𝜃 satisfy (2.1), (2.2) for any 𝜂 = 𝑤𝑗 , 𝜓 = 𝑤𝑘. By a continuity 

argument (2.1), (2.2) are satisfied for any 𝜂 ∈ 𝑉1 , 𝜓 ∈ 𝑉2. Besides the initial conditions are also satisfied. Hence there 

exists at least one weak solution for the (1.7)-(1.12.) 

 

3.2. Uniqueness of Weak Solutions  
 

Knowing that the problem we are dealing with has at least one weak solution, we will prove that it is unique. 

 

Theorem 2.   Let (𝑢0, 𝜃0) ∈ 𝑉 and 𝜏 > 0. The problem (1.7)-(1.12) has a unique weak solution. 

 

Proof. Let (𝑣1, 𝑤1) and (𝑣2, 𝑤2) be any two solutions of (1.7)-(1.12) and 𝑢 = 𝑣1 − 𝑣2 and 𝜃 = 𝑤1 − 𝑤2. Then u and 𝜃 

satisfy 

 

(3.8)                  
𝜕𝑢

𝜕𝑡
− 𝜈∆𝑢 − 𝜇∆𝑢𝑡 + (𝑣1. ∇)𝑣1 − (𝑣2. ∇)𝑣2 + ∇𝑝 = 𝑒3𝜃 

(3.9)                  
𝜕𝜃

𝜕𝑡
− 𝜅∆𝜃 − 𝜘∆𝜃𝑡 + (𝑣1. ∇)𝑤1 − (𝑣2. ∇)𝑤2 − 𝑢3 = 0 

(3.10)                          𝑢(𝑥, 0) = 0, 𝜃(𝑥, 0) = 0 

 

Taking the scalar product of (3.8) and (3.9) with 𝑢 and 𝜃 respectively, we obtain 

(3.11)                
1

2

𝑑

𝑑𝑡
(‖𝑢‖2 + 𝜇‖∇𝑢‖2) + 𝜈‖∇𝑢‖2 = 𝑏(𝑢, 𝑣1, 𝑢) + (𝑒3𝜃, 𝑢) 

(3.12)                
1

2

𝑑

𝑑𝑡
(‖𝜃‖2 + 𝜘‖∇𝜃‖2) + 𝜅‖∇𝜃‖2 = 𝑏(𝑢, 𝑤1, 𝜃) + (𝑢3, 𝜃) 

 

Since 𝑣1 ∈ 𝐿∞(0, 𝜏, 𝑉1) and 𝑤1 ∈ 𝐿∞(0, 𝜏, 𝑉2), using Ladyhenskaya, Hölder and Young inequalities we get 

 

(3.13)                
𝑑

𝑑𝑡
(‖𝑢‖2 + 𝜇‖∇𝑢‖2 + ‖𝜃‖2 + 𝜘‖∇𝜃‖2) + 2𝜈‖∇𝑢‖2 + 2𝜅‖∇𝜃‖2 

  ≤ [
3𝜈𝛽1

2𝜇
𝜇‖∇𝑢‖2 + (

81𝛽1

2𝜈3 + 2) ‖𝑢‖2] + [(
27𝛽1

2𝜈3 + 2) ‖𝜃‖2 +
𝛽1𝜈

2𝜘
𝜘‖∇𝜃‖2] 

 

where 𝛽1 = max{𝑒𝑠𝑠 sup‖∇𝑣1‖2 , 𝑒𝑠𝑠 sup‖∇𝑤1‖2}. Dropping the second and third terms of the left hand side of (3.13) 

and choosing 

 

𝛽2 = max {
3𝜈𝛽1

2𝜇
,
81𝛽1

2𝜈3 + 2,
27𝛽1

2𝜈3 + 2,
𝛽1𝜈

2𝜘
} 
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we obtain  

 
𝑑

𝑑𝑡
(‖𝑢‖2 + 𝜇‖∇𝑢‖2 + ‖𝜃‖2 + 𝜘‖∇𝜃‖2) ≤ 𝛽2(‖𝑢‖2 + 𝜇‖∇𝑢‖2 + ‖𝜃‖2 + 𝜘‖∇𝜃‖2) 

which gives 

‖𝑢‖2 + 𝜇‖∇𝑢‖2 + ‖𝜃‖2 + 𝜘‖∇𝜃‖2 ≤ 0 
 

and hence 𝑣1 = 𝑣2 and 𝑤1 = 𝑤2. 

 

3.3. Continuity of the weak solutions 

 

 The continuity of weak solutions is given by the following theorem. 

 

Theorem 3.  Let 𝑢0 ∈ 𝐻2 ∩ 𝑉1,  𝜃0 ∈ 𝐻2 ∩ 𝑉2. The solution 𝑢 and 𝜃 of the problem (1.7)-(1.12) is in 𝐶([0, 𝜏]; 𝑉) 

 

Proof. Differentiating the equations (1.7) and (1.8) with respect to t and multiplying these equations in 𝐿2 with 𝑢𝑡, 𝜃𝑡, 

respectively, we get 
𝑑

𝑑𝑡
(‖𝑢𝑡‖2 + 𝜇‖∇𝑢𝑡‖2) + 2𝜈‖∇𝑢𝑡‖2 = 2(𝑒3𝜃, 𝑢𝑡) + 2𝑏(𝑢, 𝑢𝑡, 𝑢𝑡) 

𝑑

𝑑𝑡
(‖𝜃𝑡‖2 + 𝜘‖∇𝜃𝑡‖2) + 2𝜅‖∇𝜃𝑡‖2 = 2(𝑢3, 𝜃𝑡) + 2𝑏(𝑢, 𝜃𝑡 , 𝜃𝑡). 

 

Majorizing right hand sides of these equations by using some well-known inequalities and adding these inequalities up, 

we write 

 

(3.14)           
𝑑

𝑑𝑡
(‖𝑢𝑡‖2 + 𝜇‖∇𝑢𝑡‖2 + ‖𝜃𝑡‖2 + 𝜘‖∇𝜃𝑡‖2) + 2𝜈‖𝑢𝑡‖2 + 2𝜅‖∇𝜃𝑡‖2 

≤ ‖𝑢𝑡‖2 + ‖𝜃𝑡‖2 +
𝛽3

𝜇
𝜇‖∇𝑢𝑡‖2 +

𝛽3

𝜘
𝜘‖∇𝜃𝑡‖2 

where  

𝛽3 = max{𝑒𝑠𝑠 𝑠𝑢𝑝‖𝛻𝑢‖2 , 𝑐(𝛺)} ; 
 

𝑐(𝛺) is constant. Dropping the last two terms of left hand side of the inequality (3.14) we write 

 
𝑑

𝑑𝑡
(‖𝑢𝑡‖2 + 𝜇‖∇𝑢𝑡‖2 + ‖𝜃𝑡‖2 + 𝜘‖∇𝜃𝑡‖2) ≤ 𝛽4(‖𝑢𝑡‖2 + 𝜇‖∇𝑢𝑡‖2 + ‖𝜃𝑡‖2 + 𝜘‖∇𝜃𝑡‖2) 

 

where 

𝛽4 = max {1,
𝛽3

𝜇
,
𝛽3

𝜘
} . 

 

 

From this inequality we easily obtain the following estimates 

 

‖𝑢𝑡‖2 + 𝜇‖∇𝑢𝑡‖2 + ‖𝜃𝑡‖2 + 𝜘‖∇𝜃𝑡‖2 ≤ (‖𝑢𝑡(𝑥, 0)‖2 + 𝜇‖∇𝑢𝑡(𝑥, 0)‖2 + ‖𝜃𝑡(𝑥, 0)‖2 + 𝜘‖∇𝜃𝑡(𝑥, 0)‖2)𝑒𝛾𝜏 
 

We find the initial values 𝑢𝑡(𝑥, 0), ∇𝑢𝑡(𝑥, 0), 𝜃𝑡(𝑥, 0), ∇𝜃𝑡(𝑥, 0) from the following boundary-value problem 

 

−𝜇∆𝑢𝑡(𝑥, 0) + 𝑢𝑡(𝑥, 0) + ∇𝑝(𝑥, 0) = 𝜈∆𝑢0 − (𝑢0. ∇)𝑢0 + 𝑒3𝜃0 ≡ 𝐹1(𝑥),  𝑢𝑡(𝑥, 0) = 0  𝑖𝑛 𝜕Ω 

  
−𝜘∆𝜃𝑡(𝑥, 0) + 𝜃𝑡(𝑥, 0) = 𝜅∆𝑢0 − (𝑢0. ∇)𝜃0 + 𝑢3(𝑥, 0) ≡ 𝐹2(𝑥), 𝜃𝑡(𝑥, 0) = 0 𝑖𝑛 𝜕Ω  
 

as given by Oskolkov ([16], p.444). If for all 𝜏, 𝑢0 ∈ 𝑊2
2 ∩ 𝑉1 and 𝜃0 ∈ 𝑊2

2 ∩ 𝑉2, then 𝐹1(𝑥) ∈ 𝐿2, 𝐹2(𝑥) ∈ 𝐿2. Solving 

this problem we get 

 

‖𝑢𝑡‖2 + 𝜇‖∇𝑢𝑡‖2 + ‖𝜃𝑡‖2 + 𝜘‖∇𝜃𝑡‖2 ≤ 𝑐 
and  

∫ ‖𝑢𝑡‖2 + 𝜇‖∇𝑢𝑡‖2 + ‖𝜃𝑡‖2 + 𝜘‖∇𝜃𝑡‖2 ≤ 𝑐𝜏.
𝜏

0

 

 

We can conclude from this inequality that (𝑢𝑡, 𝜃𝑡) ∈ 𝐿2(0, 𝜏, 𝑉). It is also known that (𝑢, 𝜃) ∈  𝐿2(0, 𝜏, 𝑉).  Hence we 

obtain (𝑢, 𝜃) ∈ 𝐶([0, 𝜏], 𝑉) (see [17], p. 190).  
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Taking into account the above results, the semigroup 𝑆(𝑡) is well defined from V into V. 

 

4. ABSORBING SET AND ATTRACTOR 

 

In this section we will show that the semigroup 𝑆(𝑡) generated by (1.7)-(1.12) has an absorbing set and a global attractor 

in 𝑉 exists. First we need to give an estimates for the temperature in the system (1.7)-(1.12). To do this we use the Lemma 

which is given by Foias, Manley and Temam (see [4], p 945). The Lemma they have stated is: 

 

Lemma 1. We assume that 𝑢 and 𝜃  satisfy (1.7)-(1.12) and that 

 
(4.1)                                                − 1 ≤ 𝜃(𝑥, 0) ≤ 1     𝑎. 𝑒. 𝑡. 
 

Then 
(4.2)                          − 1 ≤ 𝜃(𝑥, 𝑡) ≤ 1     𝑎. 𝑒.   𝑥 ∈ 𝛺   𝑎. 𝑒. 𝑡. 
 

If {𝑢, 𝜃} are defined for all 𝑡 > 0 and (4.1) is not assumed, then 

 

(4.3)                            𝜃(. , 𝑡) = 𝜃(. , 𝑡) + 𝜃(. , 𝑡)        
 

where  −1 ≤ 𝜃(𝑥, 𝑡) ≤ 1      a.e.t,   and 

(4.4)                                𝜃(. , 𝑡) → 0   𝑖𝑛 𝐻2 (= 𝐿2(𝛺))   𝑎𝑠 𝑡 → ∞. 
 

It is easy to observe that the above Lemma for their own system of equations is also true for our system. The difference in 

the proof is given in the following. We can state the following estimates for 𝜃, which will be used in the sequel. 

 

(4.5) ‖𝜃(𝑡)‖ ≤ |Ω|
1

2 + {‖(𝜃 − 1)+(0)‖ + ‖∇(𝜃 − 1)+(0)‖ + ‖(𝜃 + 1)−(0)‖ + ‖∇(𝜃 + 1)−(0)‖}
1

2𝑒−
𝜅𝛽𝑡

2 , 

(4.6)  ‖𝜃‖∞ ≤ |Ω|
1

2 + {‖(𝜃 − 1)+(0)‖ + ‖∇(𝜃 − 1)+(0)‖ + ‖(𝜃 + 1)−(0)‖ + ‖∇(𝜃 + 1)−(0)‖}
1

2 

(4.7)  lim𝑡→∞ 𝑠𝑢𝑝|𝜃(𝑡)| ≤ |Ω|
1

2. 

 

Now we give a proof of the existence of an absorbing set V. Multiplying (1.7) with 𝑢 and integrating over Ω  and using the 

property of the trilinear form 

 

(4.8)          
1

2

𝑑

𝑑𝑡
(‖𝑢‖2 + 𝜇‖∇𝑢‖2) + 𝜈‖∇𝑢‖2 = (𝑒3𝜃, 𝑢). 

 

Using Cauchy-Schwarz and Young inequalities we majorize right-hand side of (4.8) to obtain 

  
𝑑

𝑑𝑡
(‖𝑢‖2 + 𝜇‖∇𝑢‖2) + 2𝜈‖∇𝑢‖2 ≤

1

𝜈
‖𝜃‖2 + 𝜈‖𝑢‖2. 

 

Employing Poincaré inequality we write 

 

(4.9)         
𝑑

𝑑𝑡
(‖𝑢‖2 + 𝜇‖∇𝑢‖2) + 𝛽5(‖𝑢‖2 + 𝜇‖∇𝑢‖2) ≤

1

𝜈
‖𝜃‖2 

where 𝛽5 = min {𝜈,
𝜈

𝜇
}.  From (4.9): 

(4.10)    ‖𝑢‖2 + 𝜇‖∇𝑢‖2 ≤ (‖𝑢0‖2 + 𝜇‖∇𝑢0‖2)𝑒−𝛽5𝑡 +
1

𝜈
‖𝜃‖∞

2 (1 − 𝑒−𝛽5𝑡), 

(4.11)            lim
𝑡→∞

sup|𝑢(𝑡)| ≤
|Ω|

1
2

𝜈
,       lim

𝑡→∞
sup|∇𝑢(𝑡)| ≤

|Ω|
1
2

𝜈𝜇
. 

 

Similarly multiplying (1.8) with 𝜃 and integrating over Ω and using (4.10) we obtain 

 
(4.12)            lim

𝑡→∞
sup|∇𝜃(𝑡)| ≤ 𝑀(‖∇𝑢0‖, 𝜅, 𝜘, 𝜈), 

 

From (4.11) and (4.12) we conclude the existence of the absorbing set 

 

𝐵 = {(𝑢, 𝜃) ∈ 𝑉, ‖∇𝑢‖2 ≤
|Ω|

1
2

𝜈𝜇
, ‖∇𝜃‖2 ≤ 𝑀(‖∇𝑢0‖, 𝜅, 𝜘, 𝜈)} 

for the semigroup 𝑆(𝑡). 
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We now proceed to prove the compactness of the semigroup 𝑆(𝑡). First recall the following theorems. 

 

Theorem 4. (See e.g.[6], [13]) If a semigroup 𝑆(𝑡), 𝑡 ∈ ℝ+ acts on Banach space 𝑋, and 𝑆(𝑡) can be decomposed in the 

sum 𝑊(𝑡) + 𝑈(𝑡), 𝑊(𝑡) 𝑡 ∈ ℝ+ is a family of operators such that 
‖𝑊(𝑡)(𝐵)‖𝑋 ≤ 𝑚1(𝑡)𝑚2(‖𝐵‖𝑋) 

where 𝑚𝑘: ℝ+ → ℝ+ are continuous for 𝑘 =  1,2 and 𝑚1(𝑡) → 0 when 𝑡 → +∞, 

 ‖𝐵‖𝑋 = 𝑆𝑢𝑝𝑥∈𝐵‖𝑥‖𝑋 while 𝑈(𝑡) for all 𝑡 ∈ ℝ+ maps bounded sets into precompact sets; then 𝑆 (𝑡) is asymptotically 

compact semigroup. 

Theorem 5.  ([6],[13])Let 𝑆(𝑡): 𝑋 → 𝑋, 𝑡 ∈ ℝ+ be a continuous bounded point dissipative asymptotically compact 

semigroup. Then for this semigroup there exist a nonempty minimal global attractor 𝑀. It is compact, invariant and 

connected.  

 

Now we will prove that semigroup 𝑆(𝑡) is asymptotically compact. Using Theorem 4, it is clear that the solution 

(𝑢(𝑡), 𝜃(𝑡)) can be decomposed as 

 

𝑢(𝑡) = 𝑦(𝑡) + 𝑧(𝑡), 𝜃 = 𝑣(𝑡) + 𝑤(𝑡) 
 

where (𝑦(𝑡), 𝑣(𝑡)) satisfy 

 
(4.13)                                           𝑦𝑡 + 𝜈𝐴1𝑦 + 𝜇𝐴1𝑦𝑡 = 𝑒3𝑣 

 
(4.14)                                           𝑣𝑡 + 𝜅𝐴2𝑣 + 𝜘𝐴1𝑣𝑡 = 𝑦3 

 
(4.15)                                           𝑦(0) = 𝑢0, 𝑣(0) = 𝜃0 

 

with in which 𝐴1 and 𝐴2 are the operators previously defined. (𝑧 (𝑡), 𝑤 (𝑡)) satisfy the following equations 

 
(4.16)                                           𝑧𝑡 + 𝜈𝐴1𝑧 + 𝜇𝐴1𝑧𝑡 = 𝑒3𝑤 − 𝐵(𝑢, 𝑢) 

 
(4.17)                                           𝑤𝑡 + 𝜅𝐴2𝑤 + 𝜘𝐴2𝑤𝑡 = 𝑧3 − 𝐵(𝑢, 𝜃) 

 
(4.18)                                           𝑧(0) = 0, 𝑤(0) = 0 
 

where 𝐵(𝑢, 𝑢) = 𝑃1(𝑢. ∇𝑣), 𝐵(𝑢, 𝜃) = 𝑃2(𝑢. ∇𝜃), 𝑃𝑖 are the projections from 𝐿2(Ω) onto 𝐻𝑖(𝑖 = 1,2). 
 

The semigroup 𝑆(𝑡) has the representation 

 

𝑆 (𝑡) = 𝜉(𝑡) + 𝜁(𝑡) 

 

where 𝜉(𝑡) is the semigroup generated by (4.13)-(4.15), 𝜁(𝑡) is a solution of problem (4.16)-(4.18). Multiplying the 

equation (4.13), (4.14) by 𝑦 and 𝑣 respectively and integrating over Ω and using some well known inequalities we get 

 
𝑑

𝑑𝑡
(‖𝑦‖2 + 𝜇‖∇𝑦‖2) + 𝜈‖∇𝑦‖2 ≤

1

𝜈
‖∇𝑣‖2 

𝑑

𝑑𝑡
(‖𝑣‖2 + 𝜘‖∇𝑣‖2) + 𝜅‖∇𝑣‖2 ≤

1

𝜈
‖∇𝑦‖2. 

Let us add the above two inequalities up and use Poincaré inequality to get 

 
𝑑

𝑑𝑡
(‖𝑦‖2 + 𝜇‖∇𝑦‖2 + ‖𝑣‖2 + 𝜘‖∇𝑣‖2) + 𝛾1(‖𝑦‖2 + 𝜇‖∇𝑦‖2 + ‖𝑣‖2 + 𝜘‖∇𝑣‖2) ≤ 0 

where  

𝛾1 = min (
𝜈

2
,
𝜅

2
,
𝜈𝜅 − 2

2𝜇𝜅
,
𝜈𝜅 − 2

2𝜘𝜈
) > 0. 

 

Thus we find  

 

‖𝑦‖2 + 𝜇‖∇𝑦‖2 + ‖𝑣‖2 + 𝜘‖∇𝑣‖2 ≤ 𝑒−𝛾𝑡[‖𝑢0‖2 + 𝜇‖∇𝑢0‖2 + ‖𝜃0‖2 + 𝜘‖∇𝜃0‖2]. 
 

Since (𝑢0, 𝜃0) ∈ 𝑉, the semigroup 𝜉(𝑡): 𝑉 → 𝑉 is exponentially contractive. 

 

Now we want to show the operator 𝜁(𝑡): 𝑉 → 𝑉 which is semigroup generated by the system (4.16)-(4.18) is compact. 

First recall the following proposition from [9]. 

 

Proposition 1. Let 𝑠 ∈ ℝ. If 𝑧0 ∈ 𝑉𝑠, 𝑔 ∈ 𝐿2([0, 𝜏); 𝑉𝑠−2) then the linear problem 
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𝑧𝑡 + 𝜈𝐴1𝑧 + 𝜇𝐴1𝑧𝑡 = 𝑔(𝑡), 𝑧(0) = 𝑧0 

 

has a unique weak solution which belong to 𝐶([0, 𝜏); 𝑉𝑠) and the following inequality holds 

 

𝑠𝑢𝑝𝑡∈[0,𝑇)‖𝑧(𝑡)‖ ≤ 𝑐‖𝑔‖𝐿2([0,𝜏);𝑉𝑠−2), 𝑠 ∈ ℝ. 

 

To use the Proposition 1, let us define 

 

𝑔1 = 𝑒3 − 𝐵(𝑢, 𝑢), 𝑔2 = 𝑧3 − 𝐵(𝑢, 𝜃);   𝐺 = (𝑔1, 𝑔2) 

 

We will show 

𝐺 = (𝑔1, 𝑔2) ∈  𝐿2 ([0, 𝜏); 𝑉
−

1
2

). 

 

But it was shown in [9] that 

(4.19)                                         𝐵(𝑢, 𝑢) ∈ 𝐿∞ (ℝ+; (𝑉1)
−

1

2

). 

It is easy to Show 

(4.20)                                         𝐵(𝑢, 𝜃) ∈ 𝐿∞ (ℝ+; (𝑉2)
−

1
2

) 

 

by a similar computation. We have shown previously that 

 
(4.21)                                         (𝑢, 𝜃) ∈ 𝐿∞(0, 𝜏; 𝑉). 
 

Using (4.19)-(4.21) we conclude 

 

𝐺 = (𝑔1, 𝑔2) ∈  𝐿2 ([0, 𝜏); 𝑉
−

1
2

) 

Hence considering Proposition 1 (𝑧, 𝑤) belongs to 𝐶 ([0, 𝜏); 𝑉3

2

). Since the embedding 𝑉3

2

⊂ 𝑉 is compact, 𝜁(𝑡) is a 

compact operator for all 𝑡 > 0. And from the Theorem 4 we obtain 𝑆(𝑡) is asymptotically compact semigroup. From the 

Theorem 5 we can say that the semigroup has a compact attractor. 

 

5. ESTIMATE  OF  THE FRACTAL DIMENSION OF THE ATTRACTOR 

 

Now we want to estimate the dimension of the global attractor. First, we recall the following theorem. 

 

Theorem 6. [14] Let 𝐵 be a bounded set in a Hilbert space 𝐻, and let there be defined a map 𝑉: 𝐵 → 𝐻 such that 𝐵 ⊂
𝑉(𝐵) and for all 𝑣, �̃� ∈ 𝐵 

 

 

(5.1)       ‖𝑉(𝑣) − 𝑉(�̃�)‖𝐻 ≤ 𝑙‖𝑣 − �̃�‖𝐻 
 

and 

 

(5.2)          ‖𝑄𝑁𝑉(𝑣) − 𝑄𝑁𝑉(�̃�)‖𝐻 ≤ δ‖𝑣 − �̃�‖𝐻,      δ<1      

 

where 𝑄𝑁 is the orthogonal projection of 𝐻 onto the subspace 𝐻𝑁
⊥ of codimension N. Then for the fractal dimension of 𝐵 

the inequality 

 

(5.3)          𝑑𝐹(𝐵) ≤ 𝑁 𝑙𝑜𝑔
8𝜅𝑙2

1−𝛿2  / 𝑙𝑜𝑔
2

1−𝛿2 

is true, where 𝜅 is Gaussian constant. 

 

Let us start to find the estimate of the dimension of the global attractor 𝑀. Let (𝑢₁, 𝜃₁) and (𝑢₂, 𝜃₂) be two solutions of the 

problem (1.7) − (1.12) with 

 

 𝑢1(𝑥, 0) = 𝑢1
0(𝑥), 𝑢2(𝑥, 0) = 𝑢2

0(𝑥), 𝜃1(𝑥, 0) = 𝜃1
0(𝑥), 𝜃₂(𝑥, 0) = 𝜃2

0(𝑥) 
 

in 𝑀. Then from the Theorem 5, it follows that (𝑢(. , 𝑡) 𝑣(. , 𝑡)) ∈ 𝑀 for all 𝑡 ∈ ℝ⁺.    Let us denote 𝜑 = 𝑢₁ − 𝑢₂, ϕ =
𝜃₁ − 𝜃₂ which satisfy the equations 
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(5.4)           

𝜑𝑡 − ν∆φ − μ∆φt + (φ. ∇)u1 + u2∇φ + ∇p = e3ϕ 

 

(5.5)           

ϕ𝑡 − κ∆ϕ − ϰ∆ϕt + φ∇𝜃1 − 𝑢2𝛻𝜙 = 𝜑3 
 

  

where 𝜑₃ is the third component of 𝜑. Multiplying the equations (5.4) and (5.5) with the  φ and ϕ respectively, we obtain. 

 

 

 (5.6)       
1

2

𝑑

𝑑𝑡
(‖𝜑‖² + 𝜇‖𝛻𝜑‖²) + 𝜈‖𝛻𝜑‖² = 𝑏(𝜑, 𝑢₁, 𝜑) + (𝑒3𝜙, 𝜑)  

                          

(5.7) 
1

2

𝑑

𝑑𝑡
(‖𝜙‖2 + ϰ‖𝛻𝜙‖2) + κ‖𝛻𝜙‖2 = 𝑏(𝜑, 𝜙, 𝜃1) + (𝜑3, 𝜙) 

 

The terms of the type 𝑏(𝑢, 𝑣, 𝑤) in the equations (5.6)and (5.7) can be estimated as 

 

(5.8)                  |𝑏(𝜑, 𝜑, 𝑢₁)| ≤ 𝑐‖𝛻𝜑‖‖𝜑‖ ≤
1

2
𝑐²‖𝜑‖² +

1

2
‖𝛻𝜑‖² 

 

 

(5.9)           |𝑏(𝜑, 𝜙, 𝜃₁)| ≤ 𝑐‖𝛻𝜙‖‖𝜑‖ ≤
1

2
𝑐²‖𝜑‖² +

1

2
‖𝛻𝜙‖²  

 

where c is a constant which correspond to 

 

(5.10)   𝑠𝑢𝑝𝑥∈𝛺|𝑢1(𝑥)| ≤ 𝑐, 𝑠𝑢𝑝𝑥∈𝛺|𝜃1(𝑥)| ≤ 𝑐 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 (𝑢₁, 𝜃₁) 𝑖𝑛 𝑀. 
 

Using (5.8)-(5.9), Schwarz inequality and Young inequality in (5.6) and (5.7) we get 

 
1

2

𝑑

𝑑𝑡
(‖𝜑‖2 + 𝜇‖𝛻𝜑‖2) + 𝜈‖𝛻𝜑‖2 ≤

1

2
𝑐2‖𝜑‖2 +

1

2
‖∇𝜑‖2 +

1

2
‖𝜙‖2 +

1

2
‖𝜑‖2 

1

2

𝑑

𝑑𝑡
(‖𝜙‖2 + ϰ‖𝛻𝜙‖2) + κ‖𝛻𝜙‖2 ≤

1

2
𝑐2‖𝜑‖2 +

1

2
‖∇𝜙‖2 +

1

2
‖𝜙‖2 +

1

2
‖𝜑‖2 

 

From these inequalities we obtain 

 
𝑑

𝑑𝑡
(‖𝜑‖2 + 𝜇‖𝛻𝜑‖2 + ‖𝜙‖2 + ϰ‖𝛻𝜙‖2) + 2ν‖∇𝜑‖2 + 2κ‖∇ϕ‖2 

 (5.11)                                     ≤ (2 + 2𝑐2)‖𝜑‖2 + 2‖𝜙‖2 +
𝜇‖𝜑‖2

𝜇
+

ϰ‖𝛻𝜙‖2

ϰ
 

 

Choosing 

 

        𝑘₁ = 𝑚𝑎𝑥(2 + 2𝑐2,
1

𝜇
,

1

𝜘
) 

 

 and dropping last two terms in the left hand side of (5.11) we write 

(5.12)       
𝑑

𝑑𝑡
(‖𝜑‖2 + 𝜇‖𝛻𝜑‖2 + ‖𝜙‖2 + ϰ‖𝛻𝜙‖2) ≤ 𝑘1(‖𝜑‖2 + 𝜇‖𝛻𝜑‖2   +  ‖𝜙‖2 +  ϰ‖𝛻𝜙‖2). 

                                                                                   

 

Integrating the equation (5.12), we get 

 

 

(5.13)    ‖𝜑‖2 + 𝜇‖𝛻𝜑‖2 + ‖𝜙‖2 + ϰ‖𝛻𝜙‖2 ≤ (‖𝜑(0)‖² + 𝜇‖𝛻𝜑(0)‖² + ‖𝜙(0)‖² + 𝜘‖𝛻𝜙(0)‖²)𝑒𝑘₁𝑡 

 

                                                                            

Using Poincaré inequality in (5.13) we write 

(5.14)        ‖𝛻𝜑‖2 + ‖𝛻𝜙‖2 ≤ 2((1 + 𝜇)‖𝛻𝜑(0)‖2 + (1 + ϰ)‖𝛻𝜙(0)‖2)
1

2𝑒
𝑘1𝑡

2 . 
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Let 𝑃𝑁 be the orthogonal projection of V onto 𝑉𝑁 which is spanned by the first 𝑁 basis elements of 𝑉. Multiplying the 

equation (1.7), (1.8) in L²(Ω) by 𝑄𝑁(𝜑)=(I-𝑃𝑁)𝜑 and 𝑄𝑁(ϕ)=(I-𝑃𝑁)ϕ respectively we obtain 

 

(5.15)    
1

2

𝑑

𝑑𝑡
(‖𝑄𝑁𝜑‖2 + 𝜇‖∇𝑄𝑁𝜑‖2) + 𝜈‖𝛻𝑄𝑁𝜑‖2 ≤ 𝑏(𝜑, 𝑄𝑁𝜑, 𝑢1) + 𝑏(𝑢2, 𝑄𝑁𝜑, 𝜑) + (𝑒3ϕ,  𝑄𝑁𝜑) 

 

(5.16)             
1

2

𝑑

𝑑𝑡
(‖𝑄𝑁ϕ‖2 + ϰ‖∇𝑄𝑁ϕ‖2) + κ‖𝛻𝑄𝑁ϕ‖2 ≤ 𝑏(𝜑, 𝑄𝑁ϕ, 𝜃1) + 𝑏(𝑢2, 𝑄𝑁ϕ, ϕ) + (𝜑3,  𝑄𝑁ϕ). 

 

                                                                      

The first two terms of the right hand side of (5.15) and (5.16) may be estimated as in the computations given for (5.8) and 

(5.9) : 

 

(5.17)                    |b(𝜑,𝑄𝑁φ ,u₁)+b(u₂, 𝑄𝑁𝜑,𝜑)|≤2c‖∇𝑄𝑁𝜑‖‖𝜑‖  

 

 

(5.18)                  |b(𝜑, 𝑄𝑁ϕ,θ₁)+b(u₂, 𝑄𝑁ϕ, ϕ)|≤2c‖∇𝑄𝑁ϕ ‖(‖𝜑‖+‖ ϕ ‖)  

 

where c is a constant same as in (5.10). Using Schwarz and Young inequalities together with (5.17), (5.18) in (5.15), 

(5.16), we get 

 

(5.19)    
𝑑

𝑑𝑡
(‖𝑄𝑁𝜑‖2 + 𝜇‖∇𝑄𝑁𝜑‖2) + 2𝜈‖𝛻𝑄𝑁𝜑‖2 ≤ 𝑐2‖𝜑‖2 + 2‖∇𝑄𝑁𝜑‖2 +

1

2
‖ϕ‖2 

(5.20)   

         
𝑑

𝑑𝑡
(‖𝑄𝑁ϕ‖2 + ϰ‖∇𝑄𝑁ϕ‖2) + 2κ‖𝛻𝑄𝑁ϕ‖2 ≤ (𝑐2 + 1)‖𝜑‖2 + 2‖ϕ‖2 + 3‖∇𝑄𝑁ϕ‖2 

 

Employing 

 

                     ‖∇𝑄𝑁ψ‖≤ λ𝑁+1

−
1

2 ‖∇ 𝑄𝑁ψ‖    ∀ ψ ∈𝑉𝑁
⊥, 

 

 in (5.19) and (5.20) and summing them up we write 

 

(5.21)     
𝑑

𝑑𝑡
(‖𝑄𝑁𝜑‖2 + 𝜇‖∇𝑄𝑁𝜑‖2 + ‖𝑄𝑁ϕ‖2 + ϰ‖∇𝑄𝑁ϕ‖2) + 

𝑘2(‖𝑄𝑁𝜑‖2 + 𝜇‖∇𝑄𝑁𝜑‖2 + ‖𝑄𝑁ϕ‖2 + ϰ‖∇𝑄𝑁ϕ‖2) 

                                                                        ≤ (2𝑐2 + 1)‖𝜑‖2 + 3‖𝜑‖2                                                    
 

where 

                 k₂=min(νλ𝑁+! ,
ν−2

𝜇
, κλ𝑁+! ,

κ−3)

ϰ
)>0. 

 

 We integrate (5.21) to get 

 

         ‖𝑄𝑁𝜑‖2 + 𝜇‖∇𝑄𝑁𝜑‖2 + ‖𝑄𝑁ϕ‖2 + ϰ‖∇𝑄𝑁ϕ‖2 ≤ 

  (‖𝑄𝑁𝜑(0)‖2 + 𝜇‖∇𝑄𝑁𝜑(0)‖2 + ‖𝑄𝑁ϕ(0)‖2 + ϰ‖∇𝑄𝑁ϕ(0)‖2)𝑒−𝑘2𝑡 

 +(2𝑐2 + 1) 𝑒−𝑘2𝑡 ∫ ‖𝜑(𝜏)‖2𝑡

0
 𝑒−𝑘2𝜏 𝑑𝜏 + 3 𝑒−𝑘2𝑡 ∫ ‖ϕ(𝜏)‖2𝑡

0
 𝑒−𝑘2𝜏 𝑑𝜏 

 

In the last inequality using the majorant in (5.14) for ‖𝜑(τ)‖² and ‖ ϕ(τ)‖² and after some calculations we obtain, 

 

     

 (5.22)            ‖∇𝑄𝑁𝜑‖2 + ‖∇𝑄𝑁ϕ‖2 ≤2((1+𝜇) ‖∇𝜑(0)‖2 + (1 + ϰ)‖∇ϕ(0)‖2)𝑒−𝑘2𝑡 

                                        

                                                             {1+
𝑒(𝑘1+𝑘2)𝑡−1

𝑘1+𝑘2
(2𝑐2 + 4)}. 

Now we select 𝑡₀ and 𝑁 such that  

 

                                   2𝑒−k₂t₀{1 +
𝑒(𝑘1+𝑘2)𝑡0−1

𝑘1+𝑘2
(2𝑐2 + 4)} ≤ δ < 1. 

 

 So the conditions of the  Theorem 6 are satisfied. Thus we have established the following theorem. 
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Theorem 7. Let the conditions of Theorem 6 be satisfied and ν>2, κ>3. Then the attractor of the semigroup 

 

 S(t):V→V 

 

has a finite fractal dimension. 
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