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R A N D O M P - N O R M E D SPACES 
A N D A P P L I C A T I O N S TO 

R A N D O M F U N C T I O N S 
loan Golet 

Abstract . I n this paper the concept of random p-normed space is intro­
duced. This structure is a slight enlargement of the concept of the random 
normed space. Some topological properties of random p-normed spaces are 
analyzed. Examples of random p-normed spaces together wi th their con­
nections w i t h deterministic p-normed spaces are also given. Approximation 
theorems for functions wi th values in a random p-normed spaces are proved 
and applications to the study of function with a random parameter are stated. 
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1 Introduct ion 
I n [9] K. Menger proposed the probabilistic concept of distance by replacing 
the number d(p,q), the distance between two points p, q by a distribution 
function FVA. This idea led to a large development of probabilistic analysis. 
Applications to systems having hysteresis, mixture processes, the measuring 
error, the fiabihty theory were given [3], [11]. In [12] A. N. Serstnev used K. 
Menger's idea for sets endowed with an algebraic structure of linear space. 
So, he initiated the study of probabilistic normed spaces. 

Let 1R denotes the the set of real numbers, IR + = {x e R : x > 0} and 
/ = [0,1] the closed unit interval. A mapping F : R —> i " is called a distri­
bution function i f i t is non decreasing, left continuous w i t h inf F = 0 and 
s u p F = 1. 

D+ denotes the set of all distribution functions for that F(0) = 0. Let 
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F , G be in D + , then we write F < G if F(t) < G{t) for all t G R . I f 
a G R+ then i i a wi l l be the element of D+ for which Ha(t) = 0 i f t < a and 
Ha(t) = 1 if i > a . I t is obvious that H0> F , for all F e D+. The set 
D + w i l l be endowed wi th the natural topology defined by the modified Levy 
metric di [11]. 

A p-normed space is a pair (L, || • ||) ([7], [2]), where L is a linear space, 
0 < p ^ 1 and || • || is a real valued mapping defined on L such that the 
following conditions are satisfied : 
(1) ^ 0 for all x G L . 
(2) Hxll = 0 if and only i f x = 6. 
(3) jjet • x\\ = |o;|p||a;||, whenever x G L and a G R, • 
(4) \\x + y\\ < \ \x\ \ + ||y||, for all x,y G L . 

A t-norm T is a two place function T : I x / —> / which is associative, 
commutative, non decreasing in each place and such that T(a , 1) = a, for 
all a G [0,1]. A triangle function r is a binary operation on D+ which is 
commutative, associative, non decreasing in each place and for which Ho is 
the identity, that is, T(F, H0)) = F for every F G D+. T-norms and triangle 
functions have had a important place in writ ing appropriate probabilistic t r i ­
angle inequalities. The terminology and notations are standard as in [3],[11]. 

2 Random p-normed spaces 
Definition 1 . Let L be a linear space, r a triangle function , 0 < p ^ 1, and 
let T be a mapping from L into D+. I f the following conditions are satisfied 

(5) F X = Ho implies x = 9, 
(6) Fax(t) = F x ( j ^ ) , for every t > 0, a ^ 0 and x, y G L , 
(7) F a . + y > r f ^ , F Y ) , whenever x, y, z G L . 

then ^ is called a probabilistic p-norm on L and ( L , J 7 , r) is called a proba­
bilistic p-normed space. If (5)-(6) are satisfied and the probabilistic triangle 
inequality (7) is formulated under a t-norm T : 
(8) Fx+VtZ{ti + t2) > T(Fxx(ti),Fyg(t2)), for all x,y,z, G L,tut2 G R+, then 
(L , J 7 , T) is called a random p-normed space. 
R e m a r k 1 . I t is easy to check that every p-normed space (L, || • ||) [7], 
[2] can be, in a natural way, made a random p-normed space by setting 
Fx{t) = H0{t - ||a;||), for every x G L , t G M+ and T = Min . 
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Proposition 1 . I f T is a left continuous t-norm and TT is the triangle func­
tion defined by vr(F,G)(t) — sup T{F(h),G(t2)), t > 0 , then (L , rT) 

is a probabilistic p-normed space iff (L , J^,T) is a random p-normed space. 
Proposition 2. I f ( L , ^ , T) is random p-normed space then the random 
p-norm T has the following property : 
(9) Fe(t) = H0(t), for all £ > 0. 
Proof. Indeed, Fe(t) = FaB(t) = Fe(-A;), for all a G R - {0} . Then 

I f we define Fm(x,y) = Fx_y then a ( L , ^ 7 m , r ) becomes a probabilistic 
metric space under the same triangle function r . In what sequel we wi l l con­
sider random p-normed spaces under continuous t-norms T ^ Tm (Tm(a, b) = 
Max {a + b — 1,0}). This condition insures the existence of a linear topology 
on L . 
Example . We wi l l construct a particular class of random p-normed spaces 
which have a large statistical disposal. Let (L , || • ||) be a p-normed space 
and G = {Gi}ier be an at most countable family of distribution function 
(Gi G D+) and let A = { A ; } ; e / an at most family of positive real numbers 
such that Ai = 1. For every x G L we define the mapping T : L —> D+ by 

for all t G R+. We also make the convention Fx(^) = F(oo) = 1, for £ > 0 

The triple ( L , ^ , T) becomes a random p-normed space. I t is called simple 
generated random p-normed space by the families G and A. Starting from 
a p-normed space, for particular cases of families G and A different random 
p-normed spaces can be obtained. So, every process of measurement of vec­
tors can be statistical interpreted by using appropriate statistical distribution 
functions as family G w i th coefficients 
Theorem 1 . Let ( L , !F, T) be a random p-normed space under a continuous 
t-norm T such that T > Tm, then : 
(a) The family of subsets of L : 

U = {£/(£,A)} : e > 0,À G (0,1)}, t / (e ,A) = {(x,y) G L x L : 
Fx^y(e) > 1 - A} 

ii+t 2 <t 

Fe{t) = h m i ^ i - ) = Fe(oo) = HQ(t). 
a—>0 \a\p 

and FXQ = 0. 
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is a complete system for a uniformity on L induced by the probabilistic met­
ric Tm. 
(ft) V = {V(e, A)} : £ > 0, A G ( 0 , 1 ) } , V(e, A) = {x G L : Fx(e) > 1 - A} 
is a complete system of neighbourhoods of zero for a linear topology on L 
generated by the p-norm T. 
Proof. We wi l l prove only the point (b), that of (a) is similar to (b). 

Let V(ek, Xk)yk = 1,2 be in V. We consider e = min{£i ,£ 2 } , A = 
m i n { A i , A 2 } , then V(e,A) C V{eu Ai) n V ( e 2 , A 2 ) . 

Let a G R such that 0 < \a\ < 1 and x G aV(e, A), then x = ay, where 
y G V(e,X) and we have 

Fx(e) = Fay(e) = Fy(j^) > Fy(e) > 1 - A. 

This shows us that x G V(e , A), hence aV(e , A) C V(e, A). 
Let's show that, for every V C V and x E L there exists a e l , a ^ 0 

such that ax & V. I f V € V then there exists e > 0, A G (0,1) such 
that V = V(e, A). Let a; be arbitrarily fixed in L and a G M, cc ^ 0, then 

a £ i such that - ^ ( j ^ ) > 1 — A, hence eta; € V. 
Let us prove that , for any V G V there exists Vo G V such that Vo + Vo C 

V. I f V = V(e, A) and £ € V"(e, A), then there exists rj > 0 such that 
Fa^e) > 1 — 77 > 1 — A. I f Vo = V(§ , |) and £,y G Vo, by triangle inequality 
we have 

Fx+y(e) > T (F« (|) , F w (|) ) > T m ( l - |, 1 - | ) > 1 - t/ > 1 - A. 

The above inequalities show us that Vo + Vo CV. 
Now, we show that V G V and en G M, a ^ 0 implies a V G V. Let us 

remark that a V = aV(e, A) = {ax : Fx>a(e) > 1—A, a G A } and Fx(e) > 1—A 
^ ^ ( ^ ) = i^x,a(|«|p£) > 1 - A. This shows that aV = V(\a\pe,X,A), 
hence aV G V. 

The above statements show us that V is a base for a system neighborhoods 
of the origin in the linear space L . I t is easy to see that the uniformity 
generated by U and the topology generated by V are compatible. 
Proposition 3. Let { a ; n } n 6 L be a sequence in L and let (L,?, T) be a 
random p-normed space under a continuous t-norm T , then the following 
statements are equivalent : 
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(ci) {xn} converges to x in the topology generated by the random 
p-norm f o n L . 

(c 2) FXn_x(t), converges to H0(t), for every i > 0. 
(c 3) ^ ( F ^ i Z o ) - ^ , ( n - o o ) . 

Proposition 4. I n the conditions of Proposition 3 the following statements 
are equivalent: 

(fi) {%n} is a Cauchy sequence in the uniformity generated by 
the probabilistic metric Tm on L . 

(/2) FXn_Xm(t) converges to H0(t) for all t > 0. 
(/3) dL(FXn-Xm,H0) -* 0, ( n , m - » oo). 

3 Functions w i t h values in random p-normed 
spaces 

Proposition 5. Let / be a function and let (/n)neJV be a sequence of func­
tions defined on a non-empty subset A of real line wi th values in a random 
p-normed spaces (L,F, T). Then: 

(a) The function / is continuous in t0 G A iff for every e > 0 and A G (0,1) 
there is 5{e, A) > 0 such that for a l H G A with |i — io| < S(e, A) we have 

Ff(t)-f(toM > i - A 

(b) The function / is uniformly continuous on the set A iff for every e > 0 
and A G (0,1) there is S(e, A) > 0 such that, for all G A w i t h property 
\t' - i " | < 5(e, A) we have 

Ff(t')-f(t")(c) > 1 - A 

(c) The sequence {fn}n&N converges on the set A to the function / iff for 
every e > 0, A G (0,1) and t G A there is an integer N(e,X,t) such that, for 
all n > N(e, X,t) we have ^7„(i)-/(t)(e) > 1 — A. 

d) The sequence { /„ }„ e Ar is uniformly convergent, on the set A to the 
function / iff the condition of the point (c) is satisfied for a N(e, A, t) that 
doesn't depend of t . 
Proof. The above statements are valid because the family {Vx(e, X) = {y G 
L\ Fx^y{e) > 1 — A}, e > 0, A G (0,1)} is a complete system of neighbour­
hoods for the point x in the topology generated by the random p-norm T: 
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The above proposition show us that topological properties of functions with 
values in the uniform space (L,U) associated to a random p-normed space 
(L, FyT) may be expressed by the random p-norm T. So, we obtain a con­
venient manner to utilize some known results from the uniform space theory 
to the study of some properties of functions with values in random p-normed 
spaces. The above statements wi l l also permit us to utilize some results from 
the study of functions with values in a random p-normed space to functions 
with values in a p-normed space depending of a random parameter. 
Definition 2. A sequence {/ n} neJV of functions defined on a set A C M with 
values in the random p-normed space (L, T, T) is called a Cauchy sequence 
if for every e > 0 and A € (0,1) there is an integer N(e, A) > 0 such that 
Ffn(t)-fm(t)(e) > 1 - A for all t 6 A and n.m > N(e, A). 
Theorem 2. A sequence {fn}neN of functions defined on the set A wi th val­
ues in a complete random p-normed space (L, F, T) is uniformly convergent 
on A iff { / n } n S A r is a Chauchy sequence on A. 
Proof. Let us suppose that the sequence { / „ } n eN is uniformly convergent 
on A to the function / . Let e > 0 and A € (0,/) be given, then there is a 
natural integer N(e,X) and a real number rj > 0 such that Ffn(t)-f(t)(%) > 
1 - \ > 1 - | for a l U e A and n > N(e, A). 

Let us consider n,m> N(e, A), then we have 

£ £ 
Ffn(t)~fm(t)(£) > T{Ffn{t)-f{t){^)^Ff{t)-!m{t){-)) > 

T m ( l - | , l - | ) > l - T 7 > l - A 

for all t € A. This implies that the sequence {fn}neN is Cauchy on the set 
A. 

Conversely, i f {fn}n&N is a Cauchy sequence on A , then for every fixed 
t £ A the sequence {fn{t)}neN is a Cauchy sequence in ( L , ^ 7 , T). Since 
( L J F J T ) is complete i t follows that the sequence {fn(t)}neN is convergent to 
an element in L denoted by /(£). We wi l l prove that the sequence {fn}neN 
is uniformly convergent on the set A to the function / . 

Since { / n }ne iv , is a Cauchy sequence i t follows that for every e > and 
A 6 (0,1) there is N(e, A) such that -P> n ( i)_ / m ( i)(e) > 1 - f for all n,m > 
N(e, A) G N and t E A. By the triangle inequality and by the fact that 
T > Tm we have 

£ £ 
Ffn{t)-f{t){£) > r m ( i 7 1 / „ ( i ) - / m ( i ) ( - ) , i ? / m ( i ) _ / ( t ) ( - ) ) , 
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for all n,m> N(e, A) and t G A. 
Letting vri —> oo i t follows that the sequence {fn}neN is uniformly con­

vergent on the set A to the function / . This completes the proof. 
I n what follows we analyze the approximation of continuous functions de­

fined on a compact interval wi th values in a random p-normed spaces. First, 
we give a general approximation theorem based on so-called Borel functions. 
Using this result we wi l l extend the Weierstrass approximation theorem to 
such functions. 

These results can be applied to approximation of random functions wi th 
values in a p-normed space. 

As a consequence of these results i t is obtained a result w i th regard to the 
problem of the approximation of continuous functions wi th values in linear 
metric spaces. 

For each pair of integers m,n ,0 < m < n,n ^ 0, let gmilx be the Borel 
functions defined on the unit interval [0,1] by: 

f 0 i f 0 < i < ^ or i > s ± i 
(10) gm,n = < nt-m + l if ^ < t < f 

-nt + m+1 if a < t < =*±i 

For a function / defined on [0,1] wi th values in a random normed space 
{L,T,T) we consider the sequence of functions {fn}neN defined by 

n 

(11) /„(*) = 
m=0 

T h e o r e m 3. I f the function / : [0,1] — > ( L , J 7 , T) is continuous on [0,1], 
then the sequence of functions {fn}n<=N defined by (11) is uniformly conver­
gent on [0,1] to the function / . 
Proof. Let e > 0 and A G (0,1). Then by continuity of the function / i t 
follows that there exist N(e,X) G N and rj > 0 such that F f > 
1 - \ > 1 - f for all t', t" G [0,1] wi th property that \t' - t"\ < 

Let n > N(e,\) and s G [0,1], we choose the integer k such that 
0 < k < n and ^ < s < Then we have s = £ - where 0 < u < 1 

and fn(s) = £ gm,n(8)f{*) = uf(^) + (1 - « ) / ( £ ) . 
m=0 

Then we have: 

Ff(s)-fn(S)(£) = F(l-u)f(a)+uf{s)-fn(a)(e) > T(F{l-u)[f(a)-f($] (g) )» 
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F / « - / < ^ > < 2 i ^ » ^ T(FM-f(*)fy> Fn*)-n^A» * Tm(l - 1 , i - f ) > 

> 1 -77 > 1 - A. 

By these inequalities i t follows the conclusion of the theorem. 
Definition 3. A polynomial with values in a random p-normed space 
(LfF, T) is a function P : R —> (L,F,T) given by P(t) = £ aktk, where 

fe=0 
ak E L,an ^ 0 and n E N. 
Theorem 4. Let (L ,^ " ,T ) be a random p-normed space. I f / : [0,1] —* 
( L , ^ 7 , T ) is a continuous function, then there exists a sequence of polyno­
mial w i th values in (L}F,T) uniformly convergent on [0,1] to / . 

n 
Proof. Let us consider the sequence of function { / „ } „ 6 j v , = 9m,n{t)f{ 

m=0 
where gm>n 0 < m < n ,n / 0 are Borel functions. By Theorem 3 the se­
quence {fn}n€N is uniformly convergent on [0,1] to the function / , that is, 
for every e > 0 and A E (0 ,1) there exist an positive integer jVi(e,A) and 
77 > 0 such that 

.£. T] A 
Ff(t)'fn(t){^) > 1 - 2 > 1 ~ 2 

for all t G [0,1] and n > JVi(e, A). 
By the classical Weierstrass approximation theorem there exists a poly­

nomial Pr(k;m,n,p) SUCh that 

\gm,n{t) — Pr(k,m,n)(t)\P < 
£n+k+l 

2n + 1 

for all t E [0 ,1] . Let us consider the following sequence of polynomials with 
n 

values in ( L , . F , T ) ; {Pn>k}n,keN defined by P„, f c(i) = $2'Pr(fe,m,n)(i)/(.^) 
m=0 

. I n the sequel we shall prove that the sequence {Pn,k}n,k&N contains a 
subsequence uniformly convergent on [0,1] to / . 

Let e > 0 and A E ( 0 ,1 ) , we have: 
£ £ 

• F >(t) - f , „ 1 fc(*)( e ) ^ T ( - F / ( i ) - / n ( i ) ( 2 ) ' i ? / n ( i ) - i 3 n , f c ( * ) ( 2 ) ) -
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n times 

F ^ 2 { n + l)\gi,n{t) - Pr(k,i,n)\p)' 

In view of the inequalities (3) and (4) we have 

Fm-pnMt)(£) > T(l - lT(T(...(T(Ff0(^L),... 

• • • . ) ^ ( » . n ) ( ^ ) ) ) ) ) . 

Since the function / : [0,1] —> (L, J 7 , T) is continuous i t follows that / 
is bounded. Taking into account that / is bounded and that —> oo 
when k —> oo i t follows that sup inf Ff/t\(-^) = 1. This means that 

fc>o *e[o,i] 
for every n > 1 there exists N(n) E N such that , if k > N(n) we have 
J n f ^ F / ( i ) ( ^ - ) > 1 - ( n H ^ 1 ) 2 . Hence for all k > N(n) we have 

•P>w-Pn>w(e) > r m ( i - | ,T£ ( i - ^ ^ ) ) > 

T m ( l - ^Max{J2(l - — - n, 0)}) = 

= T m ( l - | , M a x { l - ^ ^ , 0 } ) 

Now, let N(r}) E N such that < |. Prom the above i t follows that for 
every n > Max{N(e, X),N(r])} we have 

% - V , . , w ( E ) > T m ( l - 2 1 - | ) > 1 - > 1 - A 

for all t E [0,1], By the arbitrariness of e > 0 and A E (0,1) is follows that 
the sequence of polynomials {Pn,N(n)}neN converges uniformly on [0,1] to the 
function / . This completes the proof of theorem. 
R e m a r k 2. I f in Theorem 4 we consider p = 1 and the t-norm T, under that 
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( L , T', T) is a random 1-normed (normed) space, is a t-norm of Hadzic type 
[4],[5] i t is known that the random normed space ( L , T,T) endowed with the 
(e, A)-topology defined by the random norm J 7 is a locally convex topolog­
ical linear space. I n these conditions the statement of Theorem 4. can be 
deduced by using the approximation theorem of Weierstrass for continuous 
functions wi th values in R™. Indeed, because / is continuous it results that 
/ ( [0 ,1] ) is a compact set in ( L , T, T). In this case ( L , T, T) endowed wi th the 
(e, A)-topology generated by T is in the same time a locally convex topologi­
cal linear space. So, i t results that / ( [0,1]) is homeomorphic w i th a compact 
subset of R n . Theorem 4. offers a generalization in the following sense. I t 
is known [3], [4] that for a t-norm which is not of Hadzic type there exist a 
random normed space ( L , J 7 , T) which is not locally convex topological linear 
space in the (e, A)-topology generated by the random norm T. 

I t is also known that any linear metric space (L,d) can be considered 
a random normed space (L,T, T), under the t-norm T = Tm. Using thise 
statements we can give the following consequence of Theorem 4. 
C o r o l l a r y 1 . I f / is a continuous function on [0,1] w i th values in a linear 
metric space ( L , d) then, there exists a sequence of polynomials wi th values 
in the linear metric space ( L , d) which converges uniformly on [0,1] to the 
function / . 

I n what follows we shall assume that (il, K, P) is a complete probabil­
i ty measure space, i.e. the set O is a nonempty abstract set, K is a cr-algebra 
of subsets of and P is a complete probability measure on JC. 

First we present some basic definitions of the probability theory in Ba-
nach spaces [1]. 

Let (X,B) be a measurable space, where (X, || • ||) is a separable Banach 
space and B is the cr-algebra of the Borel subsets of (X, \ \ • ||). 

A mapping x : Q —> X is said to be random variable (X-valued r.v.) with 
values in X if x~\B) for all B 6 B. 

Two X-valued r.v. X(OJ) and y(ui) are said to be equivalent i f x(u>) and 
y(u>) are equal w i th the probability one, i.e. 

Let us note by X the space of all classes of equivalent random variables 
wi th values in a separable Banach space X. I t is known that (X, J - ' , T m ) is a 
complete random normed space, where the random norm T is defined by 

P({u G Q\x(u>) = y(u>)}) = 1. 

Fx(t) = P({u> G f2 : \\X(UJ)\\ <t}) 
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Furthermore,the (e, A)-topology on X induced by the random norm T is 
equivalent to the topology of the convergence in probability on X. 

Let A be a subset of the set of real numbers and let / be a mapping of 
Ax X into X. 

The mapping / is said to be a random function defined on A with values 
in the separable Banach space X(briefly X-valued r . f . ) , if for any t E A the 
mapping f(t, •) : O —>• X is a X-valued r.v.. 

For every u; G i i the mapping f(-,cu) : A —> X is called a realization of 
X-valued r.f. f(t,u>). 

Two X-valued random functions / and g are said to be equivalent if f(t, u>) 
and g(t,u>) are equal almost surely for any t G A, i.e 

P ( { u , G f t | f(t,tu) = g(t,to)}) = l 

for any t E A. 
For important results related, to the probability theory in Banach spaces 

we refer to [1]. 
Now, let / be a X-valued random function defined on A C R, then one 

can define the mapping f on A with^ values in the random normed space 
(X,T,Tm\ by A 3 t -* f(t), where [/(t)](w) = f(t,uj). Conversely, for each 
function / : A —* (A , ,^ r , T m ) one can define the X-valued random function 
on A by fit,u) — [f{t)](u>) for any t E A and w G i l , Furthermore the cor­
respondence / —> / is one to one and onto. By this correspondence results 
obtained for functions wi th values in random normed spaces can be applied 
to the study of random functions wi th values in separable Banach spaces. 
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