DECOMPOSITION OF CURVATURE TENSOR FIELD IN
A RECURRENT KAEHLERIAN SPACE

U.P. SINGH and AK. SINGH

In the present paper the decomposition of the curvature tensor field R",- £
of a recurrent Kaehlerian space in tetms of a vector field and fwo tensor
fields has been considered and several theorems about this decomposition
have been investigated.

1. Introduction. An »(= 2m) dimensional Kaechleiian space K" is a
Riemannian space which. admits a tensor field ¢ satisfying the conditions

¢l i =—158,"Y, (.0

Gy=— ¢ (= ga) . (1.2)
and

¢*; =0 (1.3)

where the comma followed by an index denotes the operator of covariant

differentiation with respect to the metric tensor g;; of the Riemannian space.
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The Riemannian curvature tensor field is defined by

2
Ry et 0y — 8y i + 4 A — b b ¥ (1.4)
the Ricci tensor and scalar curvature are given by R;; = R°;; and R = gl R;;
respectively.
It is well known that these tensors satisfy the identity [2] 3

R = Ripys — Rigerj - (1.5

The holomorphically projective curvature tensor P%; is defined by

1) All Latin indices run over the range from 1 to n.
7 9; = 0fdxt, where {xf} denotes real local coordinates,
¥ Numbers in square brackets refer to the references at the end of the paper,

21




22 U.P. SINGH - AK. SINGH

1
})"'r'ffcg Rhfﬂc + m (Rik'sfh - RJk Srh + Sik ‘f’fk - S:‘k ‘f’zh + 2 SU‘ ¢kh) (1-6)

where Sy, = ¢ R, .
The Bianchi identities in K" are given by
Rlyj + Ry + Rbyyy =0 (L7
and '
Riyjn + Rlipgy + Rl = 0. (1.8)

A Kachlerian space K” is said to be Kaehlerian recurrent if its curvature
tensor field satisfies the condition ([*])

Rhyja =2a th’.{k (1.9)
where A, is a non-zero recurrence vector field.
The following relations follow immediately from (1.9):
Ry = A, Ry (1.10)
and
R, =4, R.

In the present paper, we have considered the decomposition of curvature
tensor field R%;, in terms of a vector field and two tensor fields and several
theorems have been investigated.

2. Decomposition of Curvature Tensor Fields R"; . We consider the
decomposition of recurrent curvature tensor field R";, in the following form:

Rl = X vy @b

where v!is a non-zero vector field and X*, y,, are two non-zero tensor
fields such that '

X', =p 2.2)
and
Ay Vi =1, 23)

p; is called decomposed vector field and this is a non-zero vector field.

We shall prove the following :
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Theorem (2.1). Under the decomposition- (2.1), the Bianchi identities for
R, take the form
Vi + Wiy + Wi =0, Wi = — vy 29
and
A‘a ‘I’Uk_ + ;“j Yiica + m'.‘c Wigj = 0. (25)
Proof. In view of equations (1.10), (1.11), {1.9) and (2.1), we obtain
XV W+ Wi + W) = 0 - 2.6)
and
XV i+ Mg Wi, + Ry Wig) =0 . 2.7

The identities (2.4) and (2.5) follow immediately from these equations and the
fact X;" vi £ 0.

The following main theorems may be proved in the same way as it is proved
in the recent paper [*] :

Theorem (2.2). The vector field A, and the tensor field X given by
equations (1.9) and (2.1) behave like recurrent vector and recurrent tensor
fields and their recurrent forms are given by

?L'a:m = ”u; A‘a (2.8)
and

Xt =, X, 2.9)

Im

where p, and v are non-zero recurrence vector fields.

Theorem (2.3). Under the decomposition {2.1), the decomposed vector
field p, behaves like a recurrent vector field and its recurrent form is given by

DPrm =, +v,) o0 2.10)

Now, we prove the following :

Theorem (2.4). Under the decomposition (2.1), the vector field v! and
the tensor field wy; behave like recurrent vector and recurrent tensor fields.

Proof, Multiplying equation {2.5) by v* and using relation (2.3), we obtain
Wie = A Wy — Ry Wi (2.11)

where y, v = yy; is a tensor field.
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Therefore, the. relation. (2.1) takes the form
Ry = XV (g Wiy — Dy W) - en

Differentiating equatlon (2.12) covarlantly w1th respect to x™ and using
equations (1.9), (2.8), {2.9), (2.12), we get

(e Wiy — Ry W) Vi = V{0 O W = D W) 4 W, QWi = Ry W} (213)
Multiplying this equation by v¢, we obtain
e Wiy — My W) VOV, = VIV {0, g Wy — MW -+ By Oy Wi — R W)}, (2.14)
_ which yields '
vivl =iV .15
Since v! % 0, there exists a proportional non-zero vector field n'm such that
vl =m, v J (2.16)

Therefore, v! is recurrent vector field.

Further, differentiating equation (2.1) covariantly with respect to x™ and
using equations (1.9), (2.1), (2.8), (2 9) and (2 I1), we obtain

Wik, m — O\' — VT )\lfu]c . (2.17)
Hence, v;; is a recurrent tensor field.

If v, + =, # 0, we have

Corollary (2.1). Under the decomposition (2.1), the vector field X » is
recurrent with the recurrence vector field (v, + =m, ).

Proof. Differentiating the vecior field X;* v! covariantly with respect to
x™ and using equations (2.9) and (2.16), we get the proof.

On the other hand, if v, + x, = 0, we have

Corollary (2.2). Under the decomposition (2.1), v will be recurrent
with the same recurrence vector A, as the curvature tensor field R’ .

- Proof. The proof follows immediately from equation (2.17).

" Theorem (2.5). Under the decomposition (2.1), the vector fleld vt and
tensor fields R%y, , Ry, vy, satisfy the relations
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My Rliygy = 0y Ry = Xy Ry = py vt Wiy - (2.18)
‘Proof,  With -the help of equations (1.5}, (1.9) and (1.10) we obtain :
A Rhy =% Ry — ARy (2.19)

Multip!yihg equation (2.1) by A, and using relation (2.2), we obtain
_ My By = po vy - (2.20)
From eqﬁatidns (2.19) and (2.20), we get the relations (2.18).

© Theerem (2.6). Under the' decomposition (2.1), the curvature tensor RA;,
and holomorphically projective curvature tensor fields are egual iff

8 Wy — th. Vi + W (S 0 — & D+ 202 ¢ vy = 0. (2.21)
Proof. Equation (1.6) may be expressed in the form
P hi.i'k = Rhilk + Dhu‘k ’ . ) (2.22)

where

Dl = n—i 3 Ry 8 — Ry 8 + Sy @ — Sje & + 28,8, (2.229)

T4
Contracting indices % and k in (2.1), we obtain

L Ry=Xfviw,. @2
With the help of equation (2.23), we have

Sy =& Ry = ¢" X/ V' Yar - (2.29)
Making use of equations (2.23) and (2.24) in (2.22a), we obtain
K X h A Lo W
D e — n——|-2 {wi’kr' af - ‘yﬂcr 81’ + Wakr (QBJ d)i - d)i (xbf ) +

208 BV 229

From equation (2.22a), it is clear that Pk; — Rt , iff DA, = 0, which
in view of equation (2.25) becomes

wikr th - ijr Sih + "I;akr (()b.i"h qbia - ()bih qsfa) + 2 (f)kh ¢ia thff == O . (2'26)

Multiplying this eguation by v* and using the relation

Yine VE =1,

we have the reqguired equation.
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OZET

Bu calismada bir tekrarlamali Kaeller nzayiun R jk'cgrilik tansérl “ala-
ninin bir vekitr alani ile iki tansdr alam cinsinden ayriliy formiilii ele
alinarak bu ayrilisa dair bazi teoremler aragtirilmugtir,




