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SOME THEOREMS O N PROJECTIVE RECURRENCE VECTOR 
I N FINSLER SPACE 

A . K U M A R 

I n this paper it has been established that in a P R Fn-space the tensor 
Xj,(s) is symmetric when projective Ricci tensor Hj,j(x,x) is symmetric iff 
there exists a contravariant vector satisfying ~ks vs = 1, ffhj vh v' = —[3 

and (Xft(4.> — X S ( A ) ) v" = 0. 

1. INTRODUCTION 

Let us consider an ^-dimensional affinelly connected Finsler space Fn [iy> 
having symmetric Berwald's connection coefficient G'jk. The covariant deriva
tive of any tensor field TJ depending on both positional and directional coordi
nates is given by 

T l

m - dk TJ ~ d,„ TJ G'\k x" + TJ G'hk - Tfl G * A

2 ) > d - 0 

where G'\k xv = Gk'. 

The well known commutation formula involving the above covariant deriva
tive is given by 

= - 3, Tj H\HK # + TJ H'SH!I ~ TJ IPM* , (1.2) 

where 

Hi

m(x>x)m2{dvGi

kVl-G^jG^ + &lAj&kh} (1.3) 

is called Berwald's curvature tensor and satisfies the following relations [ ' ] : 

H ^ H ^ x * , (1.4) 

+ +&kHl = *> 0-5) 

a) J?'W ( = Hh} and b) H\h} = Hhj ~ HJb . (1.7) 

I n a Finsler space, i f the Berwald's curvature tensor satisfies the relation 

') Numbers in square brackets refer to the references given at the end of the paper. 
a> 9; = d/dx* and 9; = 3 /3* ' . 
B> 2A[hk] - Ahk-~Akh . 
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#W>== (1-8) 
where Xs is any vector field, then the space is called projective recurrent Finsler 
space or PR. Fn-space and Xs is called projective recurrence vector. 

2. DECOMPOSITION OF H1,^ (x, i ) 

I n an affinelly connected Finsler space, the second Bianchi's identity for 
Berwald's curvature tensor H'hjk (x, x) is given by 

# W ) + H'MW + = °- ( 2 - i ) 

By virtue of the basic condition (1.8), the last identity can be written as 

K H''HJK + Xj H L

M + Xk H'M = 0. (2.2) 

On the other hand, transvecting the last formula by vs and summing over the 
index s, we find 

H'hik = h&ki-*>jQ'l*, (2-3) 
where 

Q^^kH'^v* (2.4) 

and 

1. (2.5) 

I n view of the equations (1.6), (1.7b) and (2.5), we can get 

a)Q<hJvJ = 0 and b)Ql

u = 0. (2.6) 

Now, i f Q*'hj is any tensor satisfying 

Then, by substraction (2.7) from (2.3), we can get 

K (G** ~ G'",,;) = h (G*« - 6'wfc). (2.8) 

I n view of the last formula, we can introduce a tensor Ej : 

G ^ G ^ + M * ' . (2-9) 

Conversely, i f Q'^ satisfies (2.3) and Eh' is any tensor, then the tensor Q*',,j 
satisfies (2.7). Such a tensor Q*'hj of the form (2.9) may be regarded as a 

symmetric one. We shall prove this fact. For this purpose introducing the 

formula (2.3) into the left-hand side of the identity (1.5), we obtain 

K (Q'h - Q'J<) + h (G1;* - GW) + *>J i&kk - G.Vc) = o- (2.10) 

Next, transvecting the above formula by vk and taking notice of the equation 
(2.5), we have 
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& h l &Jk = h El ~ h Ekl (2-11) 
o r 

& k i + hm = &Jk + KEi, (2.12) 
where we have put 

E/*k(Q?hJ-QfJl)v>>. (2.13) 

With the help of the equations (2.4) and (2.6) the above formula reduces to 

E/ = Qi

fljv^H'/ljkvkv". (2.14) 

Tn view of the equations (2.9) and (2.11), we can deduce 

G**j = Q*!Jh • (2.15) 

This completes the proof. 

3. DISCUSSION 
Equating the formula (2.7) with respect to the indices / and k, we find 

Hhi=hQ*l

bJ-hQ*lkk. (3-1) 
where we have used (1.7a). 

Let us assume the symmetry of HhJ, then the above result yields 

*-jQ*'M = hQ*'n> (3-2) 

where we have used (2.15). 

The above relation gives us 

G**/ = P V (3.3) 

By virtue of the equations (2.6b), (2.9) and (2.15), we can construct 

Q*'u = fi* « = &a + h % = h E! • (3-4) 

Comparing this equation with (3.3), we f ind 

P = Ef . (3.5) 

I n view of the equations (1.6), (1.7a), (2.4) and (2.14), the above relation can 
be also re-written as 

P = E/ = Q!

M v'> = ( - Hbs tf »*), (3.6) 
i.e. 

Hhyv*= - p. (3.7) 

By virtue of the basic condition (1.8) and the formula (2.14), we can get 

X, EJ •= Xj H1^ * v* = {H>khs0)) v" «* . (3.8) 

From the equations (1.6) and (3.8), we can obtain 
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h £// ~ K Ej = (tftosu) + # W v" vk • (3.9> 

In view of the identity (2.1), the above formula yields 

h E>! ~ K EJ = - H W ) * v« = X, «* - ff'w„- «* , . (3.10> 
where we have used (1.6) and (2.5). 

Now, let us consider the defining equation (1.8) as a differential equation 
on H l

h j k (x, x). Then its integrability condition takes the form 

M H J B'itik = ~ d a H'fiJk Ha

asiit + H"fifk H'asm ~ ^'aJk H"f,sm ~ Q ] [), 

J 3 hak 1 1 1 Jim n hja n ksm • 

where we have put 

MmsM^(Xs(lll)~Xm(s)). (3.12> 

Contracting the formula (3.11) with respect to the indices r and /f and using the 
equation (1.7a), we obtain 

Mms Hbj = - d a WMi H"llSm x" - Haj H\S!n - Hha Ha

hm . (3.13) 

Transvecting the last formula by vh v'} and taking notice of (3.7), and the symmetry 
property of the projective Ricci tensor UflJ (x, x), we have 

VM,m.= 2Ha

hsmvHHnjvJ), • • (3.14) 

On the other hand, introducing the formula (3.10) into the right-hand side o f 
the above result, we get 

P Mms = 2 (Xm Ef - Xs V ) (HaJ vJ). , (3.15) 

Transvecting the formula (2.13) by vj and noting the relations (2.6a), we get 

E/vi = 0. (3.16) 

In this way, multiplying the formula (3.15) by v'" and using the equations (2.5) 
and (3.16), we find 

$Mmsv'»^2Es»JiajvJ (3.17) 

or 

$XhMmsv'n^2Es

aXhHajv>. • (3.18> 

On an analogous way, we can obtain 

P K MAm v" = -2Xs E)f Hai vJ. (3.19) 

Adding (3.18) and (3.19) side by side and remembering the formula (3.15), we find 

P (Xh Mms V™ + Xs Mhm v>") = p Mbs, (3.20> 

i.e. 

- K Mvts v>" - X, Minh v">, (3.21) 

where we have used Mmh = — Mlun and p ^ 0. 
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Consequently, when and only when, we have 

h,Mimv™ = \sMmhv»> (3.22) 

we find 

Mhs = 0, i.e. Xs(h) = Xh(s). (3.23) 

Multiplying the formula (3.22) by vh and taking care of the equation (2.5), we 
have 

Mm!lv"- = 0, (3.24) 

where we have also used 

Mmhvmvh = 0. (3.25) 

Conversely from the formula (3.24) we can get (3.22). Hence (3.22) and (3.24) 
are equivalent to each other. Thus we can state the following : 

Conclusion. I n a PR Fn-space, i f projective Ricci tensor Hhj (x, x) is 
symmetric when and only when there exists a contravariant vector v' (x) satis
fying (2.5), Hhj v1' v} and (Xh(s) — Xsill)) v" = 0, the tensor is symmetric. 

- ' 4. REMARKS ' 

Let us consider the case of ¡3 = 0. According to (3.20), such a case occurs 
when we have Mhs - (Xh Mms + Xs MhJ vm ^ 0. 

Transvecting the equation (3.13) by vm side by side and summing over'm 
we get 

Mms v'" Hhl = - Hai Ha

hsm v>" - Hha H"jsm v"\ (4.1) 

Now, again transvecting the above formula by Xk and using thé basic condition 
•(1.8), we get 

Xk Mms v1" Hh) = - (H\sm(k)) Ha} vm - (H«jsm(k)) vm Hha. (4.2) 

O n an analogous way, we can obtain 

K Mkm vm H,;} = (H°llkm(s)) Ha} v'" + (Ha

JkM) vm Hha , (4.3) 

where we have also used the non-symmetric property of Mkm. 

Adding the reductions (4.2) and (4.3) side by side and noting the identity 
<2.1), we f ind 

(Xk Mm - Xs Mmk). v1" Hhj - ~ H\sk ffaJ - H*jtkHha , • (4.4) 

where we have used (2.5) and Mha = — Mah. 

• In. view of the equation- (3.13), the-above relation yields 
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(Xk Mm - Xs Mlllk) vm Hhj = Mks Hhj, (4.5) 

i.e. 
[Mks - (Xk Mms - Xs Mmk) v>"] Hh3 = 0, (4.6) 

from which by assumption we have Hb} = 0. This is absurd. Consequently such 
a case of p = 0 is not relevant to the subject. 

5. A N O T H E R CONCLUSION 

I n § 3, we have introduced a proportional factor ¡3 and we have obtained 
(3.7). And , by use of this factor ¡3, we have devised to find (3.20), from which 
under p ^ 0, we have found the condition for the symmetry of Xh^}. 

However, as we have mentioned in § 4, from (3.13), we have to take care 
of the fact that, having no connection with Hh] = Hjh, the formula (4.6) has 
been derived from (3.13). Furthermore (3.13) has not also any connection with 
the symmetry of Hhj, but i t has been derived from the defining equation itself 
of the space. And, in this care, assuming Hhj ^ 0 we have (3.21). Thus, we 
can see, by use of (2.5), the condition for the gradience of Xk as Mhkvh = 0. 

Considering these facts, we can state that the existence of non-vanishing ji 
is related wi th the symmetry assumption of Hhj. According to these facts we 
are able to get here another conclusion having no connection with Hhj == HSh. 

Conclusion. I n a PR Fn-space with a non-vanishing projective Ricci tensor, 
the recurrence vector Xh is a gradient one, when and only when there exists a 
contravariant vector v1 satisfying (2.5) and (Xh(s) — Xs(Jl)) vs =s 0. 

6. CONTINUED DISCUSSION 

I n order to get the second supposition, i.e. (3.7) in the conclusion of § 3 i t 
is sufficient to take 

fflijVj=~£Xh ( P ^ 0 ) (6.1) 

into consideration, because contraction of the above formula by vh and (2.5) 
gives us (3.7). 

By virtue of the equations (1.7a), (3.6) and (3.10), we can construct 

i ^ - = - P ^ + X,-£V- (6-2) 

Next, comparing the equations (6.1) and (6.2), we get 

XjEfi = 0. (6.3) 

Multiplying the formula (6.1) by EJ* and using the last equation, we have 
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Hll}Eh*vl=0, (6.4) 

Thus, with the help of the equations (3.17) and (6.4) we can deduce 

|}ffA,f>* = a (6.5) 

Since jx 0, the last formula can be rewritten as 

Hkav* = 0. (6.6) 

This is the third supposition in the conclusion of § 3. Thus, the conclusion 
in §3 may be replaced by the next. 

CONCLUSION. In a PR Fn-space, when the projective Ricci tensor 
Hhj (JC, x) is symmetric, i f we choose a contra variant vector v' so as to satisfy 
(2.5) and (6.1), where p means a scalar function, then X M i ) becomes a symmetric 
tensor. 

I t is easy to sec that (6.1) is equivalent to (6.3). In fact, as we have (6.2) 
always, i f (6.3) wi l l be the case, we can get (6.1) and conversely. On the 
other hand transvecting the formula (3.10) by X ; side by side and summing 
over the index i, we obtain 

X,- (Xj Ej ~ Xh Ef) = X. H'M v'<. (6.7) 

By virtue of the formula (6.3), the above relation takes the form 

X^'^jv'^O (6.8) 

or 

( t f W ^ O - (6-9) 

Next, in view of the equations (1.7), (1.8) and (2.1), the last formula becomes 

%hHkJv* = XjHkhvk. (6.10) 

Transvecting the last formula by vh and taking care of the equations (2.5) and 
(3.7), we can find 

- P V (6.11) 

Namely from (6.8) we can get (6.1), consequently (6.3). By this reason, (6.8) 
is equivalent to (6.3), i.e. (6.3) is able to be replaced by (6.8). Thus from the 
above conclusion we can have : 

Theorem 6.1. I n a PR Fn when the projective Ricci tensor is symmet
ric, in order to get Xllis) — X j ( / j ) it is sufficient that there exists a contravariant 
vector v' satisfying (2.5) and (6.8). 
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G O R A K H P U R 273010 U.P . 
I N D I A 

Ö Z E T 

B u çalışmada, bir P R F n uzaymdaki X/,( s) tensörünün, H},j(x,x) projektif 

Ricci tensörünün simetrik olmasının \ s v s = l, Hhjvhv' = — p ve 

Q*b.<s)~- Xs(h)) i) s=0 koşul lanın sağlayan bir kontravaryant vl (x) vektörü

nün varlığına denk olması haliude simetrik olacağı saptanmaktadır. 
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