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SOME THEOREMS ON PROJECTIVE RECURRENCE VECTOR
IN FINSLER SPACE

A, KUMAR

In this paper it has been established that in a PR Fn-space the tensor

Ap(e) is symmetric when projective Ricci tensor Hy, & x) is symmetric iff

there exists a contravariant vector vi{x) satisfying A v°* =1, H} i ot =—8
and (Rpge) — dsa) v* = 0.

1. INTRODUCTION

Let us consider an n-dimensional affinelly connected Finsler space Fn [!]P
having symmetric Berwald’s connection coefficient ;,. The covariant deriva-
tive of any tensor field T} depending onboth positional and directional coordi-
nates is given by

Tigo =01 T} — 0y T G" ¥ + T} Gy — Tj Gy, (.1

. where Gl X' = G

The well known commutation formula involving the above covariant deriva-
tive is given by

2hgan = — 8 Tf H' gy ¥ + T Higy — TJ HY», (1.2)
where

Hiy (e, ) EE 200 Gy, — Gy Cg + Gy Gl (1.3)

is called Berwald’s curvature tensor and satisfies the following relations ['}:
Hiy = Hiyy ¥, - (1.9
Hiy + H ijfm -+ H i =0, (15
Hipp = — Hiyy, ' ' , (1.6)
a) H'y; = Hy and b) Hy; = Hyy — Hy, . (1.7

In a Finsler space, if the Berwald’s curvature tensor satisfies the relation

) Numbers in square brackets refer to the references given at the end of the paper.
D) 3, =090x! and 3 =2afdx’.
B 2Agpy) = Apg - Ak
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Him‘k(s) = A H ih.fk > (1.8)

where A, is any vector field, then the space is called projective recurrent Finsler
space or PR Fn-space and A, is called projective recurrence vector,

2. DECOMPGSITION OF H,, (x, %)

In an affinelly connected Finsler space, the second Bianchi’s identity for
Berwald’s curvature tensor H',, (v, X} is given by

ey + Higey + Hlyiy = 0. (PRY)
By virtue of the basic condition (1.8}, the last identity can be written as
ls T I.ﬁfk + ?\'J' ¥4 ihkx + A‘,’c H i.’:s.f =0. (22)

On the other hand, transvecting the last formula by +* and summing over the
mdex s, we find

_ H Ehfn'c =M Qim‘ — A Qihk (I (2.3)
where :
Qifif% Hih}'s v . (24)
and
Ay 08 = 1. 2.5
In view of the equations (1.6), {1.7b} and (2.5), we can get
| a) 00/ =0 and b) Q' = 0. ©.6)
Now, if Q*'; is any tensor satisfying
Hffiffc = Z'I'c Q*rr’:f - 7\'.." Q*i.fik 4 (2'7)
Then, by substraction (2.7) from (2.3), we can get _
M (Q% — Py = Ay (@ — Q). (2.8)
In view of the last formula, we can introduce a tensor E;’ :
Q)= O + M By (2.9

Conversely, if ',; satisfies (2.3) and E,;’ is any tensor, then the tensor Q*"hj

satisfies (2.7). Such a tensor Q*’f,,j of the form 2.9y may be regarded as a
symmetric one. We shall prove this fact. For this purpose introducing the
formula (2.3) into the left-hand side of the identity (1.5), we obtain

: ?”k (Qih - Qijh) + 9\'1'1 (Qifls: _ Qiki) + 7\'j (Qi,’cfr — Q_‘:Mc) = 0. | (210)

Next, transvecting the above formula by ¢* and takmg notice of the equation
(2.5), we have
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Q' — Q=M BEf — M E} (2.11)
or
Qih]' + ;L‘f Eki = Qifh + Rl‘k Elj 3 (212)
where we have put
Ejf &t (@ — Q) oF . (2.13)
With the help of the equations {2.4) and (2.6) the above formula reduces to
‘E.'.i = Qikf o = Hihﬂc U vh * (2'14)

In view of the equations (2.9) and (2.11), we can deduce

0% = Q% - @19
This completes the proof.,

3. DISCUSSION

Equating the formula (2.7) with respect to the indices 7 and k, we find
Hyy =2y Q% 2y Q% , G
where we have used (1.7a).
Let us assume the symmetry of H,;, then the above result yields
Ay Q% =2, 0% (2
where we have used (2.15).

The above relation gives us

Q*ihf =P 7L,-, . (3.3)
By virtue of the equations. (2.6b), (2.9) and (2.15), we can construct
0¥ = Q¥ = Ol + M B = 1, B 34
Comparing this equation with (3.3), we find
p=E . (3.5

In view of the equations (1.6), (1.7a), (2.4) and (2.14), the above relation can
be also re-written as '

p=Ei= Q0 vt=(—H, o)), (3.6)
ie.
Hy, vt = — . | 37
By virtue of the basic condition (1.8) and the formula (2.14), we can get

xf Eki = 7"_r' Hifdm' v ok = (Hihth)) U (38)

From the equations (1.6) and (3.8), we can obtain
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M E] — M Ef = (Hysp + Hpjp) v 0% (3.9y
- In view of the identity (2.1), the above formula yields
A E = M E] = — Hyj v vh = ho" Hiy ok = Hy 0%, (3.10)

where we have used (1.6) and (2.5).

. Now, let us consider the defining equation (1.8) as a differential equation
on H L (x, X). Then its integrability condition takes the form

Mm‘ H ke = éa H ihjn'c n:m X7 T ke H asm — i iaf!c H aiwm - (3.11)
- I{fhm’c H ajsm H hia Vel fesm »
where we have put _
M » def. (ls(m) 4. ?\‘m(s))' (3'12)

Contracting the formula (3.11) with respect to the indices 7 and & and using the
equation (1,7a), we obtain

M, H,;= — 3 o Hoyy H o X0 — H 1

ms nSm hsm

o H o - (3.13)
Transvecting the last formula by v ¢} and taking notice of (3.7), and the symmetry
property of the projective Ricci tensor Hy, (x, X), we have

B M, =2H, v(Hyv) o (3.14)
On ‘the other hand, introducing the formula (3.10) into the right-hand side of

the above result, we get : . ) .
B, (H ). L G19)

ﬁ ms = 2 (hm Esﬂ m
Transvecting the formula (2.13) by v/ and noting the relations (2.6a), we get
Eivi =0, (3.16)

In this way, multiplying the formula (3.15) By »™ and using the equations (2.5)
and (3.16), we find

BM o =2ESH v ' (3.17)

or
Pa, M, o" =2FE"} H;ol. S (3.18)

On an analogous way, we can obtain

BA, M, v =—20NE"H, v (3.19)
Adding (3.18) and (3.19) side by side and remembeting the formula (3.15), we find
B (g My ™ + Ay My, ") = B M, G20

ie.

Mm - ?" M, 0" ?" Mm‘r v ’ (321)

where we have used M, — — M, and § = 0.
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Consequently, when and only when, we have
A M 0™ = A, M, v" (3.22)
we find
My, =0, ie. Ay = Ay (3.23)
Multiplying the formula (3.22) by ¢* and taking care of the equation (2.5), we
have :
M, v" =0, (3.249)
where we have also used
M, v et =0. ' (3.25)
Converseli( from the formula (3.24) we can get.(3.22). Hence (3.22) and (3.24)
are equivalent to each other. Thus we can state the following:

Conelusior. In a PR FPn-space, if projective Ricci tensor Hy; (x, x) is
symmeéiric when and only when there exists a contravariant vector #(x) satis-
fying (2.5), H,;v" v/ and (A — Ayy) v° = 0, the tensor A, is symmetric.

" 4, REMARKS
Let us consider the case of p = 0. According to (3.20), such a case occurs
when we have M, — (Q, M, A M, )" = 0.
Transvecting the equation (3.13) by v™ side by side and summing over m
we get )
Mms i HJ‘:J' = Hai Hahsm " — Hha Hajsm At (41)
Now, again transvecting the above formula by A, and using the basic condition
(1.8), we get
?\'k Mms v th = (Haksm(k)) Haj o (Hajsm(k)) 2" Hha . (42)
On an analogous way, we can obtain
1‘.s Mkm ’vm'HIii = (Hafikm(i')) Hilj vm + (Hajkrﬂ(s)) ﬂm Hha ’ (43)
where we have also used the non-symmetric property of M, . ‘

Adding the reductions (4.2) and (4.3) side by side and noting the identity
2.1y, we find :

(?\'k Mms - ls Mmk) o th = .;‘Ht-zhsk Haj T Ha'j.fk-Hhu + T (44)
where we have used (2.5) and M,,= — M,

~In, view of the equation. (3.13), the above relation yields
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(}'k Mms.* ?\'S Mnk} v th = Mks Hhi 4 (45)
ie.
[Mks - (}‘k Mms - 7\'5' Mmk) T)m] I{h.i - 0' (46}

from which by assumption we have H,; = 0. This is absurd. Cdnsequently such
a case of B = 0 is not relevant to the subject.

5. ANOTHER CONCLUSION

In §3, we have introduced a proportional factor § and we have obtained
(3.7). And, by use of this factor B, we have devised to find (3.20), from which
under B 0, we have found the condition for the symmetry of A, .

However, as we have mentioned in § 4, from (3.13), we have to take care
of the fact that, having no connection with H,; == Hj,, the formula (4.6) has
been derived from (3.13). Furthermore (3.13) has not also any connection with
the symmetry of H,;, but it has been derived from the defining equation itself
of the space. And, in this care, assuming IH;; = 0 we have (3.21). Thus, we
can see, by use of (2.5), the condition for the gradience of Ay as My v" =0,

Considering these facts, we can state that the existence of non-vanishing {3
is related with the symmetry assumption of H,;. According to these facts we
are able to get here another conclusion having no connection with H,; = Hj,.

Conclusion. In a PR Fn-space with a non-vanishing projective Ricci tensor,
the recurrence vector A, is a gradient one, when and only when there exists a
contravariant vector ¢ satisfying (2.5) and (A, — Ay v =0

6, CONTINUED DISCUSSION
In order to get the second supposition, i.e. (3.7) in the conclusion of §3 it
is sufficient to take '
Hyv=-~Bx, B=0) 6.1)
into consideration, because contraction of the above formula by »* and (2.5)
gives us (3.7). _
By virtue of the equations (1.7a), (3.6) and (3.10), we can construct
Hyvl=—pA, - A E;F. (6.2)
Next, comparing the equations (6.1} and (6.2), we get
M Ef=0. ' - (6.3)
Multiplying the formula (6.1) by E/® and using the last equation, we have
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H,; EF vl =0, : (6.4)
Thus, with the help of the equations (3.17) and (6.4) we can deduce
B Hys v =0. (6.5)
Since p 7= 0, the last formula can be rewritten as
H,, v = 0. - (6.6)

_ ‘This is the third supposition in the conclusion of § 3. Thus, the conclusion
in §3 may be replaced by the next.

CONCLUSION. In a PR Fn-space, when the projective Ricci tensor
H,;(x, X) is symmetric, if we choose a contravariant vector v’ so as to satisfy
(2.5) and (6.1), where f means a scalar function, then A, becomes a symmetric
tensor.

It is easy to sec that (6.1) is equivalent to (6.3). In fact, as we have (6.2)
always, if (6.3) will be the case, we can get (6.1) and conversely, On the
other hand transvecting the formula (3.10) by A; side by side and summing
over the index #, we obtain

A Qg B — Ny Ejf) === Ay H 05 ®.7
By virtue of the formula (6.3), the above relation takes the form
Ay Hipgjv* = (6.8)
or
(Hgjp} v = 0. (6.9)

Next, in view of the equations (1.7), (1.8) and (2.1), the last formula becomes -
by Hipyvf = A Hyy %, (6.10)
Transvecting the last formula by »* and taking care of the equations (2.5) and
(3.7), we can find
Hyvt = — ;. ' 6.11)

Namely from (6.8) we can get (6.1), consequently (6.3). By this reason, (6.8)
is equivalent to (6.3), i.e. (6.3) is able to be replaced by (6.8). Thus from the
above conclusion we can have :

Theorem 6.1. In a PR Fn when the projective Ricci tensor is symmet-
ric, in order to get A,y = Ay, it is sufficient that there exists a contravariant
vector v satisfying (2.5) and (6.8).
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INDIA
OZET
"Bu ¢alismada, bir PR Fn uzaymdakl kh(s) tensGrindin, Hh }(x x) projektif
Ricci tensdriinln  simetrik  olmasinin ?\. =1, Hh ol = — 8 ve

(Mute) — Matn)) ¥5=0 kosullarnn saglayan bir kontravaryant vi (x) vektoril-
nin varlifina denk olmast halinde simetrik olacafi saptanmalktadir.




