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O N T H E SERIES M E T H O D S C O N T A I N I N G T H E M E T H O D Va 

Hüsamettin COŞKUN 

Abstract. In [7] , Raimi has defined the regular sequence methods containing the me/hod Va and determined the 

necessary and sufficient conditions for a regular sequence method to contain the method V0 In this study we 

introduce the series methods containing the method Va and obtain the necessary and sufficient conditions for a 

regular series method to contain (he method Va, and also prove that one of the dual summahililiy methods contains 

the method Va if and only if the other one contains the method V0 

1. Introduction 

Let m, c and ca be the Banach spaces o f real or complex bounded, convergent and null sequences x = (x„) with 

the usual supremum norm. Let CT be a one-to-one mapping o f the set o f positive integers into itself. A continuous 

linear functional ^ on m is said to be an invariant mean or a er-mean i f and only i f ( i) 0(x) > 0 when xn > 0 for all 

n, ( i i ) <f>(e) = \ where e = {1,1,1,...) and ( i i i ) (i(Tx) = (i(x) for all x e / n , where T:m -* m is a linear operator defined 

by Tx = J C ^ J . 

Throughout this paper we consider that <?q(ri) * n for all positive integers n and q, where a9(ri) is çth iterate o f 

a at n. Thus, a cr-mean extends the limit functional on c, in the sense that ^ (x ) = l imxfor all x ec [5] . 

Consequently, c c VB where Va is the set o f bounded sequences all o f whose a-means are equal. 

In case o[n) = n + 1, the u -means are the classical Banach limits on m and V„ is the set of almost convergent 

sequences introduced by Lorentz [4] . 
it can be shown [7] that 

C B - { x e w : ^ m t

q „ ( x ) = L uniformly İn n, L = a - l i m x } . . . ( I ) 

where, for q £ 0, n > 0, 

The special case o f (1) in which a(n) = n + 1 was given by Lorentz [4], 

I f w is a subset o f the space of real sequences, Then we write w + for the generalized ICothe-Toeplitz dual of w, 

i.e., 

w* = { (ak ) ; ^akxk converges for every x e w } 

I t is well-known that bs* = bvnc0 [2, p. 68]; where bs and bv are respectively the spaces o f bounded sums and 

sequences o f bounded variation. 

Let A = (a„k)be an infinite matrix o f real or complex numbers ank(n, k=0,1,2...) and x = (x/,) be a real sequence 

such that the series 

k 

1 



exists for each n. Then the sequence Ax - (An(x)) ' s 1 n e called A-transform of x. Hence, the summability method A 

is a sequence method. Throughout the paper ^ w i l l denote summation from k=0 to <x>. A sequence x is said to be 

A-summabie i f A x e c . 

A matrix A is called regular i f A x e c and l i m A x - l i m x for all x e c . T h e regularity conditions o f A are well-

known [ 1 , p. 64]. A regular matrix A is called a-invariant i f l i m A ( T - l )x = 0 for all x e m ; where I is the identity 

matrix. Raimi J7, Th. 23] proved thai i f a regular matrix A is tr-invariant, then 

h m ^ - ^ h O . - ( 3 ) 
" k 

Conversely, i f A is non negative, i.e. ank > 0 for all «, k, then the condition (3) is sufficient for <r-invariance o f A. 

2 . The Dual Summabi l i ty Methods 

Lei A = (ank) be a sequence method given by (2). Suppose that, for each n, the series 

t 

is convergent; this is a much weaker assumption than the regularity o f A . Then we shall define the matrix B - (b^) 

as follows: 

bHt=fia„ (« ,£=0 ,1 .2 . . . ) . 
/=* 

We also suppose that the sequence s = (st.) is formed by taking the partial sums o f the series ~^xk . 

Let B denotes the summability method given by the series -to- sequence transformation (series method) 

5 n ( * ) = X>„^ (n = 0,1,2...) 
k 

The methods A and B are called dual summability methods [3] . The method B is called regular i f the sequence 

B x - (BH(x)) e c and lim Bx = for all xecs, the space of all convergent series. The regularity conditions o f B 

are wel l -known[l , p. 68], Moreover, it is also known that A is regular i f and only i f B is regular. 

In the sequel, by A and B we mean the sequence and the series methods, respectively. 

3 . The Series Methods Containing The Method Va 

We call the regular method A containing the method F„ i f the A-transform o f x is convergent to t h e a - i i m x for 

each x £ i ' 4 , i.e., A x e c and lim A x = a - lim x for each x e Va. Raimi has characterized the class o f the regular-

sequence methods containing the method V„ as follows: 

Theorem 3 .1 ( [ 7 ] , Th . 2 4 ) . A regular method A contains the method Va i f and only i f it is a - invariant. 

Similarly, we shall define the series methods containing the method Va and give the necessary and sufficient 

conditions for a regular method B to contain the method Va. 



Definit ion 3.1. Let ^ A t be an infinite series such that its sequence of partial sums s = {sk) e Vo with 

e r - l i m s = b . I f the method B sums every series ^ x k o f this type, to tiie same value b then B is said to be contain 

the method V„. 

Let 

I f i imBx ~ c - lims for all x e Vas , then we write B e ( i ^ . c ) ^ . Therefore B contains the method Va i f and only i f 

Be(Lv,c) f t , g . 

Theorem 3.2. A reguiar method B contains the method Va i f and only i f 

(i) l im bnk - 0 for each n, 

( i i ) l im J] \A(bnk~t>nMk))\=0 
" t 

where A(bni-b„ a i l ) ) = bnk-bn a ( k ) - b n M i +b„Mk.}). 

P r o o f ; Necessity- Suppose thai the regular method B contains the method Vg. Since Vas a bs and so 

c (V^s)*, the condition (i) must be satisfied, or else the series £ t Kkx

k diverges for at least one « which means 

that B-transform of x e Vas does not exist. 
Now, by Abel's partial summation, we get that 

p /*-' 

^ £ ( * W " b»M^sk + KSP ...(5) 

for each n, where x e J^s and (,sp) is the sequence o f pth partial sums o f the series ]T JCA . 

Since (jp) e m , we have from the condition (i) that limA n /, s p = 0 . Hence, by letting p ~¥ m in (5), we obtain 

Z6"*** = - ^ i ) 3 * = ZA6"*^ -..(6) 

which implies from the assumption thai the method A = (ank) = (Abnk) contains the method V^, Therefore, the 

condition ( i i ) follows from Theorem 3.1 and (3). 

Sufficiency- Suppose that the regular method B satisfies the conditions (i) and ( i i ) . Let xeVas with 

CT - lims = b . Then the regularity o f B and (i) imply together that (6) holds. Since the method A defined as above is 

regular, it follows from the conditions (i i ) that A is a - invariant and so, by Theorem 3.1, A contains the method Vg. 

Now, Letting n —> a> in (6), we get I imBx = b which completes the proof. 
We shall note that A must be non negative for the sufficiency part o f the proof. 

Theorem 3 . 3 . Let A and B be two summability methods. Then A contains the method Va i f and only i f B 

contains the method Vg. 

P r o o f: As it is well-known that A is regular i f and only i f B is regular. Moreover, since the series (4) is 

convergent for each n, ( i) holds. On the other hand, A satisfies (3) i f and only i f B satisfies ( i i ) . 

Thus, the proof is completed. 

Finally, we should declare that Theorem 3,2 and Theorem 3.3 are reduced to Theorem 2.1 and Theorem 2.2 of 

Ozti irk[6] i f o(n) = n + ) . 
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