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Abstract. In this paper we study the existence and nonexistence of positive
solutions for a class of nonlinear difference systems subject to some m + 1-point
boundary conditions. The arguments for existence of solutions are based upon
the Schauder fixed point theorem.
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1. INTRODUCTION

We consider the discrete system with second-order differences

A%up y + b f(v,) =0, n=1,N—1
A%v, g+ cpg(uy) =0, n=1,N—1, (N >2),

with m + 1-point boundary conditions

(5)

m—2

Pug — yAug =0, uy — Z ajug, = b,
(BC) "2
Bug — yAvy =0, vy — Zaivgi =0, m >3,
i=1
where A is the forward difference operator with stepsize 1, Au,, = u,11 — u, and b > 0.

The above problem is equivalent to

Unp+1 — 22Uy + Up—q + bnf(vn) =0
Unt1 — 205 + Up1 + cng(un) =0, n=1,N—1,

with the conditions

m—2
(B+7)uo = yur, uy — » _ aug, =b
"2
(5 + ’Y)Uo = YV1, UN — Z a;Vg, = b.
i=1

In this paper we shall investigate the existence and nonexistence of positive solutions
of (S), (BC). Inthe case b = 0 and b,, = Abn, Cp = [, A, p > 0, the existence of positive

solutions with respect to a cone has been studied in [11]. In [10] the authors studied the

! Department of Mathematics, Gh. Asachi Technical University, 11 Blvd. Carol I, Iasi 700506,
Romania, E-Mail: rlucatudor@yahoo.com



existence and nonexistence of positive solutions for the m-point boundary value problem

on time scales
AV(t) +a(t)f(u(t) =0, te(0,T)
Bu(0) = yut(0) = 0, u(T) = > au()=b, m>3, b>0.
i=1
In recent years the existence of positive solutions of multi-point boundary value problems
for second-order or higher-order differential or difference equations has been the subject
of investigations by many authors (see also [1]-[9], [12]-[15]).
We shall suppose that the following conditions are verified

(A1) by, ¢y > 0forn =1,N—1; B,v>0,3+v>0;a; >0, i

m—2 m—
am_Qz1;0<51<52<---<5m_2<N;b>o,N>Zai@,d=ﬂ<N—Zai@)+
i=1

i=1
m—2
v <1 — Z ai> > 0.

A2) There exist ng, ng € {&m_s, ..., N} such that b,, >0, ¢z, > 0.

1,m—2,
2

(
(

a) There exists ¢ > 0 such that f(u) < %, g(u) < %, for all u € [0, c[;

A3) f, g:]0,00) — [0,00) are continuous functions that satisfy the conditions

2. PRELIMINARIES

In this section we shall present some auxiliary results from [10] and [11], related to

the following second-order difference system with boundary conditions

AUy 1 +y, =0, n=1,N—1 (1)
m—2
Bug — YAug =0, uy — Z a;ug, = 0. (2)

i=1
Lemma 2.1. ([10], [11]) If 84+~7 # 0,0 < & < -+ < &no < N and d # 0, then the
solution of (1), (2) is given by

Up = d



-1

0
We use the conventions Z z; = 0 and Z z; = 0.

i=1 i=1

Lemma 2.2. ([11]) Under the assumptions of 2.1, the Green function for the boundary
value problem (1), (2) is given by

|
I\

p

3
@
+
)
3

nG + -y

y ar(§p — 1) — (n — 1),

(N =) = —

if 1 <&, n=i,
(for n =0 or n =1 without term (n — 1)),

b
Il
-

m—2
nﬁjv(N—’i)—nﬂjv ap(&p — 1), if n<i<E,
k=1
m—2
nBd+~ N nB+y . .
G(n,i) = ) d = an(& =) = (n =),
if i <i<E,n>i, j=2,m-—2,
m—2
nB+~ L nB+y
== Y e
if o1 <i<E, n<i

nB+

(N —i
nf+x
. d

N-1
and we have u, = Z G(n,i)y;, n=0,
i=1

Lemma 2.3. ([10], [11]) Ifd > 0, 5,7 > 0, B+~ >0, a; > 0 for alli = 1,m — 2,

m—2
0 <& < - <&na <N, Zai& < N and vy, >0, for all n = 1, N — 1, then the
i=1

solution u,, n =0,N of problem (1), (2) satisfies u, > 0, for alln =0, N.

Lemma 2.4. ([11]) Ifd >0, 3,7 >0, 4+~7>0,0< & < -+ <&nao < N, a; >0,
m—2

1=1m-—2, a,_9>1, N > Zaifi, Yo = 0 for alln =1, N — 1, then the solution of
i=1

problem (1), (2) satisfies




Lemma 2.5. ([10]) We assume that 3, v >0, f+7>0,d > 0,0 <& < -+ < &p2 < N,

m—2

a; >0 foralli=1,m—2, N > Zaig and y, > 0 for alln =1, N — 1. Then the unique
i=1

solution of problem (1), (2) verifies the relation inf, & tn > r||u||, where

m—2 m—2 s—1 m—2
: a(N—=&) Y a& > ai+ Y a(N-&)
B . (S i=1 i=1 i=s
"= 2<£I££—2 N’ m—2 N m—2
N — a;&i N — Z a;&i
i=1 i=s
and ||ul| = SUp,, g [t ]

3. MAIN RESULTS

We shall firstly present an existence result for the positive solutions of (5), (BC).

Theorem 3.1. Assume that the assumptions (A1), (A2), (A3)a hold. Then the problem
(S), (BC) has at least one positive solution for b > 0 sufficiently small.

Proof. We consider the problem
A%h, =0

m—2

ﬁho - ’)/Aho = 0, hN = Z aihgi + 1. (4)

=1

The solution (h,),_55 of (4) is given by h, = nhy — (n — 1)hy, n = 2, N. Because

. nB + —

Bho — 7(h1 — ho) :2 0, that is by = ﬁlvhl’ we get h, 2: 5+3h1, n =2, N. By the

i — . NB+~ — B&+79 L
condition hy = a;he; + 1 we obtain hy = a; hy + 1, which implies

v 2l EESEURP LY pe

h1:¥. So h, = ”6;7, n=72N.

Therefore the solution of (4) is

hn:”ﬁ;f n=0,N. (5)

We now define (xn)nzm, (yn)nzo,W by
Uy, = Xp, + bhy,
Up = Yn + by, n=0,N.
Then (5), (BC) can be equivalently written as

A%z, +bpf(yn +0hy) =0, n=1,N—1 (6)
A2yn—1 + Cng(xn + bhn) =0, n=1,N -1,



with the boundary conditions
m—2

frg —yAze =0, zy = Z ;e
m2 (7)
Byo — 7AYo =0, ynx = Y _ aiye,.

i=1
Using the Green function given in 2.2, a pair ((zn),—g7, (Yn)n—g) is a solution of

problem (6), (7) if and only if

N-1 N-1
= > G (Z G, )esgla; + bhy) + bhi) n=OW,
N1 = (8)

where (hy,), is given by (5).

We consider the Banach space X = RY*! with supremum norm || - || and we define
the set K = {(2y),—gv, 0 < 2n <¢, Vn=0,N} C X.

We also define the operator A : K — X by

N-1
Az (ZGnzbf(ZGzycjg(x]+bh)+bh)> , T = (Tn)—ow € K.

=1 7=1

n=0,N
For sufficiently small b > 0, by (A3)a we deduce
c
f(yn + bhy) < Z g(zn + bhy) < T’ V(Zn)ns (Yn)n € K.
Then for any z = (x,), € K we have, using 2.3, that (Az), >0, Vn € 0, N.

By 2.4 we also have

N-1
N+ c ON +
y] X 6 7 Z N k Ckg<xk +bhkz) 6 g Z(N - k)ck

L d
k=1 c k=1
\E‘L—C, VJ—l,N—l
and N .
N+~ ¢ BN+ —
A(:v)n\ﬁ g (N = B)brf (yn + bhy) < 7 - g y TNT(N = k)b
k=1 k=1

Therefore A(K) C K.

Using standard arguments we deduce that A is completely continuous (A is compact
because for any bounded set B C K, A(B) C K is bounded, so in RV*! is relatively
compact, and A is continuous because f, g are continuous). By the Schauder fixed point
theorem, we conclude that A has a fixed point ($n>n=W € K. This element together
with (yn),—g given by (8) represent a solution for (6), (7). This shows that our problem



(S), (BC) has a positive solution u,, = x, + bh,,, v, = y, + bh,, n =0, N for sufficiently
small b > 0. O

In the following theorem we shall present sufficient conditions for nonexistence of

positive solutions of (5), (BC).

Theorem 3.2. Assume that the assumptions (A1), (A2), (A3)b hold. Then the problem
(S), (BC) has no positive solution for b sufficiently large.

Proof. We shall follows the same steps as those used in the proof of Theorem 3.2 from
[10]. We suppose that (uy,), is a positive solution of (S), (BC). Then x,, = u, —bh,, y, =
vy, — bhy,, n =0, N is solution for (6), (7), where (hn),—g is the solution of problem (4).
By Lemma 2.3 we have x,, > 0, y, > 0, for all n = 0, N, and by (A2) we deduce that
]| >0, [ly|ll > 0. Using Lemma 2.5 we also have inf, _z— x, > r|z| and inf, _gxyn >
r||lyl|, where r is defined in Lemma 2.5.

Using now (5) - the expression for (h,),_gx we deduce that
B& +y S Sihw _ & BN +9
¢ d — N N d
So inf, g hn > NIHhH, (IIn]| = hy). Then
inf,, g x (#n + 0hn) = r(|[z]| + 0[|A][) = 7|z + bh|

infn:&,N h/n -

and
inf, g x(Yn + bhn) = r(llyll + bl[Al]) = rlly + bhl|.
We now consider
d N-1 N-1

R=———|min N — j)c;, N—jb;p |7 >0

r(Bm—2+7) j:%;_Q( " j:%n:_g( "

By (A3)b, that is lim %u) = oo, lim 9(v) = 00, for R defined above we deduce

U— 00 uU—00 Uu

that there exists M > 0 such that f(u) > 2Ru, g(u) > 2Ru, for all u > M.
We consider b > 0 sufficiently large such that
inf,_gw(zn +bhy) > M and inf, g (yn + bhy) > M.

Then we have

N-1
BEm—2 +7 :
Ve = D TQ(N — J)ecjg(x; + bhy)

J=Em—2

N-1
> Y ﬁgm%;ﬂ(f\f—j)cj'%(fﬁﬁrbhj)

J=Em—2



Z ﬁ€m2+’7(N j)e; - 2R inf (), + bhy)

G=Em— k=&m—2,N
1
Z Bbm- 2+7 —Jj)e; - 2R inf (xy + bhy)
=2 k=tL,N
N 1
BEm—2 + 7 ,
> 3 Bt Ty e, o+ b

> 2Hx —|— bh|| > 2||z||.

And then we obtain

1 1

< = < = . 9
SVens < 5l Q

In a similar manner we deduce z¢,, , > 2||y + bh|| > 2||ly|| and so

]

1 1
Il < 562 < 5l (10)

By (9) and (10) we obtain ||z|| < §HyH < ZHxH, which is a contradiction, because
||lz]| > 0.
Then, when b is sufficiently large, our problem (S), (BC') has no positive solution.

O
4. AN EXAMPLE
b
We consider b, = 0 , Cp = for allm = 1,N —1, by, ¢g > 0, B = 2,
N —n N—n
Y= 47 _5§1 4752:%753:%(]\[ 4M M>]') _%7a 37CL3—]_ Then

3
d =3=" > 0 and the assumption N > Z a:&; is verified (N > EN).

=1

. az? ba® I
We consider f, g : [0,00) — [0,00), f(z) = ey g(x) = T with @, b > 0. We
x
have lim Lx) = lim M =
r—o0 I r—oo I

Next the constant L from (A3) is in this case

P {5N+72 Z75N+vz N—i) }

12(8N + 1)(N — 1)

= SN 7 max{bg, o} )
We choose ¢ = 1 and if we select a and b satisfying the conditions
s 2 2(2N — 7) 11
a<— = mm
L 12(8N + 1 b() C()

g < 2 = 2<2N 7 mln
L 12(8N + 1 bo CO
b
2

then we obtain f(z) < %< }J, g(:E) <5< g, forallz el0,1].



Thus all the assumptions (A1)-(A3) are verified. By Theorem 3.1 and Theorem 3.2

we deduce that the nonlinear discrete system

bo 5v3
A2y, L
N 1+N—n vy + 1
Ay a0 M TNTT (N —am, N> 4
n—1 N —n u”+1_7 ) - ) i )

with the boundary conditions

Ug = %, Un — %UN/4 - %UN/Q — U3N/4 = b,
Vo =9, UN— iUN/4 — 3UN/2 — UsN/4 = b
has at least one positive solution for sufficiently small b > 0 and no solution for sufficiently

large b.
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